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Complete angular distribution measurements ofpp spin correlation parameters Axx , Ayy ,
and Axz and analyzing powerAy at 197.4 MeV
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Measurements ofpp spin correlation coefficientsAxx , Ayy , andAxz and analyzing powerAy for pp elastic
scattering at 197.4 MeV over the laboratory angular range 3.5 °–43.5 ° (uc.m.57° – 90°) have been carried out.
The typical statistical accuracy per 1° angle bin is better than 0.02 for theAmn and better than 0.005 forAy .
Systematic errors are negligible except for an overall normalization uncertainty of 2.5% forAmn and 1.3% for
Ay . The experiment makes use of a polarized hydrogen gas target internal to a proton storage ring~IUCF
Cooler! and a circulating beam of polarized protons. The target polarization is switched in sign and direction
(x, y, z) every 2 s byreversing a weak guide field ('0.3 mT!. Scattered and recoil protons are detected in
coincidence by two sets of wire chambers, by scintillators, and by silicon-strip recoil detectors placed 5 cm
from the proton beam. Analysis methods and comparison to recentpp partial-wave analyses andNN potential
models are described.@S0556-2813~98!05008-0#

PACS number~s!: 13.88.1e, 24.70.1s, 13.75.Cs, 25.40.Cm
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I. INTRODUCTION

In a recent paper@1#, we reported measurements of sp
correlation parameters inpp elastic scattering near 200 Me
for laboratory angles forward of 17.5°. In the past, measu
ments involving polarized beams and polarized targets w
rather difficult, because solid polarized H targets contai
large fraction of material other than hydrogen, and the
gets are subject to deterioration by radiation damage. H
ever, experience with the recent experiment@1# showed that
results of high statistical accuracy and small systematic
rors can be obtained by a new technique, which involves
interaction of a polarized proton beam stored in a ring wit
thin internal gas target of polarized H atoms. In view of t
success of the earlier experiment, the apparatus was mod
to permit measurements ofpp spin correlation parameter
over the full angular range. This paper reports values of
analyzing powerAy and spin correlation parametersAxx ,
Ayy , and Axz at 197.4 MeV as a function of angle for th
laboratory angular range 3.5° to 43.5° (uc.m.57° to 90°).

In many respects, the experimental methods develope
connection with the earlier measurements still apply and t
will not be covered here in detail. Section II presents a b
overview and describes the changes in the experime
setup that were required to extend the accessible rang
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scattering angles. The method of data acquisition diffe
significantly from the earlier work: measurements atT0
5197.4 MeV were combined with data acquisition at sev
higher energies between 250 MeV and 450 MeV. The id
was to accelerate and later decelerate the stored beam a
take measurements atT0 before acceleration and after dece
eration as described in Sec. III. In this way it was possible
relate the absolute calibration of beam and target polariza
at the higher energies to the calibration atT0 reported in Ref.
@1#. The results at higher energies will be described in
separate paper. For the present purposes the accelerati
higher energies presents a minor complication in that
beam polarization may have been different for data ta
before and after deceleration. Besides the data taking pr
dure, Sec. III also reviews the data processing and the se
tion of valid pp events, while Secs. IV and V summariz
results related to luminosity and beam and target polar
tions.

Measurements are taken with transverse~vertical! beam
polarization6Py and with target polarization changing be
tween6Qx , 6Qy , and 6Qz . The resulting 12 yields for
each angle bin are analyzed to determine the analyz
power and the three spin correlation parameters~Sec. VI!.
Corrections and systematic errors are summarized in S
VII and VIII, respectively. The final results are reported
Sec. IX and compared to the earlier results over the m
limited range of angles. Comparisons to various phase s
solutions andpp potential models are presented in Sec. X

II. EXPERIMENTAL ARRANGEMENT

A. Overview

A simplified top view of the target and the detector sy
tem is shown in Fig. 1. The polarized proton beam circul
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PRC 58 659COMPLETE ANGULAR DISTRIBUTION MEASUREMENTS . . .
ing in the IUCF ‘‘Cooler’’ @2# passes through the targe
which is mounted in a low-dispersion straight section@sec-
tion ~a!#. Polarized atoms from an atomic-beam source
injected into a T-shaped storage cell with thin Teflon wa
The direction of target polarization is horizontal, vertic
and longitudinal, depending on the direction of a magne
guide field provided by an array of Helmholtz coils. Elas
cally scattered protons are detected in coincidence by a
tem consisting of scintillators, wire chambers, and silic
strip detectors~Fig. 2!. Below we primarily describe thos
parts of the equipment that differ from the earlier experim
@1#. For a description of trigger conditions and identificati
of pp events, see Sec. III.

B. Target

An atomic beam source, which is described in Ref.@3#,
produces a beam of polarized H atoms in a single hyper
state ~state 1,mI5

1
2 , mj5

1
2 , see Ref.@4#! for which the

nuclear polarization with respect to the external guide fi
is, ideally, P51 independent of the strength of the extern
magnetic field. Spin state selection is accomplished by p
ing a suitable rf transition unit between two spin separat
sixpole magnets@~b! in Fig. 1#. About 3.531016 polarized
H/s are injected into the entrance tube of a T-shaped ta
cell, the purpose of which is to enhance the target thickn
compared to that of the atomic beam itself by about a fac
of 100. The target cell differs from that used in the earl
experiment@1# in that the 25.4 cm long channel throug
which the beam passes has a square aperture of 10 mm3 10
mm, compared to the 8 mm3 8 mm aperture used prev

FIG. 1. Top view of the experimental setup. In the atomic be
source~a!, hydrogen hyperfine statesu1&5umj51

1
2 ,mI51

1
2 & and

u2&5u1 1
2 ,2 1

2 & are selected according to their electron spin in
segmented system of sextupole magnets~b!. After passage through
a medium field rf transition the atoms are injected into the feed t
~c! of the storage cell. The target polarization can be chosen a
6x, 6y, and6z by field coils ~d! ~see Fig. 2 for coordinate sys

tem!. The coils forBW iy are not shown. Two compensation coils~e!
reduce vertical closed orbit distortions of the stored proton be
Scattered protons pass through a spherical exit window~f! and are
detected by a system of scintillation counters~E, K, S! and wire
chambers~XY and UV!, while silicon-strip detectors~R! near the
storage cell respond to recoil protons.
e
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ously. For the present experiment, which required frequ
changes in the energy of the stored beam, the larger ac
tance of the cell was advantageous because it provided m
flexibility in tuning the ring. Enlarging the aperture from
mm to 10 mm increased the gas conductance out of the
and thus reduced the target thickness from 331013 H/cm2 to
231013 H/cm2. Part of the loss in target thickness is offs
by the increase in beam current@5#. As before, the cell wall
was made of 0.43 mg/cm2 Teflon foil. The energy loss of
scattered protons in the foil is less than 100 keV.

The target guide field of about 0.3 mT is provided by co
external to the target vacuum chamber. Details of the gu
field configuration and the compensation coils which a
used to reduce the effects of the guide field on the pro
closed orbit are described in Ref.@1#. The direction of the
target polarization is switched every 2 s between6x, 6y,
and6z ~see Fig. 2 for coordinate system!.

C. Detector configuration, trigger, and event types

Forward scattered protons exit the scattering cham
through a spherical window of uniform thickness~0.34 mm!
spun from a sheet of stainless steel@~f! in Fig. 1#. The foil is
supported by radial struts positioned at azimuthal angles
side thef acceptance of the detectors. The window allo
unobstructed passage of protons between 6° and 60° in
laboratory. The rms multiple scattering angle for proto
near 45° is 0.75°.

The forward scintillators~E and/or K! respond topp scat-
tering in the angular range 3° to 35°. The small angle cut
is given by the inner hole of the E detector while the ou
boundary of the K detector defines the large angle cut
Coincidences triggered by either forward scintillator and a

e
g

.

FIG. 2. Three dimensional representation of the detector se
used to recordpp elastic scattering events betweenu lab 53.5° and
60°. Eight silicon microstrip detectors R1 through R8 are loca
alongside the target cell. The beam momentum is along the1z
direction. The forward detector array consists of two wire cha
bers, XY and UV, and two planes of multisegmented scintillati
counters, K and E. Four scintillation counters S1 through S4
located behind the first wire chamber at azimuthal angles of645°
and 6135°, covering scattering angles 30° – 60°. Events are t
gered in two ways: type I events are coincidences between an
the eight recoil detectors R1 through R8 and a scintillator signa
either the K or the E scintillation counters. At larger angles elas
pp events of type II are triggered through two proton coinciden
between any of the two scintillation counters above the beam a
S1 and S4, and any of the two below the beam axis, S2 and S
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660 PRC 58F. RATHMANN et al.
of the eight silicon strip recoil detectors will be labeledtype
I events. The laboratory scattering angle of the forward p
ton is normally determined from the coordinates in the X
and UV wire chambers~angular range 8°,u lab,35°) or
only the UV chamber (5°,u lab,8°). However, for the
smallest scattering angles (u lab53° to 5°) the forward pro-
ton passes through the center hole of both wire chambers
the scattering angle is determined from the energy of
recoil proton~see Sec. III C 2!. Type I events for which the
scattering angle is determined by the wire chambers are
ferred to astype Ia events, while events whose scatteri
angle is determined from the pulse height in the silicon rec
detector are referred to astype Ib.

Scattered protons in the angular range 30°,u lab,60°
were detected by scintillators S1 through S4~25 cm3 25 cm
3 5 cm thick! placed immediately behind the first wir
chamber at azimuthal angles645° and6135° ~Fig. 2!. The
azimuthal acceptance~about 640°) safely overlaps thef
acceptance of the recoil detectors.Type II events were trig-
gered by a coincidence of two of these scintillators, o
above the beam axis~S1 or S4! and one below the beam ax
~S2 or S3!.

1. Recoil detectors

Eight 1 mm thick silicon-strip recoil detectors are plac
50 mm from the beam axis as shown in Fig. 2. As was
case in the earlier experiment, the detectors are centere
azimuthal angles of645° and6135°. The active area o
each detector is 39 mm3 61 mm, where the long dimensio
is along the beam direction~see Fig. 2 of Ref.@1#!. The
correspondingf acceptance is about622°. Each detector
has 28 strips spaced 2.19 mm from one another. In orde
achieve more complete depletion and better energy res
tion than was available in the earlier experiment, the n
detectors purchased for the present experiment@6# use a
separate guard ring, which permits higher applied volta
without excessive noise from breakdown. The detectors w
cooled to about 0 °C.

2. Forward scintillators

The segmented E detector was previously used for o
experiments@7,1#. In order to increase the angular acce
tance and energy resolution of the forward detector, a sec
scintillator ~K in Fig. 2! consisting of four 15 cm thick seg
ments was added. Each segment is read out by three ph
tubes. The K scintillator has inner and outer diameters of
cm and 85 cm, respectively. This detector was built prima
in preparation of later work onp0 production. In the presen
experiment, information on energy deposited in the E an
detectors was not used.

3. Wire chamber

For large-angle events~type II triggers!, event reconstruc-
tion is based on the coordinates of both proton tracks in
first wire chamber. A new wire chamber~XY in Fig. 2! was
built to improve the accuracy of the position information. T
accommodate the beam pipe, the wires are supported fro
hub structure much like the second chamber, which is
scribed in Ref.@8#. The new wire chamber has a wire spaci
of 3.2 mm and an inner diameter of the hub of 2.9 c
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compared to 6.4 mm and 7.6 cm, respectively for the sec
chamber. The reduced wire spacing of course also impro
the accuracy of the track reconstruction for type Ia event

III. DATA ACQUISITION, PROCESSING,
AND SELECTION OF EVENTS

A. Measuring cycle

The measurements were carried out in cycles, each c
sisting of four parts:~i! 3 min beam injection of vertically
polarized beam of energyT05197.4 MeV;~ii ! 0.8 min data
acquisition atT0; ~iii ! 4 min data acquisition at energies b
tween 250 MeV and 450 MeV;~iv! 1.2 min data acquisition
at T0.

The beam was injected from the cyclotron, which
equipped with a polarized-ion source. Beam accumulation
the Cooler made use of multiturn injection and stacking
the presence of electron cooling. Between parts~ii ! and ~iii !
of the cycle, the stored beam was accelerated by upram
the ring, while between parts~iii ! and ~iv! the stored beam
was downramped back to the initial energyT0.

Data acquisition was organized in subcycles of 12 s du
tion, during which the target polarization was switched eve
2 s in the directions6x, 6y, 6z. Part ~ii ! of the cycle,
consisting of 4 subcycles, will be referred to as the ‘‘PRE
part of the measuring cycle. Part~iv!, consisting of 6 sub-
cycles, will be referred to as the ‘‘POST’’ part of the cycl
At least 96% of the initial beam polarization survived th
two ramps in a cycle. The small difference in PRE and PO
beam polarization has no effect on the present measurem
since thepp measurement itself provides a continuous mo
tor of beam polarization.

At the end of a completed cycle, the polarization of t
stored beam is reversed by exposing the beam to an adia
transition through an artificially introduced spin resonan
The operation of this ‘‘spin-flipper’’ is described in Ref.@9#.
For the following cycle, beam of opposite polarization
accumulated to add to the spin-flipped remainder of the be
from previous cycles. The average luminosity is thereby
hanced by about a factor four compared to discarding
beam at the end of each cycle@10#. Reversal of the polariza
tion direction of the injected beam was accomplished
switching rf transitions at the ion source.

B. Recorded data

The trigger conditions and event types are described
Sec. II C. The event record includes the pulse heights of
scintillators and recoil detectors and the time with respec
the occurrence of the trigger. The record also specifies wh
of the silicon strips and which of the 448 wires of the fo
wire planes fired. Also recorded is the time of occurrence
the trigger with respect to the beginning of a cycle and w
respect to the current subcycle of the target polarizati
Logic levels indicating the sign of the target polarization a
the sign of the beam polarization are read out as well.
both types of events the number of triggers offered and
number of triggers processed is read every second. This
formation is used to determine the deadtime of the data
quisition system.
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PRC 58 661COMPLETE ANGULAR DISTRIBUTION MEASUREMENTS . . .
C. Identification and selection ofpp events

1. ulab55°–35° (type Ia events)

This angular range is characterized by event records
contain information about the forward proton from one
both pairs of wire planes and information about the rec
proton from the silicon strip detectors. Events of this ty
were subjected to a kinematic fit to determine best value
scattering angle, azimuthal angle, and thez component of the
vertex position, assuming the event originates on the be
axis and follows kinematics ofpp elastic scattering. Input to
the fit are up to five pieces of information: four positions
the wire chamber planes and one position of the hit in
recoil detector. Because of missing wire chamber inform
tion for some events~in particular belowu lab58°, for which
only the second chamber intercepts the track! the number of
degrees of freedomn varies between 0 and 2. To compa
events with different degrees of freedom, a fixed value of
integral over the tail of the probability density functio
P(x2,n), was used@i.e., a fixed ‘‘confidence level’’ C.L.; see
Eq. ~27.24! of Ref. @11##, whereP(x2,n)512C.L.(x2,n).
All events withn50 ~3% of all events! were included in the
analysis.

As uncertainty for the hit position in the XY and UV wir
chambers we used61 mm and62 mm, respectively. The
wire chamber resolution is better than half the wire spaci
because tracks in some region between two wires always
both of them. The uncertainty of the position in the rec
detectors is61 mm when a single strip responds~86% of all
events! and 61.5 mm ~13%! when two adjacent strips re
sponded. In a case that the position within the recoil dete
was ambiguous, and only the detector number is known
uncertainty of625 mm ~1%! is assigned. Events of type
are accepted if the calculated statistical probabilityP(x2,n)
,0.8. This cutoff corresponds to ax2 of 1.64 in the case of
n51, 3.20 in the case ofn52, and 4.64 forn53. If P
,0.9 had been chosen instead, the final results would h
changed by less than a third of the statistical error.

Events with extraneous hits in the wire chambers and
coil detectors, caused by accidental tracks, are also con
ered. We included in the analysis events with up to th
valid positions in each of the wire chamber planes, as we
the recoil detector. For every possible combination a ki
matic fit is performed. Eventually those events are accep
that have the smallestx2 and feature forward and recoil pro
tons in opposite quadrants. In this process only events w
equal degrees of freedom are compared.

In order to avoid sensitivity to the boundaries of the rec
detectors in the azimuthal direction, events are accepted
within 618.5° around the nominal recoil detector position
The software cut inf is illustrated in Fig. 3, which shows
the hit pattern of events in the second wire chamber.

The kinematic fit does not test for the correlation betwe
scattering angle and recoil energy that is required by app
event. Figure 4 shows the measured energy deposited in
recoil detector vs the forward scattering angle determined
the kinematic fit. For small angles the recoil energy increa
with forward angle, but beyond about 14° the recoils are
longer stopped and the energy deposited in the detector
creases as the scattering angle increases further. Even
accepted within the boundaries of the two-dimensional g
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shown in Fig. 4. A gate either twice or half as large in ar
affects the final results by less than a third of an error ba

2. ulab<5° (type Ib events)

For the smallest angles, where no wire chamber inform
tion was available, the scattering angle had to be determ
from the energy of the stopped recoil. An absolute ene
calibration of the recoil detectors was provided by 5.4
MeV a particles from eight241Am sources permanently in
stalled on the support structure of the silicon detectors. F
ure 5 shows a pulse height spectrum of the 10/sa particles
recorded while the proton beam was circulating through
storage cell. The peak position was checked freque

FIG. 3. Pattern of hits in the second wire chamber for events
type I as seen along the beam direction. The acceptance is d
mined by the azimuthal position of the recoil detectors, nomina
centered atf5645° andf56135°. The solid lines indicate the
boundaries of the azimuthal cut for the final selection of events

FIG. 4. Energy deposited in the recoil detector vs the forw
scattering angle determined by the kinematic fit. Up to a scatte
angle of about 13°, recoil protons are stopped in the recoil de
tors. Above that angle thepp elastic locus bends over. Events a
accepted within the boundaries of the two dimensional gate sho
The dashed line indicates the resulting forward scattering an
calculated from the energy deposited in the recoil detectors alo
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throughout the measurement and was found to be consta
0.15%. In Fig. 4, the forward scattering angle calcula
from the recoil detector pulse height is shown as a he
dashed line, showing good agreement with the angle de
mined from the kinematic fit. The calculated curve takes i
account the small energy loss~less than 100 keV atu lab
53°) of the recoil protons in the wall of the target cell.

3. ulab530°–60° (type II events)

Events of this type are subject to a kinematic fit ve
similar to the procedure used for type I events. Here up to
pieces of information are available, two positions in the
coil detectors and four positions in the XY wire chamb
since both proton tracks are detected. Events are only
cepted for the number of degrees of freedomn>1. A prob-
ability cut P(x2,n),0.8 is used. Events are only accepted
the azimuthal angle returned from the kinematic fit fa
within the 618.5° boundaries indicated in the hit pattern
events in Fig. 6.

D. Compensation for detector misalignment

The target cell and the various detectors were alig
with respect to the nominal alignment axis of the Coo
straight section by standard surveying methods. Howe
data analysis is much simplified if thez axis ~Fig. 2! is taken
to be the effective center of the proton beam. Thus softw
corrections are made to the detector position to take
account that the proton beam does not exactly coincide w
the nominal alignment axis, and to allow for changes of p
ton beam position with time. The proton beam positi
changes by about 2 mm over a period of a week, but it a
changes a similar amount between the PRE and POST
of a given cycle. For every few hours of recorded data

FIG. 5. Pulse height spectrum of a silicon strip recoil detecto
the presence of a proton beam through the polarized H target.
peak is caused bya particles from a 10/s241Am source perma-
nently mounted near the detector. The counts away from thea peak
are frompp scattering and background. The spectrum illustrates
low singles rate in a detector near the circulating beam. The curv
a Gaussian of width 75 keV.
to
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detector position is adjusted in software to correspond to
actual beam axis, making use of the observedpp events
themselves.

There is also a small effect of the guide field on the p
sition and angle tilt of the beam. In the preceding experim
it was shown that neither position nor angle tilt fluctuatio
induced by reversal of the direction of the guide field cau
any effect on the final data@1#. Therefore these effects ar
neglected in the analysis of the data presented here.

1. Longitudinal position of the wire chambers

As long as the recoil proton stops in the silicon detect
the scattering angle for each event can be determined f
the known recoil energy~see Sec. III C 2!. The laboratory
angle of the corresponding forward track, determined fr
the kinematic fit, will be inconsistent with the recoil energ
if the longitudinal position (z) of the wire chamber is incor-
rect. The longitudinal position of both wire chambers is a
justed so as to obtain best agreement between the two m
ods. The method is insensitive to a transverse displacem
of the wire chambers because events for all azimuthal an
are averaged. The longitudinal position uncertainty for
first and second wire chamber is60.5 mm and60.8 mm
respectively. The corresponding uncertainty in scatter
angle is<0.08°.

2. Transverse position of the wire chambers and recoil detecto
with respect to beam

For type II events, scattered and recoil protons are b
recorded in the first wire chamber~XY chamber!. A straight
line that connects the two hits in the XY chamber must p
through the beam axis, sincepp events are coplanar. A sub
sequent event at differentf establishes a second straight lin
whose intercept with the first yields a beam position in t
XY plane. Repeating the process for a large number
events yields the hit pattern of intercepts shown in Fig.
The pattern does not reflect the beam diameter because
smeared out by finite wire chamber resolution. For Fig. 7,

n
he

e
is

FIG. 6. Pattern of hits in the first wire chamber for events
type II. As in Fig. 3, the solid lines indicate the boundaries of t
azimuthal cut for the final selection of events. The shadows of
spokes which support the exit window are clearly visible. The fo
lobes correspond to the scintillators S1–S4 in Fig. 2.
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PRC 58 663COMPLETE ANGULAR DISTRIBUTION MEASUREMENTS . . .
x andy position of the first wire chamber is already correct
in software such that the centroid of the hit pattern coinci
with the center of the coordinate frame in which the data
analyzed.

The above method was used to monitor changes in b
position over time during the measurements. In Fig. 8
beam walk over a two week period is shown for the PRE a
POST phases of the measuring cycle. The statistical accu
of the method (60.02 mm! is surprisingly high. After the
downramp, the beam is about 1 mm to the right of the or
nal position.

For the second wire chamber, transverse offsets were
termined from type Ia events, for which the forward tra
produces hits in all four wire chamber planes. The kinema
fit of forward track andz position of the recoil detector strip

FIG. 7. Crossing of straight lines connecting the two hits in
XY chamber for subsequent events allow to precisely center
first wire chamber onto the proton beam axis. The centroid of
distribution once projected onto thex and y axis, respectively, al-
lows us to determinex and y corrections to the transverse wir
chamber position with a precision better than 0.05 mm.

FIG. 8. Beam position changes during two weeks of data tak
for the PRE (s) and POST (d) part of the measuring cycle. Th
beam position was determined from a hit pattern similar to Fig
s
e

m
e
d
cy

i-

e-

ic

that fired determines a vertex position for each event.
straight line through the original hits in the wire chambe
intercepts a plane perpendicular to the beam direction at
vertex position. An example of anx2y distribution of inter-
cepts is shown in Fig. 9. The position of the pattern w
adjusted to be at the origin by applying a suitable transve
correction to the second wire chamber position, while
first wire chamber remained unchanged.

The spacing between opposite recoil detectors was de
mined with an accuracy of61 mm from a photograph of the
cell-detector assembly, taken along the cell axis prior to
stallation. For a large fraction of type II events vertices c
be obtained separately for each of the two forward tra
from scattering and azimuthal angles. Any mismatch
tween the two vertices leads to a transverse position cor
tion of each pair of recoil detectors where the distance
tween the detectors stays the same.

All the above adjustments were repeated a number
times in an iterative fashion since they are slightly interd
pendent.

IV. BEAM CURRENT, LUMINOSITY, AND EVENT RATE

Accumulation rates of beam in the ring during injectio
were typically in the range 10–30mA/min. After beam had
accumulated for several cycles, the stored beam inten
was 100–400mA during data acquisition. The trigger rate
about 1.3 s21 mA21, of which typically 30% are good events

Compared to the previous experiment@1#, the target thick-
ness available here was lower by a factor 1.5 because o
increased cell aperture. The detectors view about 70% of
total target thickness ofdt5231013 H/cm2. Under best
conditions, a luminosity of 4.531028 s21 cm22 was
achieved.

e
e

g

.

FIG. 9. Overlay of straight line intercepts of the hits in the fir
and second wire chamber with a plane perpendicular to the bea
the individual vertex determined from the kinematic fit for type
events. A correction to the transverse position of the second w
chamber was applied to center the hit pattern on the coordi
frame.
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V. BEAM AND TARGET POLARIZATION

The determination of beam and target polarization
based on the measured count rate asymmetries and
known pp analyzing power and spin correlation coefficien
reported in Ref.@1#. The normalization procedure is de
scribed in Sec. VI B. Figure 10 shows target and beam
larization during two weeks of data taking. Data before a
after ramping to the higher energy are shown separately.
data were grouped into seven sets, corresponding to
seven energies to which the beam was ramped. The fi
illustrates that the postramp beam polarization is consiste
lower than the preramp polarization by about 4%~see also
Ref. @12#! except for one data set~ramping to 450 MeV!
when the difference was 14%. The changes in beam po
ization have no adverse effect on the final data, since d
taken before and after the ramp were analyzed separa
using the appropriate polarization values.

The target polarizationQx andQy with guide fields inx
andy directions, respectively, are the same within statist
In Fig. 10, the values of the target polarization are avera
of Qx andQy .

The experiment yields also detailed information abo
components of beam and target polarization perpendicula
the desired components. Table I lists for each of the th
target guide fields the wanted components~in boldface! as
well as the corresponding unwanted components that rev
with reversal of the guide field. The lack of exact reversal
the target polarization is taken into account by adding to
exactly reversing guide field the nonflipping componentS
~Table I!. The purpose of Table I is to show that the dev
tions from the ideal guide field configuration are small. A
though the effects of these unwanted components on the

FIG. 10. The top panel shows the beam polarizationPy during
two weeks of data taking for the two parts PRE and POST of
measuring cycle. Each subset corresponds to one particular b
energy after the upramp. In the lower panel the corresponding
ues of the weighted average^Qx ,Qy& are shown.
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results are negligible, the extraction of the analyzing pow
and spin correlation parameters took them into account.

One advantage of hydrogen gas targets over solid tar
is that they afford rapid change in the target polarization. T
reversal of the target polarizationQ from 1Qx to 2Qx is
shown in Fig. 11. The curve is an exponential fit to the d
with a time constantt5761 ms. After 35 ms the polariza
tion differs from its asymptotic value by less than 1%. T
rise time is given by the time constant of the magnet pow
supply rather than the dwell time of the atoms in the cell~3
ms!. It should be noted that the finite polarization revers
time has no effect on the final data, because only the ave
target polarization enters in the analysis. Nevertheless, a
reversal of the target polarization a delay of 100 ms w
introduced before resuming data acquisition.

VI. DETERMINATION OF SPIN CORRELATION
COEFFICIENTS

A. Relation between yields and spin-correlation coefficients

For pp elastic scattering, the spin-dependent cross sec
for polarized beam and polarized target in units of the un
larized cross section is given by1

1Equation~1! of Ref. @1# contained an error in the term containin
(pxqx1pyqy). For the particular values off that were used the
error had no effect on the analysis. In Appendix A of Ref.@13# and
the SAID database@14#, Czx52Cxz should be replaced byCzx

5Cxz , and correspondingly the sign ofpzqy and of pzqx in Eq.
~A3! should be reversed. Definitions of the analyzing powerAy and
the spin correlation parametersAmn in terms of the nucleon-nucleon
scattering matrixM are given, e.g., in Eqs.~5.31! and~6.3! of Ref.
@15#.

e
am
l-

FIG. 11. Reversal of the target polarization as a function of ti
in a subcycle. The exponential fit corresponds to a lifetime ot
5761 ms.
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X5s/s0511Ay@~Py1Qy!cosf2~Px1Qx!sinf#1Axx@PxQxcos2 f1PyQysin2 f

1~PxQy1PyQx!sinf cosf#1Ayy@PxQxsin2 f1PyQycos2 f2~PxQy1PyQx!sinf cosf#

1Axz@~PxQz1PzQx!cosf1~PyQz1PzQy!sinf#1AzzPzQz , ~6.1!
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where the polarization componentsPx,y,z andQx,y,z of beam
and target, respectively, refer to the coordinate system sh
in Fig. 2 @15,16#. The azimuthal anglef is defined in Fig. 3.
The analyzing powerAy and the spin correlation coefficien
Amn are functions of the scattering angleu. Since beam and
target are identical, no distinction needs to be made betw
beam and target analyzing power. In the present case
very good approximationPx5Pz50, so that Eq.~6.1! sim-
plifies to

X511Ay@~Py1Qy!cosf2Qxsin f#

1Axx@PyQysin2f1PyQxsin f cosf#

1Ayy@PyQycos2f2PyQxsin f cosf#

1AxzPyQzsin f. ~6.2!

For each particular orientation of the target guide fie
(x,y,z), yields Yik(u) were measured as a function of sca
tering angle at four azimuthal anglesf i ( i 51, . . . ,4) for
four different combinationsk of the sign of beam and targe
polarization (11, 12, 21, 2 2). Thus for each orien-
tation of the target guide field, the yieldYik ~number of
counts in a given angle bin! is represented by a 434 matrix.
These yields are related toX @Eq. ~6.1!# by factors which
contain detector efficienciese i on one hand and luminositie
lk ~target thickness, number of incident protons! for the dif-
ferent combinationsk of beam and target spin on the oth
hand. Multiplication of the rowsi of Yik by suitable effi-
ciency factors compensate for differences in detector e
ciencies, while multiplication of the columnsk by luminosity
factors normalizes the luminosity such that for an unpo
ized beam and targetXik51.

In principle, the row and column factors could be det
mined by repeating the experiment with unpolarized be
and target, and normalizing the yields based on accura
measured target thicknesses and integrated beam curr
However, since combinations of yields for different bea
and target polarization states can be combined to produc
effect an unpolarized target and/or an unpolarized beam,
plausible that theYik themselves can be used to determ
the appropriate efficiencies and luminosities.

The procedure by which theXik matrix is calculated from
theYik matrix is referred to asdiagonal scaling. The method
is outlined in Ref.@1#, and documented in more detail in Re
@13#. The transformation fromYik to Xik is unique. The re-
sulting three matricesXik , corresponding to the three orien
tations of target guide field, are used to determine the a
lyzing powerAy , the spin correlation parametersAmn and
the various components of beam and target polarizat
~Table I!. The yields are binned in 1° lab angle intervals. T
beam and target polarization are common to all angle b
n
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while the efficiency and luminosity scale factors are det
mined for each angle bin separately.

As pointed out earlier@1#, the diagonal scaling metho
was compared to an alternative method of deducing the
servables from a nonlinear least-squares fit, where the in
dients in the theoretical expression for the yields were var
to fit the measuredYik . The two methods gave identica
results.

The above procedures leave undetermined an adjust
scale factor, which describes the absolute polarization c
bration. The absolute normalization is described in the f
lowing subsection.

B. Absolute normalization of beam and target polarization

The data analysis yields five statistically independent
gular distributions of polarization observables:

P•Ay~u i !,

Q•Ay~u i !,

P•Q•Axx~u i !, ~6.3!

P•Q•Ayy~u i !,

P•Q•Axz~u i !,

whereu i ranges from 3.5° to 43.5° in 1° angle bins. Dete
mination of theAy andAmn is straightforward onceP andQ
are known. Here we address the determination of the ab
lute values of beam and target polarizations,P and Q. The
determination ofP andQ was done separately for the me
surements before and after ramping to higher energies,
was done separately for each data set corresponding
particular energy after acceleration.

In order to determine absolute values of the beam
target polarizations,P and Q, we make use of previous ab
solute measurements ofAy(u), Axx(u), Ayy(u), andAxz(u).
While the earlier results covered the angular rangeu lab
54.5° to 17.5°, here we ignore the data below 8.5° beca
at the smallest angles the analyzing powers are small and
probably more sensitive to systematic errors. Since the
sults of Ref.@1# differ by 0.4 MeV in energy from the presen
results, a small correction was applied to the data of Ref.@1#
using theoretical slopes of the observables with respec
energy.

First we note that the ratio of beam and target polarizat
in the present experiment is determined to very high stat
cal accuracy because the same analyzing powerAy is mea-
sured over the entire range of angles in the same run, o
from the beam asymmetryPAy and once from the targe
asymmetryQAy . The ratioR5P/Q was determined as th
weighted mean of the ratiosPAy(u i)/QAy(u i) for the angle
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TABLE I. Complete set of Cartesian polarization components of beam and target for the two parts
and POST, of the measuring cycle and the target guide field orientations6x, 6y, and6z. The large wanted
components of beam and target polarization are shown in boldface. There are unwanted components
SPy

, SQx
, andSQz

that do not flip sign with guide field and those that reverse with guide field in a direc
perpendicular to the desired orientation.

6x 6y 6z

PRE POST PRE POST PRE POST
Px 0.0052~47! 0.0089~44! 0.0052~47! 0.0089~44! 0.0052~47! 0.0089~44!

Py
a 0.5801„34… 0.5425„32… 0.5802„34… 0.5417„32… 0.5765„34… 0.5447„32…

Pz 20.0021~47! 0.0003~44! 20.0021~47! 0.0003~44! 20.0021~47! 0.0003~44!

Qx 0.7401„59… 0.7394„56… 20.0039~59! 0.0039~56! 20.0071~23! 20.0052~23!

Qy 0.0111~59! 0.0039~56! 0.7400„59… 0.7406„56… 20.0055~59! 20.0034~56!

Qz 0.0158~60! 0.0240~60! 20.0174~61! 20.0121~61! 0.7401„42…b 0.7400„40…b

SPy
20.0008~18! 20.0005~17! 20.0008~18! 0.0005~17! 20.0008~18! 0.0005~17!

SQx
0.0017~23! 20.0007~23! 20.0040~23! 20.0031~23! 20.0043~23! 20.0024~23!

SQz
20.0091~82! 20.0162~82! 20.0177~82! 20.0197~82! 0.0013~82! 20.0086~82!

aIn the analysis the average of the beam polarization for all three states of the target is used.
bFor longitudinal guide fieldQz5

1
2 (Qx1Qy) is assumed in the analysis.
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binsu i518.5° to 41.5°. The reason to use only angles ab
18.5° is that the determination ofR is thus statistically inde-
pendent of the absolute normalization to the previous d
between 8.5° and 17.5°. Because of the large range of an
used in the determination ofR, the error inR can be ne-
glected compared to other uncertainties in the normalizat

ReplacingQ by P/R in expressions~6.3! yields for each
of the 10 angle bins from 8.5° to 17.5 ° two terms contain
P and three terms containingP2. The normalization proce
dure consists of varyingP simultaneously in all 50 terms
until the presentAy , Amn agree best with the correspondin
data of Ref.@1#. In calculatingx2, the statistical errors of the
present and the previous data were taken into account.
uncertainty in the absolute normalization will be discussed
Sec. VIII C.

VII. CORRECTIONS

A. Deadtime

The deadtime of the data acquisition system depends
the total count rate. Since the rate differs depending on b
and target polarization, deadtime corrections to the yie
were evaluated. The fractional deadtime was obtained fro
comparison of the number of triggers generated, as cou
by a fast scaler, to the number of triggers processed by
data acquisition computer. This information yielded the lo
probabilitiespi 51 . . . 12 for each of the 632 spin combina-
tions of beam and target polarizations. The final yield w
processed once with and once without the correspond
dead time correction factors 1/(1-pi). The effect of the dead
time correction was consistently below 20% of the statisti
error, and was neglected.

B. Correction for nonuniform f acceptance

The azimuthal range (f) of the detector consists of fou
quadrants with center valuesf i5(645°,6135°) and a
range inf of 618.5° about the center. The limits inf are
imposed by a cut during data analysis. Equation~6.1! con-
tains trigonometric functions that are averaged over thef
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acceptance. Rather than assuming an ideal, uniformf accep-
tance, thef averages were calculated for the truef accep-
tance, which can be determined from the measured, s
averaged f distribution of the processed events. Th
deviation from the ideal situation can be expressed in te
of the moments of the actualf distribution. We distinguish
between moments that are even in the deviation from
center anglesf i ~affecting the trigonometric averages!, and
those that are odd~causing a shift in the effective centroid o
the f range!. Below we separately describe the effects
even and odd moments.

Even moments: For our choice off i , neglecting odd mo-
ments, the relation

u^sin2f i&u5u^cos2f i&u51/2

is exact. The remaining trigonometric averages of sinfj and
cosfj ,

c15

(
j 51

N

sin f j

N
5

(
j 51

N

cosf j

N

5
1

2
•

S (
j 51

N

sin f j

N
1

(
j 51

N

cosf j

N
D ~7.1!

and

c25

(
j 51

N

sin f j•cosf j

N
~7.2!

were obtained by accumulating during the event-by-ev
analysis the expressions Eq.~7.1! and Eq.~7.2! separately for
each angle bin in each quadrant, whereN is the total yield
per u bin. In the analysis of type Ia and type II events, t
same values of the trigonometric averagesc1 and c2 were
used for all quadrants, since the variations from one quad
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to the next were negligible. For event type Ib, the azimut
angle of the event was not determined. In this case,c1 andc2
were calculated for a uniformly populatedf interval around
f i of 622.6° ~the measured geometrical acceptance of
silicon detectors!.

Odd moments: Deviations from a uniform detector acc
tance which are odd inf manifest themselves in a shift o
the f centroids away from the ideal values^f i

ideal&5645°,
and6135°. For type Ia and type II events the centroids w
again obtained from the data:

u^f i
actual&u5

(
j 51

N

f j

N
. ~7.3!

It can be shown that only one class of centroid shi
^f i

actual&2^f i
ideal&, has an effect on the data, namelyf rota-

tion of a pair of detectors in opposite quadrants, combin
with rotation of the other pair in the opposite sense. Inclu
ing effects of even and odd moments in the analysis chan
values ofAmn by at most 0.01.

As mentioned earlier, thef position of the silicon detec
tors had been determined from a photograph. The centr
of the geometrical acceptance of the silicon detectors w
used to calculate the centroid shifts for type Ib events.
correction was necessary in this case.

C. Finite u-bin correction

Below we report values of the observablesAy , Amn at the
center of 1° angle bins. A correction arises because the
ues at the bin center differ slightly from the measured m
over the bin.

In order to calculate a correction, it was assumed that
shape of the angular dependence of the observables ca
taken from theory. Theoretical values of the observab
were calculated in 0.1° intervals, and were weighted with
actually observed total yields in the corresponding 0.1°
tervals. The correction equals the difference between
mean over the bin and the theoretical value at the bin cen
The corrections are sizable only where the angular distr
tions of observables and total yield show large slopes, i.e
the smallest and largest angle bins, where the corrections
roughly half the statistical error. However, the correction w
applied for all angles.

VIII. SYSTEMATIC ERRORS

A. Background

The storage cell wall is about 109 times heavier than the
polarized gas stored inside, so that interaction between
beam halo and the cell wall is a potential source of ba
ground. That background is not a major problem is e
denced by the low count rate in the silicon detectors~Fig. 5!
in the energy range of potentialpp events even in the ab
sence of a coincidence requirement. The coincidence req
ment imposed by the trigger conditions almost complet
eliminates background. However, a small fraction of qua
free pp scattering events in the cell wall are indistinguis
able frompp scattering in the target gas.
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During a previous experiment@1# a number of different
methods were used to determine the fraction of non-pp
events amongst the accepted events. The methods deve
there are directly applicable to the present type Ia eve
which were obtained under similar conditions. The tight
limits on background were obtained by noting that the f
ward and recoil particles from background events, such
(p,pX) reactions on C or F in the cell walls, are in gene
not coplanar. Thus noncoplanar events observed with th
target give an indication how many of the coplanar even
interpreted to be elasticpp events, are caused by bac
ground. The top two frames of Fig. 12 show the recoil e
ergy vs forward scattering angle forone particular silicon
detector centered atf5245° @Fig. 12~a!# and the correla-
tion between scattering angle andf for those same coinci-
dent events@Fig. 12~b!#. Events away from the principal loc
in these two figures are potential background events.

To determine the relative number of coplanar to non
planar events that is characteristic of background, meas
ments were made with N2 rather than H in the target, on th
assumption that quasifree scattering from N has similar ch
acteristics to scattering from wall material~C and F!. Addi-
tional discrimination against background for type Ia events
provided by the correlation between recoil pulse height a
forward scattering angle required ofpp events@Fig. 12~a!#.
With the H target, few events are outside the appropri
locus, while for a N2 target there is no correlation betwee
angle and recoil energy@Fig. 12~c!#. Comparison of ratios of
events inside and outside thepp locus between Figs. 12~a!,
12~c! on the one hand and Figs. 12~b!, 12~d! on the other
yields the background fractions given in Table II for type
events~for details see Ref.@1#!. The results are given sepa

FIG. 12. Comparison of runs with H target@frames~a! and~b!#
and N2 target@frames~c! and~d!#. The frames on the left show th
energy,Er , deposited in the recoil detector vs scattering angleu of
the forward particle determined from the kinematic fit. The fram
on the right show theu vs f determined from the kinematic fit. The
events shown are coincidences with one particular recoil dete
centered atf5245°. The events nearf5145°,u540° on frames
~b!, ~d! are truepp coincidences.
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rately for the PRE and POST part of the cycle, since
different beam position before and after ramping to hig
energies can affect background rates. Background for typ
events is of the order 0.5% for both parts of the cycle.

For type II events, the coplanarity requirement is ve
effective in rejecting background, because both protons p
through wire chambers so that the difference in azimuthDf
is measured accurately. In Fig. 13,Df spectra are shown fo
a polarized H-target run and a short run with N2 as target.
Without tracking, the raw data with the H target show a lar
narrow peak ofpp elastic events riding on top of a broa
quasifree peak of background events. The N spect
~dashed! shows the same broad distribution without elas
peak. The narrow peaks show the events that survive
criteria of thepp kinematic fit ~Sec. III C 3!. To determine
the background fraction, the N spectrum is scaled such th
gives best agreement with the H spectrum on both side
the elastic peak. The number of acceptedpp-like events
from N is determined from the scaled spectrum and the ba
ground ratio is readily obtained by comparison to the eve
accepted with the H target. The fraction of backgrou
events in the final data is listed in Table II.

From the measured spectra with the nitrogen and the t
background fraction it is possible to determine the fractio

TABLE II. Background fractions for events of type I and type
of the part before the upramp~PRE! and after the downramp
~POST! of the measuring cycle atT05197.4 MeV.

Type I Type II

PRE ~4.960.5!31023 ~1.960.2!31023

POST ~5.260.5!31023 ~2.460.2!31023

FIG. 13. Number of type II events vs difference in azimuth
angle between the two prongs. The spectrum with the H ta
shows a large narrow peak of~coplanar! pp events, superimpose
on a broad peak of~nearly coplanar! background events. The lowe
curve is the spectrum with the N2 target ~dashed line!. The sharp
peaks represent the events that pass the cut imposed by the
matic fit ~Sec. III C 3!.
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background as a function of scattering angle. The effec
the background on the final data was estimated from a si
lation with and without added background to the simula
yield. It was assumed thatAy50 for the background, which
is a pessimistic assumption since the actual analyzing po
for the quasifreepp peak of N is nearly the same as forpp
elastic scattering. At all angles, the effect of background
the final data is less than 1/3 of the statistical error.

B. Absolute angle scale

The scattering angles determined by the kinematic fit h
an uncertainty of<0.08° ~Sec. III D 1!. The angle scale can
be checked from the measuredAy(u) andAxz(u), since both
quantities must cross zero atucm590°, i.e., u lab

5arctan@A2/(11g)#543.57°, whereg is the relativisticg
factor. The weighted mean of the two zero crossings of 43
60.10° is consistent with the expected value.

C. Polarization scale factor uncertainty

The angular distributions of the four polarization obse
ables reported here are subject to an overall scale factor
certainty arising from two independent influences: the unc
tainty in the comparison to the reference data@1# and the
scale factor uncertainty of the reference data themselves.
uncertainty arising from the comparison to the reference d
was determined by repeating the normalization process
scribed in Sec. VI B, each time changing one of the m
sured yields randomly by a Gaussian of width equal to
square root of the number of counts. From the spread of
resulting distribution inP and P2 the probable errors of the
normalization uncertainties were found to bedP/P50.29%
and d(P2)/P250.55%. Combined with the uncertainty o
the reference data, the overall scale factor uncertainty
61.3% for the presentAy(u) and62.5% for theAmn(u).

IX. RESULTS

The results are shown in Table III. Data at the small
two angles are based on type Ib events, i.e., determinatio
the scattering angle from the recoil energy rather than fr
wire chamber information. Data betweenu lab55° and 12°
can be processed either as type Ia or type Ib events, dep
ing on whether the scattering angle is taken from wi
chamber information of the forward track or from the rec
energy. The two methods give consistent results. Analysi
type Ib event has the advantage that the analysis is c
strained by the available information on wire chamber co
dinates as well as information about the recoil energy. On
other hand, below 8° the forward proton passes through
hub of the wire chamber and thus is subject to multiple sc
tering of up to60.2° ~rms!. Foru lab from 5° to 7° the choice
was to take the average of the values obtained by the
methods, but retain the larger of the statistical errors.

In the region betweenu lab530– 35° a given event can b
analyzed as type Ia or type II. The choice is made to anal
those events as type II, because the coplanarity conditio
the two proton tracks yields more information about t
event. While type II events include events with laborato
scattering angles up tou lab560°, the table of results alway

l
et

ne-
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TABLE III. Analyzing powerAy and spin correlation coefficientsAmn at 197.4 MeV. In addition to the
statistical uncertainties shown, the results are subject to a scale factor uncertainty of61.3% for Ay and
62.5% forAmn .

u lab ~deg! Ay Axx Ayy Axz

3.5 0.02460.046 20.20460.164 0.13460.164 20.03960.156
4.5 0.07560.015 20.12860.054 0.02760.054 20.07060.053
5.5 0.17060.009 20.46060.031 20.14660.031 20.06860.031
6.5 0.19660.006 20.53960.022 20.20460.022 20.12960.022
7.5 0.21960.006 20.57960.020 20.18460.020 20.20660.019
8.5 0.22960.005 20.54160.018 20.14660.018 20.23460.018
9.5 0.24560.005 20.53860.017 20.08960.017 20.25960.016
10.5 0.25260.004 20.48260.016 20.01660.016 20.33660.015
11.5 0.27360.004 20.43960.015 0.10660.015 20.35160.014
12.5 0.27260.004 20.47560.014 0.19360.014 20.42360.014
13.5 0.28860.004 20.43360.014 0.26260.014 20.44360.013
14.5 0.29360.004 20.42160.013 0.31160.013 20.47860.013
15.5 0.30460.004 20.42760.013 0.41960.013 20.52060.013
16.5 0.30060.004 20.44560.013 0.48260.013 20.51260.012
17.5 0.30360.004 20.45660.012 0.54860.012 20.53760.012
18.5 0.30560.004 20.50260.012 0.59660.012 20.54260.012
19.5 0.29960.004 20.51760.012 0.66060.012 20.54760.012
20.5 0.30360.004 20.52860.013 0.72560.013 20.55760.012
21.5 0.29660.004 20.57160.013 0.72760.013 20.54060.013
22.5 0.29660.004 20.59260.013 0.82660.013 20.53660.013
23.5 0.28260.004 20.61260.014 0.85360.014 20.52560.013
24.5 0.27360.004 20.63260.014 0.86060.014 20.50360.014
25.5 0.27060.004 20.66860.015 0.87760.015 20.49660.015
26.5 0.25460.004 20.69660.016 0.87460.016 20.49260.015
27.5 0.24160.005 20.74160.016 0.89260.016 20.43860.016
28.5 0.24160.005 20.72960.017 0.90960.017 20.45760.017
29.5 0.22960.005 20.77260.018 0.95560.018 20.44260.018
30.5 0.22360.005 20.79360.019 0.97060.019 20.39260.018
31.5 0.19360.005 20.83160.018 0.94460.018 20.34060.018
32.5 0.17960.005 20.84960.017 0.95460.017 20.29760.016
33.5 0.17560.005 20.85260.016 0.97460.016 20.29060.015
34.5 0.14860.004 20.87360.015 0.94960.015 20.26360.015
35.5 0.13260.004 20.89260.014 0.95160.014 20.21360.014
36.5 0.11860.004 20.89560.013 0.97660.013 20.20360.013
37.5 0.10860.004 20.91560.013 0.96460.013 20.16460.012
38.5 0.08360.003 20.90860.012 0.97360.012 20.14860.012
39.5 0.07860.003 20.91160.011 0.95960.011 20.12460.011
40.5 0.05260.003 20.91760.011 0.95660.011 20.09360.011
41.5 0.03460.003 20.91860.011 0.97360.011 20.04560.010
42.5 0.01160.003 20.92960.010 0.95360.010 20.02360.010
43.5 0.00560.004 20.94860.014 0.94260.014 0.02160.013
ci
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2°
ja-

at
lists the smaller of the laboratory angles of the two coin
dent protons.

The only previous spin correlation data at energies
tween 150 MeV and 300 MeV are the measurements of R
@1#, which are more limited in angular range but have som
what smaller statistical errors. The two data sets are inde
dent except for one overall normalization constant~see Sec.
VI B !. Comparison of the four observables at 14 ang
shows excellent agreement. The overallx2 is 43 for 55 de-
grees of freedom. The largest deviation occurs forAy at the
-

-
f.
-
n-

s

smallest angle common to both data sets~4.5°), wherex2

510 is large but not inconsistent with expectation for o
datum out of 56.

The results are plotted in Fig. 14, which also shows
comparison to the phase shift analysis NI93@17#. In this and
the other graphs which follow, the data are plotted in
intervals for clarity. For this purpose the data for two ad
cent 1° bins were added and the finite-bin correction~see
Sec. VII C! was reevaluated to give the appropriate results
the center of the 2° bins.
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X. COMPARISON TO THEORY

In the following we compare our results with currentpp
partial-wave analyses and with some recent nucleon-nuc
potential models. The analysis of the previous forward-an
data reported in@1# will be updated by including the mos
recent calculations.

One difficulty encountered in the comparison to theory
that the accuracy of the experiments has reached a s
where rather small differences in the calculations beco
significant. We note, for instance, that comparison of
present data for the Argonne potential@18# gave a different
result (x251.5 vs 2.0!, depending on whether one uses c
culations provided by Stoks@19# or by the SAID interactive
program@14#. Similar differences were found in other case
The differences are most likely caused by different assu
tions, e.g., about electromagnetic effects. It seemed
most appropriate to quote calculated values obtained dire
from the respective theory group that carried out the origi
analysis.

All comparisons to partial-wave analyses~PWA! use
energy-dependent PWA analyses in which allNN elastic
scattering data over a range of energies are fitted with
rametrized energy dependences of the phase parameters
particular solutions used here are the following.

SM94: an analysis of 12838pp and 10918np data points
in the energy range 1–1600 MeV, published by the Virgin
group in 1994@20#. Numerical values reported here ha
been obtained from the SAID interactive program. For
pp data set,x2 per datum is 22371/1283851.74.

VZ40: same data base and same analysis as above
restricted to the energy range 0–400 MeV~2170 pp and
3367np data!. For thepp data set thex2 per datum is 1.43.

WI96: represents the improvement of SM94 during t
following three years. Numerical values, obtained from
SAID interactive program@14#, reflect the status of the

FIG. 14. Ay andAmn vs angle (d). The data from Ref.@1# are
also shown (s). The solid line corresponds to the recent NI9
partial wave analysis from Ref.@17#.
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analysis of December 1996. In contrast to SM94, the data
this analysis contain the analyzing power and spin corre
tion parameters at 197 MeV which have been measured
viously by our group@1#.

SM97: the most recently published analysis ofNN elastic
scattering by the Virginia group@21#. The parametrization is
the same as for SM94, but the new analysis forpp extends to
energies up to 2500 MeV and includes a substantial amo
of new data above 500 MeV. Below 500 MeV, the on
significant new data are the analyzing powers and spin
relation parameters at 197 MeV of Ref.@1#.

NI93: the published PWA of the Nijmegen group@17#,
covering the energy range 0–350 MeV. Numerical valu
reported here were obtained from Ref.@22#. For the 1787pp
data, thex2/DOF is 1.08.

NI97: the numerical results of this yet unpublished upd
of NI93 were obtained from Ref.@22#. In contrast to NI93,
the data base contains the analyzing powers and spin c
lation parameters at 197 MeV which have been measu
previously by our group@1#.

A comparison of these calculations with the data of Ta
III is presented in Table IV. Thex2 summed over the 41 dat
points of the angular distribution is given for each obse
able. Also shown is thex2 for all observables combined an
the x2 per degree of freedom. In comparing to the calcu
tions we take into account that the measurements have
overall normalization uncertainty. Thus in each case
measured values were multiplied by normalization factork
and k2 for Ay and Amn , respectively, until best agreeme
with the calculation is reached. The scale factor forAmn is
the square of the scale factor forAy , because theAmn in-
volve beam and target polarization. In all cases the requ
k is well within the range of the normalization error di
cussed in Sec. VIII C.

Comparison between data and calculations are furthe
lustrated in Fig. 15. To make small differences more visib
reference valuesAref were subtracted from data and calcul
tions. Here we chose the NI93 solution as a reference, b
should be clear that the choice of reference is quite arbitr

Inspection of Table IV and Fig. 15 shows that the NI9
analysis, which preceded the present measurements, a
well with the data. Although the overallx2 for the world data
is very good (x2/DOF51.08) there are systematic devia
tions from the present measurements. Since this solutio
chosen as the reference in Fig. 15, ideally the points wo
lie on the zero line, but one notes that bothAxx andAyy are
below the calculation forward of 20°. However, the agre
ment with the present measurements is much better than
the earlier data@1#. The recent Nijmegen analysis NI97
which includes the previous data@1# in the fit, gives even
better agreement as indicated by the dotted line in Fig.
and the even betterx2 ~Table IV!.

The progress in the VPI solution over the past four ye
has been pronounced, going from large systematic deviat
for SM94 ~solid line in Fig. 15,x2/DOF55.28) to the much
improved solution SM97~dashed line in Fig. 15,x2/DOF
52.11) with WI96 intermediate between these two. It is n
clear whyAxx improved much less than the other three o
servables. Most of the improvement seen in SM97 is alre
present in the earlier WI96, a solution which already inc
porated the earlier forward angleAy , Amn by our group, but
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TABLE IV. Comparison between the data of Table III and different partial-wave and potential-m
analyses. An overall scale factork for Ay and k2 for Amn was allowed for best normalization to th
theoreticalAy andAmn . Thex2 summed over the 41 data points of the angular distribution is given for e
observable. Also given is the sum of thex2 for all observables and the overallx2 per degree of freedom
~DOF!.

x2 ~41 angles!
Type of analysis Ref. k Ay Axx Ayy Axz Sum x2/DOF

SM94 @20# 0.9997 252.2 234.0 67.4 322.7 866.3 5.28
WI96 Partial @14# 1.0006 65.1 129.4 63.2 201.9 459.6 2.80
SM97 wave @21# 0.9927 74.6 150.8 52.7 67.3 345.4 2.11
VZ40 analysis @20# 0.9963 69.9 202.7 133.3 66.0 471.9 2.88
NI93 PWA @17# 0.9931 63.8 53.7 80.6 38.3 236.4 1.44
NI97 PWA @22# 0.9916 66.6 45.1 53.4 34.2 199.3 1.22

AV18 @18# 0.9917 67.4 73.6 67.6 44.2 252.9 1.54
CD-BONN @26# 0.9913 84.9 54.0 54.0 40.7 233.6 1.42
PARIS Potential @24# 0.9903 102.2 254.0 127.1 268.0 751.2 4.58
NJM I models @25# 0.9917 63.1 45.2 52.3 34.2 194.8 1.19
NJM93 @25# 0.9936 150.4 110.8 113.5 78.6 453.3 2.76
OSBEP @27# 0.9928 271.1 179.4 357.2 65.0 872.7 5.32
REID93 @25# 0.935 62.5 56.5 66.8 35.7 221.4 1.35
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not the new, accurate cross section data from EDDA ab
500 MeV @23#. The small improvement in ourx2 for SM97
compared to WI96 is then presumably due to the impro
energy dependence obtained by the addition of new d
above 500 MeV.

Nuclear structure calculations require the description
theNN interaction in terms of a potential. Table IV and Fi
16 show comparison of the present data with several re
potential models, as well as the historic Paris potential@24#.
The following potentials are included in the comparison.

FIG. 15. Comparison between data and different partial w
analyses of thepp interaction. In order to display small difference
more clearly, reference valuesAref, calculated from the NI93 PWA
~see Ref.@17#!, are subtracted. For other references to the calcula
curves, see Table IV.
e

d
ta

f

nt

AV18: The most recent Argonne potential uses a pheno
enological form at short distances@18#. The charge-
dependent potential has been fit directly to the Nijmeg
PWA and to the deuteron binding energy.

NJM93: The Nijmegen soft core potential. A convention
meson-exchange potential described in Ref.@25#.

NJM I: A nonlocal potential based on NJM93, in whic
the potential for each partial wave is adjusted phenome
logically @25#. The quality of fit to theNN data is almost
equal to the Nijmegen PWA.

e

d

FIG. 16. Comparison between data and different potential m
els of thepp interaction. In order to display small differences mo
clearly, reference valuesAref, calculated from the NI93 PWA~see
Ref. @17#!, are subtracted. For other references to the calcula
curves, see Table IV.
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REID93: A nonlocal, Reid-like potential constructed b
the Nijmegen group, which gives as good a fit to thepp data
set as the Nijmegen partial-wave analysis@25#.

CD-BONN: The charge-dependent version of the Bo
potential@26#. Small adjustments were allowed in each p
tial wave for the parameters that govern the correlated m
tipion exchange. Numerical values for comparison to
data were obtained from the SAID interactive program@14#.

OSBEP: The ‘‘One Solitary Boson Exchange Potentia
developed recently by the Hamburg group@27#, is based on a
nonlinear model of self-interacting mesons as a substitute
the commonly used phenomenological form factors. T
significantly reduces the number of parameters in the bo
exchange potential~8 parameters in OSBEP vs 15
NJM93!. While Ref.@27# reports that the OSBEP prediction
were consistent with our previous forward angle measu
ments ofAy @1#, the presentAy andAyy are not well repro-
duced by this calculation over a wider range of angles.

In Fig. 16, some of the above potential model results
shown, using again as the referenceAref the Nijmegen PWA
NI93. The progress from the classic Paris potential~dash-
dotted line! to the new CD-Bonn nonlocal, charge-depend
potential ~dashed line! is clearly seen in Fig. 16 and th
improvedx2 ~Table IV!. The agreement obtained with th
new OSBEP potential is not nearly as good as for C
BONN or REID93, but in contrast to OSBEP, the latter p
tentials sacrifice the simplicity of the original boso
exchange potentials and fit each partial wave separately

XI. CONCLUSIONS

We report the results from the second experiment with
internal polarized gas target in the Indiana proton stor
ring ~‘‘Cooler’’ !. The present measurements of analyz
powerAy and spin correlation parametersAxx , Ayy , andAxz
at 197.4 MeV extend the earlier forward-angle measurem
to the full angular range ofuc.m.57° – 90°. The scattering
angle was determined by track reconstruction~kinematic fit-
ting! of information provided by wire chambers and silico
strip recoil detectors. Results, reported here in 1° bins, h
statistical errors of,0.02 for theAmn and about 0.005 for
Ay . Except for the data in Ref.@1# none of the spin correla
tion coefficients has previously been measured in the en
range 150 MeV to 300 MeV. The present results confirm
prediction of very large spin-spin effects in thepp interac-
tion, with Ayy reaching values as high as 0.96 nearuc.m.
590°.

Since the world set ofpp data comprises some 10 00
data points below 1000 MeV and roughly 2000 points bel
350 MeV, one may wonder if additional experimental a
theoretical work onpp elastic scattering at this point has an
impact at all. However, the comparison of the present res
to theory illustrate that significant progress has been m
during the past four years. The 1993 Nijmegen partial-wa
analysis@17#, which is limited to energies below 350 MeV
gives excellent agreement to the world data set in this ene
range. Comparison to the new data again shows good ov
agreement but exhibits small systematic deviations from
measuredAxx andAyy for angles forward ofu lab520°. These
n
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particular deviations are much reduced by a new Nijmeg
phase shift analysis, which included in its data base our p
vious measurements at forward angles. The 1994 phase
analysis for the energy range 1–1600 MeV by the VPI gro
gives a much less satisfactory representation of the pre
results. However, the past four years have led to a very la
improvement. The new analysis includes in the data base
previous forward angle spin correlation measurements
well as excellent new cross section data and various s
observables above 500 MeV. The overall quality of fit for t
new solution is much improved over the old one, both for t
world data set and for the limited data presented here,
compared to our measurements significant systematic de
tions suggest the need for further refinements. Among
potential models the Reid-like potential by the Nijmeg
group stands out for the high quality of agreement with
data below 350 MeV, including the present new measu
ments. For the present data, the CD-Bonn and the Argo
AV18 potential give equally satisfactory representations.

On the experimental side, the present measurements a
showed the viability of the new technique based on inter
polarized gas targets in a storage ring with electron coo
of the circulating polarized beam. Data acquisition rate w
improved by a new mode of operation, where the spin of
beam in the ring was reversed with a spin-flipper, so that
existing beam could be retained in the ring when beam
opposite polarization was injected. This mode increased
average luminosity by about a factor 4. The other new f
ture in this experiment was that during part of each cycle
beam was accelerated and then again decelerated to the
nal energy. This allowed new measurements to be made
energies between 250 and 450 MeV, and has allowed a
rate polarization calibration for this energy range. As far
the present results are concerned, interleaving the 197.4 M
measurements with the runs at higher energies was on
disadvantage, since this mode, in the presence of the res
tive acceptance of the target cell, made tuning of the ac
erator very challenging. On the other hand, the experie
that a storage ring can be ramped up and down in the p
ence of a polarized target cell represented an interesting
vance in the study of spin-spin phenomena. A report on
spin correlation results for seven energies between 250 M
and 450 MeV is in preparation. No doubt, applications of o
methods topp experiments at the COSY ring, with bea
energies up to 2.5 GeV, will yield a wealth of new spin-sp
data in the near future.
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