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Results onv,— v, oscillations from pion decay in flight neutrinos
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A search forv,— v, oscillations has been conducted at the Los Alamos Meson Physics Facility ising
from 7% decay in flight. An excess in the number of beam-related events fromvdtfie—e~ X inclusive
reaction is observed. The excess is too large to be explained by negntaintamination in the beam at a
confidence level greater than 99%. If interpreted as an oscillation signal, the observed oscillation probability of
(2.6+1.0+0.5)x 10 2 is consistent with the previously reporte_g—Je oscillation evidence from LSND.
[S0556-28188)02510-2

PACS numbeps): 14.60.Pq, 13.15:g

[. INTRODUCTION eters describing the mixing of all three generations and the
possibility of CP violation. In general, a’,, beam can oscil-
late into bothy, and v, with different amplitudes and differ-

In this paper we describe a search for neutrino oscillationgnt distance scales, set by the three-generation mixing angles
from pion decay in flight(DIF). These data were obtained and the three mass-squared differences. In the present case a
using the Liquid Scintillator Neutrino Detect¢tSND) de-  relatively pure v, beam is produced at the source. The
scribed in Ref[1]. The result of a search far,— v, oscil- ~ LSND detector is sensitive to the, state and thus, for sim-
lations, using a,, flux from muon decay at re¢pAR), has  Plicity, we approximate the process by a two-generation mix-
already been reported in R¢R], where an excess of events INg model. The oscillation probability can then be written as
was interpreted as evidence for neutrino oscillations. The L
present paper provides details of an analysis of the comple- p:sinzzgsinz( 1.27 Amz—), (1)
mentary process,— v, from neutrinos generated from™*

DIF'. . . — — whered is the mixing angleAm? (eV?/c?) is the difference

If indeed neutrino oscillations of the typg,—ve do 0C- 4t 1he squares of the masses of the appropriate mass eigen-
cur, thenw,,— v, transitions must occur also. It is therefore giaiag) (m) is the distance from neutrino production to de-
important to search for the, — v, transition to demostrate oction ancke, (MeV) is the neutrino energy. The discussion
that the DAR signal is due to oscillations, instead of being gg |imjted to this restricted formalism solely as a basis for

+ + ;
property of thep.™ decay. Ther™ DIF process provides & gynerimental parametrization, and no judgement is made as
good setting for this search. It has completely different backi, the simplicity of the actual situation.

grounds and systematic errors from the DAR process, while
providing an independent measurement of the same oscilla-
tion phenomena observed in the DAR measurement. Any
excess of events in this analysis would support the neutrino In Ref. [2] the evidence restricting neutrino oscillation
oscillation hypothesis. parameters is briefly reviewed. The salient features of that
The phenomenon of neutrino oscillations was first postureview are repeated here. There have been a series of experi-
lated by Pontecorvf3] in 1957. The underlying theory has ments using beams derived from pion DIF which consist
been described in detail in standard textbooks. A generalominantly of», with a smallv, contamination. The most
formalism for neutrino oscillations would involve six param- sensitive experiment was at Brookhaven in a specifically de-

A. Motivation

14

B. Comparison with other experiments
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ﬂ é% ; i cally above 1 e¥/c* and are not as restrictive as the limits
> — — i set by the appearance experiments described above. Finally,
S0 F @ i E the E531 Fermilab experimei®] searched for the appear-
E g 1 ance of tau decays from charged-current interactions in a

high energy neutrino beam. Thig,— v oscillation search
excludes the region with si#g>0.005 for values ofAm?
above approximately 10 é¥t*. Recently, the CHORUS
and NOMAD experiments at CERN have reached limits
close to that set by the E531 experiment with only a fraction
of the data analyzed and should reach sensitivities of the
order of 3x 10~ * in sir?26 in the near future.

C. Experimental method

10 . . C
LSND was designed to detect neutrinos originating in a

proton target and beam stop at the Los Alamos Meson Phys-
ics Facility (LAMPF), and to search specifically for both
10 10 10 s’ 20 v,—ve and v,— v, transitions with high sensitivity. This
paper focuses on the second of these two complementary
FIG. 1. The LSND (sif26,An7) favored regions obtained from searches. The neutrino source and detector are described in
the v,— v, DAR oscillations search. The darkly shaded and lightly detail in Ref[1], with a summary in Sec. Il of this paper. For
shaded regions correspond to 90% and 99% likelihood regionghe DIF experimental strategy to be successful, the neutrino
Also shown are the 90% confidence level limits from KARMEN gqurce must be dominated Iy, , while producing relatively
(dashed| E776 (dotted and the Bugey reactor experimefot- o\ ;, by conventional means in the energy range of inter-
dashey est. The detector must be able to recogniganteractions
with precision and separate them from other backgrounds,
many not related to the beam. The from conventional
sources are small in number and are described in detail in
Sec. VII.
LSND detectsv, via the inclusive charged-current reac-
tion v, C—e~ X. The cross section for this process has been
calculated in the continuum random phase approximation
o

~350 eV?/c?, but their limits are not as restrictive as E776 (CRPA [10,11. This calculation successfully predicts the

for values ofAm2<300 e\?/c*. The KARMEN experiment Ve C—€ X cross section from the ™ DAR v flux as mea-

[6] has searched fow,— v, oscillations using neutrinos sured by the LSND12], KARMEN [13], and E225[14]

from pion DAR. These neutrinos are monoenergetic, and th§XPeriments. A similar calculation however predicts too
signature for oscillations is an electron energy peak at abolg"9€ @ cross section for the procegsC— .~ X at higher

12 MeV. This method has very different backgrounds ancEnergies A discussion of_the cross section uncertainties and
systematics compared to the previous experiments but, ufomparisons to the data is presented in Sec. VIII. The final

fortunately, does not yet have statistical precision sufficienBt@t€ electron energy can range from zero o the incident
to affect the exclusion region of Fig. 1. The KARMEN ex- neutrino energy minus 17.3 MeV, which corresponds to the

. - — _ binding energy difference between the initial nucleus and the
periment also has searched fey— v, oscillations and has final state nucleus in the ground state
fégﬁ;ﬁi tri%sixgtleisslict)ir\]/epll?r:]ifhgggrilrr:];?.inl'tr;li—glir::m%uerl- The oscillation search analysis uses the following strat-
KARMEN is located 18 m from the neutrino source, Com_egy. Beam-unrelated backgrounds induced by cosmic-ray in-

. . ... . teractions are removed as much as possible by requiring a
Egge?hvewrtehfciz nt]hfaotrpLeSaﬁ%t-Ic-jri]f?e?gﬁte\r/l;?ue:ts hf ?Ve SenSItIV"positive identification of the electron from the C—e™ X

. } = reaction in the tank. The remaining beam-unrelated back-

The most sensitive experiment searchingifpdisappear-  ground events in the sample are subtracted by using the data
ance is Bugey7] using a power reactor which is a prolific taken while the beam is ofbeam-off sampleto determine
source ofv,. The detectors at Bugey observe both the posthe level of such background. Notice that the beam-off data
itron from the primary neutrino interaction and the captureis very well measured as LSND records approximately 13
energy(4.8 MeV) from neutron absorption ofiLi. The re-  times more data while the beam is off than while it is on.
sulting limit is also shown in Fig. 1. This procedure yields the number of excess events above

The most sensitive searches foj, disappearance have cosmic background due to beam-induced neutrino processes.
been conducted by the CDHS®] and CCFR[5] experi- The remaining beam-related backgrounds are then subtracted
ments. In each case two detectors are placed at differemd determine any excess above the expectation from conven-
distances from the neutrino source, which is a DJFbeam  tional physics. The number and energy distribution of the
without focusing. The limits obtained by these experimentsxcess events are used to determine a confidence region in
exclude the region with sf®6>0.08 for values oAm? typi-  the (sirf26,An¥) parameter space.

signed long baseline oscillation experiment, ET46 This
limit is shown in Fig. 1 along with the favored region ob-
tained by the LSND experiment. The limiting systematic er-
ror in E776 is a photon background from® production,
where oney is misidentified as an electron and the secend
is not seen. The CCFR experimefi| provides the most
stringent limit on v»,—wv, oscillations near Am?
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This paper describes two independent analyses that uggound for the DIF analysis, as discussed in Sec. VII. Most
independent reconstruction techniques and different evertf the positive pions that decay come to rest prior to decay-
selections. This has allowed cross checks on the software aiiitig. They then decay through the DAR sequence that pro-
selection criteria and has resulted in a more efficient finaHuces the DAR neutrino fluxes viae®—u*v, and u*
event selection. They shall be referred to as “analysis A” —e™ Vej,u,! where thev, and?M have a maximum energy of

and “analysis B” throughout this paper. 52.8 MeV. The negative chain starting with™ leads to a
smaller contamination of the beam with, because ther™
D. Outline of the paper production cross section is suppressed by a factor of about

: : +
We present a brief description of the neutrino source an(?'g_:_‘; relative to ther". o AL and A2 g
detector system in Sec Il. Section Il describes the initial data € two upstream carbon targets Al an were used to

selection for the DIF analysis, while the reconstruction algo__generate pion and muon beams for an experimental program

rithm and particle identification parameters are discussed ilf! nuclear physics. They are located approximately 135 m

Sec. IV. Section V describes the event selection and efficie gnd 110 m, respectively, from the center of the detector. The

cies for two independent analyses. Distributions of the dat Iuex f:(é;r;neae%r;rtarg_it t?]zpe?g]ea(: Otrjleir?] tgggﬂiss tﬁse \'?;er”eats
are shown in Sec. VI. Section VIl contains an assessment P 9y | pri y ing get.

the beam-induced neutrino backgrounds. Fits to the data an(#;e?/a‘(’jv;;eSﬁg\?\;lnal(%gncmtﬁgd: ggtitgln(:k(’)fretizegcl:\(/:eel?gr:?odr
an interpretation of the data in terms of neutrino oscillation 9 y 9 P :

are presented in Sec. VIII. The conclusions are summarize. heir thickness was monitored TE‘g“'a.”y during the runs and
in Sec. IX. Incorporated in the beam flu_x 5|mulat|qn. B
The DIF neutrino flux varies approximately as? from
the average neutrino production point, whers the distance
Il. NEUTRING BEAM, DETECTOR, AND DATA traveled by the neutrino. In addition, there is a significant
COLLECTION angular dependence of the neutrino flux with respect to the
A. The neutrino source direction of the incident proton beam. Thus, the DIF neutrino
. . . . flux reaching the LSND apparatus has been calculated on a
This experiment was carried out at LAMPEsing 800 three-dimensional grid that covers uniformly the entire vol-

MeV protons from the linear accelerator. Pions were pro'ume of the detector. The DIF fluxes at the detector center are

gg;ﬁ? ;g? olfevtzhgguﬁr;bssoﬁfsggﬁggoaezgﬁé&el%%gaanﬂI strated in Fig. 2 for the posi+tive dfcay chgins (_)nly. Figure
1995. There were 1787 Coulombs in 1993, 5904 Coulomb§ & shows thew,, flux from TH Vs while Figs. 2b)
in 1994, and 7081 Coulombs in 1995. The fraction of thecd A0 ShOW the most significant, background sources
total DIF neutrino flux produced in each of the three yeardom 7' —e've and u*—e’vev,, respectively. Notice
was 12% in 1993, 42% in 1994, and 46% in 1995. The fluxthat thev,, contributions from the Al and A2 targets are
in 1995 was slightly reduced with respect to the Coulompdenerally small compared to tzhat from A6. However, for
fraction due to variations in the target conditions, which are?x— Ve Oscillations with lowAm* the v, flux from the two
described below. The duty ratio is defined to be the ratio of!PStream targets can have a significant effect. All DIF neu-
data collected with beam on to that with beam off. It aver-trino fluxes calculated at the center of the detector and nor-
aged 0.070 for the entire data sample, and was 0.072, 0.07812lized to thev, DIF flux from the A6 target are listed in
and 0.060 for the years 1993, 1994, and 1995, respectivelyl @ble | for a typical target configuration. Also listed in the
A detailed description of the neutrino flux calculations t@ble are the average energies of the different neutrino con-
from pion DIF in the LAMPF beam is given in RdfL5]. A tributions, as obt_alned over the entire flu>_< spectra.
1 mA beam of protons on the Al, A2, and A6 targets pro- _Ihe systematic error on the DIF flux is estimated to be
duces pions that are the source of the DIF neutrino bddm 15%. The calculated flux is confirmed within 15% s'tatlst|cal
The primary source of neutrinos consists of a 30-cm longf"or by the LSND measurement of the exclusiveC
water targetA6) surrounded by steel shielding and followed — &~ ~“Ng reaction[16]. This transition is very well under-
by a copper beam dump. It is located approximately 30 pstood theoretically, and the measurement is very clean due to
from the center of the detector. About 3.4% of the generated® threefold space-time correlations between the muon and
«* decay in flight (,T+_W+,,M) due to the open space be- the rlezzsultlng decay elec_tron and the positron emerging .from
tween the water target and the beam stop, producing a the “Ngs A-decay. An independent beam flux simulation,
flux with energies up to approximately 300 MeV. Of thé based_ almost entirely on GEANT'3.217], has peen deve!-
generated by this decay, approximately 0.05% decay in f|igh<9ped in order to check the previous caICl_JIatlons and finds
(due to the typically lower energies and longer muon life-900d agreement between calculated neutrino flj8h
time) and produce a small, contamination of thes,, beam.
Another small contamination comes from the decay mode B. The detector and veto shield
7" —e" v, with a branching ratio of 1.2810 *. Together, The detector consists of a steel tank filled with 167 metric
these sources of. constitute the majowe-induced back-  tons of liquid scintillator and viewed by 1220 uniformly
spaced 8 Hamamatsu photomultiplier tube®MT). The
scintillator medium consists of mineral o0ilCH,) with a
The accelerator was operated under the name LAMPF until Ocsmall admixture(0.031 g/)_of butyl-PBD. This mixture al-
tober 1995 when the name was changed to LANSGE Alamos  lows the detection of both €enkov and isotropic scintilla-
Neutron Scattering Center tion light, so that the on-line reconstruction software pro-
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vides robust particle identificatiofPID) for e*, along with  [19] consists of a 15-cm layer of liquid scintillator in an
the event vertex and electron direction. The electronics andxternal tank, viewed by 292 uniformly spaced EMI
data acquisitio(DAQ) systems were designed to detect re-PMTs, and 15 cm of lead shot in an internal tank. This com-
lated events separated in time. This is necessary both fafination of active and passive shielding tags cosmic-ray
neutrino-induced reactions and for cosmic-ray backgroundsmuons that stop in the lead shot. The veto shield threshold is
Despite 2.0 kg/crhshielding above the detector tunnel, set to 6 PMT hits. Above this value a veto signal holds off
there remains a very large background to the oscillationne trigger for 15.2 us while inducing an 18% dead-time in
search due to cosmic rays, which is suppressed by about nifge paQ. A veto inefficiency<10~° is achieved off-line
orders of magnitude to reach a sensitivity limited by theis, this detector for incident charged particles. The veto

neutrino source itself. The 4 kHz cosmic-ray muon rate, . . : - -
. . inefficiency is larger for incident cosmic-ray neutrons.
through the tank, of which about 10% stop and decay in the y g y

scintillator, is reduced by a veto shield & 2 Hzrate. The
veto shield encloses the detector on all sides except the bot-
tom. Additional counters were placed below the veto shield A GEANT 3.15-based Monte Carlo is employed to simu-
after the 1993 run to reduce cosmic-ray background enterintate interactions in the LSND tank and the response of the
through the bottom support structure. The main veto shieldletector systenp20]. It incorporates the important underly-

C. Detector simulation

TABLE |. DIF neutrino fluxes calculated at the center of the detector and normalized g, théF flux
from the A6 target (0.703210 *° cm 2 POT ?) for a typical target configuration. The average energies
listed are calculated over the entire flux spectra. For the energy range relevant to this analysis the A6-
normalized background neutrino fluxes will actually be lower.

Neutrino Process A6 Target AJA2 Targets

type (DIF) Flux (E) (MeV) Flux (E) (MeV)

v, mt—uty, 1.0 89.7 0.4%101 129.7
L v, 0.77x10°4 84.8 0.1x 104 134.9

Ve mt—ety, 0.13x 1073 212.3 0.56<10°° 294.1
et v, 0.58x10°° 101.2 0.7%x10°* 168.3

v, T, 0.13 75.3 0.6 1072 102.3
pt—et vy, 0.58< 1072 101.2 0.7%10°* 168.3

Ve e v, 0.17x10°* 176.3 0.8%10°° 236.6

w e vy, 0.77x1074 84.8 0.1x 104 134.9
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ing physical processes such as energy loss by ionizationg
Bremsstrahlung, Compton scattering, pair production, ancg
Cerenkov radiation. It also includes detector effects such as 10°
wavelength dependent light production, reflections, attenua:
tion, pulse signal processing, and data acquisition. Much of
the input to the detector response package was measure 1o N
either in a test beam or in a controlled setting. Models for the MUHI”I;[“ Il i
transmission and absorption of light in the tank liquid were L
determined from measured data. The PMT characteristics 0 10 20 30 40 50
such as wavelength dependent quantum efficiencies, puls Time difference to future events {us)
shapes, and reflection characteristics, were measured and the i ) o
results used in the simulation. The simulation is calibrated FIG. 3. Time difference distribution to events subsequent to all
below 52.8 MeV using Michel electrons from the decay of'ori.mary.evem.S To.r the in!tial DIF data after standard PID, veto
. . shield hit multiplicity and fiducial volume cuts.
cosmic-ray muons that stop in the detector volume. The
properties of the scintillatar, including absorption length and

gﬁﬂlegrghzlrlagtheéfggj icr)1f ﬁ;kvc\)/\; ra?':gogxt'rna tz:;tirc?r?-to<4 for the data sample. In addition, the events were required
S . way. Xirapo . to be reconstructed within a fiducial volume that extends up
higher energies is then made using the MC simulation, which :
. . : to 35 cm from the PMT facesd(,;>35 cm). Space-time
correctly incorporates the behavior of electrons in the detec- : : L :
4 correlations have been used in the initial selection to reduce
tor medium. . ;
: the background generated by the cosmic-ray muons, either
The primary Monte Carlo data set employed to calculate,. .
i A directly or through the decay Michel electron. These corre-
selection efficiencies is called the DIF-MC data set. The neu_.. . ; . ;
; . lations are described in the following subsections.
trino flux and energy spectrum were calculated at 25 points
throughout the detector volume. The DIF-MC sample is cre-
ated by folding the calculated,, energy spectrum with the
cross section predicted by the CRPA model to generate Despite the veto shield hit multiplicity requirement, some
ve,C—e" X interactions throughout the tank. This corre- cosmic-ray muons contaminate the sample. This is seen in
sponds to 100% transmutation of thg beam tov.. The  Fig. 3, which illustrates the distribution of the time differ-
events were generated inside the surface formed by the facesce between the current event and all the following ones, up
of the PMTs. to 51.2 us. The fit to an exponential plus a constant reveals
a time constant of 2.18us, identifying stopped cosmic-ray
ll. INITIAL DATA SELECTION muons. Cosmic-ray muons that stop and decay in the detec-
) _ , tor are uniquely identified by the following Michel electron.
The signature for the DIF oscillation search is the pres:g jjystrated in Fig. 4, there is a correlation between the
ence of an isolated, high-energy electron <@L  ,0n tank hit multiplicity and the distance between the re-
<200 MeV) in the detector from the charged-current reaconsirycted vertices of the muon-electron pair. The differ-
tion v, C—e™ X. Thg lower energy cut at 60 MeV is chosen ence in the samples shown in Figgayand 4b) is briefly
to be above the Michel electron energy endpoint of 52.8&jiscussed below.
MeV, while the upper energy cut at 200 MeV is the point  cosmic-ray muon events typically generate a high veto
where the beam-off background starts to increase rapidly anghield hit multiplicity. In order to suppress this high-rate
the signal becomes negligible. The analysis relies solely 0Background, as already mentioned in the previous section,
electron PID in an energy regime for which no control ,e pAQ imposes a 15.2s dead-time after each event with
sample is available. Furthermore, with the exception of the, \eto shield hit multiplicity=6. Furthermore, all events
v.C reaction leading to thé?N ground state, there are no

additional correlations that help improve the detection of the_.. 00
signal. E
The PID parameters used in the DAR analysis, x; , x:
and ot — as defined in Ref.2] — have been used for the
DIF analysis as an initial data selection. The disadvantage:
in this higher energy regime are that they do not discriminateg
adequately against a large beam-off background and are seis :
sitive to energy extrapolation. Thus, the initial selection uses® 10 - . . : _
loose cuts based on the measured distributiong ofy, and o Dol A P N
Xt [2] just below the Michel energy endpoint (S, 0 250 500 750 1000 0 250 500 750 1000
<52 MEV), WithOUt any energy corrections. As demon- Muon tank hit multiplicity Muon tank hit multiplicity
strated by MC simulations of the DIF dat®IF-MC), this FIG. 4. Reconstructed distance distribution between Michel
selection is effective in identifying electron events from thegjectron and parent stopped cosmic-ray muon, versus muon tank hit
veC—e” X reaction. Over the energy interval of interest multiplicity. Figure (a) is for muons with a veto shield hit multi-
(60<E¢<200 MeV), the calculated efficiency is 98.1 plicity =6 and(b) is for muons with a veto shield hit multiplicity
*+1.7%. < 6. The regions in the upper left corners, delimited by the dashed
In order to reduce the cosmic-ray muon induced backiines, are the regions allowed by this selectisae texk

Fitted time-constant = 2.18 us

|
R I1J“'|_r|

ground, we require the veto shield PMT hit multiplicity be

A. Future correlations
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FIG. 5. (a) Time difference to future events ar() energy

distribution of the future events for primary events of the initial DIF © 200 ¢ urum SR T
sample that fail the future space-time correlations. The figjiis to 1;5) E
an exponential plus a constant with a time constant of 22 The 125 E
fit in (b) is to the Michel electron spectrum shape. 100 E

75 E
50 E
with high veto shield hit multiplicities get a simpler event 2% E

vertex reconstruction than the one described in Réf.and 0 ‘1'0' — ‘2‘0‘ — ‘3'0‘ — '4‘0' — '5‘0
no direction recon_struguon. Correlations obtained from these Time differenc to past evernts (is)
data are shown in Fig. (4. The number of cosmic-ray

muons with veto shield hit multiplicities<6 is much lower FIG. 6. Time difference to all previous everits before andb)

than the ones with multiplicities=6, which explains the after thg past space-time correlation cuts. The sharp edge at
smaller size of the sample shown in Figby Also, since 15.2 ws in both(a) and(b) is a reflection of the DAQ operation, as

these muons get both a full vertex and direction fit, the disdescribed in the text. The sharp edge at/38 in (b) is induced by

tance correlation between the muon-electron pair is tightert.he selection algorithm.

In both cases, the distance correlation between the muon- -

electron pair degrades with increasing muon tank hit multi-lect'c_)n has an eff'c'ef‘cy of only .85150'5%’ due to the fact

plicity (or equivalently, energydue to the on-line recon- that it covers the entire energy interval.

struction algorithm which always assumes a pointlike event.
All events that are followed in the next 3@s by an

event with a tank hit multiplicity between 200 and 7@@pi-

cal for Michel electronsare possible candidates for stopped A. Introduction

cosmic-ray muons. If, in addition, the current event has a

tank hit multiplicity above 600 or is reconstructed closer than. The event recqnstrucUon and PID tech'mques that are used
200 cm to the following Michel electron candidate, the cur-" the DIF analysis were developed to utilize fully the capa-

rent event is eliminated. The events that are eliminated b ilities of the LSND apparatus. The basis for the reconstruc-
this selection are almost always followed by Michel elec- lon is a simple single track event model, parametrized by the

trons, as shown in Fig. 5. This selection criterion is verytraCk starting position and timexfy,z,t), direction p,6),

powerful in rejecting cosmic-ray muons and has a high effiEnergy €), and length ). The coordinate system used

ciency for keeping candidate electron events from #h€ throughout this analySiS is !ocated at the geometricall center
—e~ X reaction. This efficiency is calculated to be 99.6Of the detector, W'th the-axis along the cylindrical axis Of.
+0.4%. the _tank(apprommat_ely pa_rallel to a_nd along the beam di-
rection and they-axis vertical, pointing upwards. The ex-
pected PMT photon intensity and arrival time distributions
for any given event are calculated from these parameters and
Similarly, the time difference between the current eventthe result is compared with the measured values. A likeli-
and all of the previous activities provides a distribution in-hood function that relates the measured PMT charge and
dicative of Michel electrons from stopped cosmic muons intime values to the calculated values is used to determine the
the sample, as shown in Fig(é. Despite the energy re- best possible event parameters and at the same time provides
qguirement of at least 60 MeV there is still a small contami-PID.
nation from the tail of the Michel electron energy spectrum. As mentioned in the Introduction, two independent sets of
Although this problem disappears at energies above 80 Me\feconstruction software were developed as a cross check of
we choose to impose the following selection over the entirdhe analysis results. The two algorithms follow similar over-
energy regime to maintain an energy independent selectioall strategies but differ in detail and implementation. The
efficiency. We require that the current event have no activiimain differences lie in the parametrization of the various
ties in the previous 30us with a tank hit multiplicity above likelihoods and probability distributions that describe the de-
600 or closer than 200 cm. After imposing this cut, the timetector response, and in the set of underlying event parameters
distribution with respect to previous events becomes flat, assed to describe the event.
shown in Fig. 6b). Although this cut is powerful in rejecting The electron identification is based on the relative likeli-
the high-end tails of the Michel electron spectrum, this seood of the measured PMT charges and times under the as-

IV. EVENT RECONSTRUCTION AND ELECTRON
IDENTIFICATION

B. Past correlations
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sumption that the source track is an electron. A detailed de-$ C
scription of the physical processes in the tank can be founcs ss [
in Ref. [1]. Relativistic tracks in the detector generate light § L
that falls into three categories: isotropic scintillation light
that is directly proportional to the energy loss in the medium,
direct CGerenkov light emitted in a 47° cone about the track
direction, and isotropic scattere@f@nkov light. These three
components occur in roughly equal proportions
(0.35:0.32:0.3Bfor relativistic particles. Only the isotropic
scintillation component occurs for nonrelativistic charged §
particles. This difference forms the basis for distinguishing g r
electrons from nonrelativistic particles such as neutrons ancg 15
protons.
Each of the three light components has its own character:
istic emission time distribution. The scintillation light has a
small prompt peak plus a large_tail which extends to hun-
dreds of nanoseconds. The direarénkov light is prompt s
and is measured with a resolution of approximately 1.5 ns.
The scattered &enkov component has a time distribution o Lol b b b
between the direct &enkov light and the scintillation light, o 005 025 0 025 05 075
with a prompt peak and a tail that falls off more quickly than cos b,
scintillation light. . . . FIG. 7. The ratio of the average measured charge to the pre-
. The two reconstrucyo_n _algorlthms used in the DIF analy'dicted scintillation charge versus c@s, the cosine of the angle
sis are based on maximizing the charge and time likelihoogleyyeen the event direction and the PMTs. The solid histogram
on an event-by-event basis. For any given event defined byows the data, and the points with error bars show the MC simu-
the set of parameters, lation.

10|

25 |

ured to predicted scintillat

f avi

0 O

Rat

&z(x,y,z,t,<p,0,E,I), (2 mined from the MC simulation. In the following subsections
we briefly describe the charge and time likelihoods for a

the event likelihood for measuring the set of PMT charged?Cintlike source of light.
(g;) and times ;) is written as a product over the 1220

individual tank PMTs as B. Charge likelihood
Let us consider a pointlike light source located saty(z)
1220 in the detector and direction determined hy, §) in spheri-
Leven= 11 Lqy(Qisa) Lyt ;). (3) cal coordinates. For low energy relativistic electrons the
=1

track length is comparable with the dimensions of the PMTs,
and thus the pointlike approximation provides a good model.

Reversing the meaning of the likelihood functiof,eis  The isotropic scintillation and scattere@@nkov light have
the likelihood that the event is characterized by thewset 2 combmed strengti® (photons per steradianwhered is
given the set of measured chargeg) (and times {;). Maxi- p“?por“oﬂa' tp the energy of _the eyent. The st_rength of the
mizing the event likelihoodg,e (Or equivalently minimiz- anisotropic direct @renkov light is parametrized a5,

. . = . . while the angular dependence is given by a nearly Gaussian
ing —In Leven) With respect tox determines the optimal set ¢ tion f(cosg,). The angled, is the angle with respect to
of event parameters. ' e

. o the reconstructed event direction of the event and the func-
The predicted likelihoods for PMT charges and photon

. ) TR tion is normalized such that
arrival times are based on distributions measured from a

large sample of Michel electrons from stopped cosmic-ray w

muon decays, as described below. Analysis A uses the entire f f(cosfe)sinfdhe=1. (4)
spectrum of Michel electrons, whereas analysis B uses only 0

electrons with 38 E,<42 MeV, henceforth referred to as Tne function f(cosf), as determined from the data, is

“monoenergetic.” The upper edge of the Michel spectrumgpawn in Fig. 7, with a vertical offset induced by the isotro-
(52.8 MeV) is used to calibrate the energy scale of the SYSpic light.

tem. The Michel electrons are well below the critical energy e average number of photoelectrdES « expected
of 85 MeV and result in short track segments. The extension; 5 phototube of quantum efficieney at a distance from

to Ionger, hig_her energy electron tracks is mgd_e by allowinqhe source, and subtending a solid ar@lés given by
for multiple discrete sources on the track. This is done either

with two sources only along the track and fitting the distance p=edF(cosb,,r)Qd 5)
between thenti.e., the track-lengthin analysis A, or with a

variable number of points, as determined from the energy oin analysis A. The functiorF(cosé,,r) is determined di-
the event, distributed equidistantly along the track in analysisectly from the Michel data. In analysis B is parametrized
B. The energy dependence of the event likelihood is deteras



2496 C. ATHANASSOPOULOS¢t al. PRC 58

u=e®[e MO+ pf(cosby)e "eQ,]. (6 35000 [ 1o @)

30000 |
25000 !
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15000
10000 E
5000 |

PMT hits

The parameterag and A, are the attenuation lengths for
scintillation and direct €renkov light in the tank liquid, re-
spectively. While these are indeed expected to be differen
for the different components of the light, the effective solid
angles subtended by the PMT),¢ and (), should, in prin-
ciple, be identical. The difference is induced by the finite

ot I . L \ .|

size of the PMTs and by the difference in the angular distri- 1 2 83 4 5 8 7 8 9 10
butions of the two light sourcef21]. Both effective solid Charge (PE)
angles have been determined from the data. Notice that alg E

though the individual quantum efficiencies of the PMTs ask % | .-y ®)

well as the attenuation lengths are wave-length dependen™ 500 .-
we use only global effective values as determined from the 000
data. 3000 F

The probability of measuring PEs in the presence of the o000 E
light source is then given by a Poisson distribution of mean g

1000 [
value u, E

1 Charge (PE
P(nip)= e #u", ) 2190 (P8)
' FIG. 8. Unnormalized charge response functions of the PMTs
. . . for two values of the predicted charga «=0.0—0.5 PE andb)
\II_VIS”I:I[I)MP%/'I\'/I'en by Eq.(SL or Eq'((f)' Hﬁwever,bsmcfep'ltzhe Hu=2.5—3.0 PE. The solid histograms show the data, and the
i S measurg charge and not the nu_m ero St §ashed histograms show the MC simulation.
probability of measuring a charggfor a predicted valug:

is given by [22], which uses the same type of PMTs. The higher CRFs
o (n=2) are calculated by randomly samplirg(qg;1) n
CoN— . . times. With all CRFs normalized to unit area, the correct
Paip) nZO Pl@n)P(n;u), ® normalization ofP(q; ) is automatically insured,

where theP(q;n) functions are the charge response func- * _ _

tions (CRF9 of the PMTSs, i.e., the probability of measuring 0 P(g;p) dg=1, Vu. ©)

a chargeqg given a number of PEs. Sinceu depends di-

rectly on the set of event parametess the probability Before going on to discussing the corrected time likeli-

P(q; ») determines directly the charge Iikelihodd](q;&) hood, we should point out that both reconstructions find a
for the PMT.

In analysis A theP(q;u) functions are determined di-
rectly from the Michel data sample. In this sample, the pre-
dicted average number of Plasis calculated for every tube i
according to Eq(5), for all of the events. For PMTs in a 06 L
given predictedu-bin, the distribution of the measured i
charge q, after proper normalization, yields directly the
P(q; ») function required for the likelihood function above.
The P(qg; 1) functions obtained in this way contain all in- i
strumental effects incurred in measuring the charge, such a o4 [
saturation and threshold effects. Examples of these distribu I
tions are shown in Fig. 8 for two predicted charges; 0.0
—0.5 PE andu=2.5-3.0 PE.

Alternatively, analysis B obtains the two lowest CRFs, a
P(q;0) andP(qg;1), andgenerates the high&(q;n) distri- 02 |
butions as follows. The lowest CRP(q;0), isjust the Kro- i
necker delta,d,,, since the probability of measuring a
chargeq for no PEs vanishes identically fa;>0 and is
unity whenq=0. The second CRMR(q;1), is thesingle-PE
response of the PMTs, as illustrated in Fig. 9. It is measurec o
from low-intensity laser calibration data, taken during nor-
mal detector operation. The long tail of the single-PE charge
distribution is probably due to collisions of electrons with  FIG. 9. Single-PE charge response function of the PMTs. The
material ahead of the first dynode. This effect is in gooddistribution is fitted to a Gaussian plus an exponential and is nor-
agreement with studies performed by the SNO experimentalized to unit area. The 0.2 PE threshold is clearly visible.
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slightly longer attenuation length for the direce@nkov
light in the MC Michel electrons than observed in the Michel C
electron data. This is needed to obtain agreement betwee 008 ¢
the tank hit multiplicity and charge distributions obtained .
from the Michel electron data and the MC Michel electrons.

This effect, which can be seen in Fig. 7, has been shown no 94
to affect significantly the charge and time likelihood distri- 402 [
butions. ;
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C. Corrected time likelihood Corrected time distribution (ns)

016 [

ntries

The corrected timg, of a PMT is defined as the measured E
PMT time after corrections for the fitted event vertex time & %4 - %
and light travel time from the event to the PMT surface. For %' © $
prompt light this peaks at.=0 with an RMS of approxi- 0T
mately 1.5 ns. The time response functions for scintillation ggz 3
light and scattered €enkov light are more complicated and 0:04 3 o
are determined from the Michel electron data. In addition, ., F
the time response functions depend upon the predictec , E.. .. N T B i e
charge. There is time slewing due to finite pulse rise time. -10 E 0 5 10 15 20 25
There is also time jitter from the distribution of transit time Corrected time distribution (ns)
e e e, 1. 10 Tme respons ctonsof e AT oo vaues o
ten PEs the late tail in the distribution is negligible. Also, thefo, the jsotropic+ scattered €renkov light components in Michel

amount of prompt €renkov light depends on whether or not gjectron events. The solid histograms show the data, and the points
the PMT is in the @renkov cone, as determined bc0S6.).  with error bars show the MC simulation.

In analysis A the predicted average number of REs
calculated for every PMT according to E&), for all events  tegration of the fast component of the light can be
in the sample. For PMTs in a given predictgdbin, the  analytically performed, this is not true for the slow compo-
distribution of the measured corrected titge after normal-  nent. Therefore we choose to parametrize the scintillation

(b)

ization to unit area, provides directly the probabiRyt.;«)  light as a superposition of three exponentially decaying func-
required for the time likelihood functionﬁt(t;&). The tions,
P(t.;u)s obtained in this way contain all instrumental ef- 3
fects incurred in measuring the time, such as time slewing f(t)=>, A(u)e mik), (12)
i=1

and PMT jitter. Figure 10 shows two examples of these dis-
tributions for Michel electron data and MC simulated data.Both the amplitudes and the time constants are also allowed
Both distributions are obtained in the “isotropic” region to vary as a function of the predicted amount of scintillation
cosf,<0.3. Analysis A also measures the corrected time distight w, as discussed above. The probability for recording a
tributions in the @renkov “peak” region (0.6cosf.  corrected time, is thus
<0.73). An interpolation between these two distributions 13
gives the time likelihood functions for the intermediate lev-  p(t ;)= =3 A/(u)
els of direct @renkov light. i=1

The parametrization of theP(t.;u) distributions of
analysis B is described next. The timing distribution of the 5 f“’ exp

1 t’
————(t,—t")? ]dt’

scintillation light for the LSND active medium has been 20%( 1) 7w
measured to be of the forfi23] .
1 oA(w) e
A =N Ailw) exp - —=
f(t)=Ae 1+ ——2— for t>0. (10) N=y 272(w)  Ti(R)
(1+1t/7,)?
1 [d%(p)
The two terms above represent the fast and the slow compo- Xerfqg ——— ﬁ—tc , (13
nents of the light, with time constants =1.65 ns andr, \/E‘T(r“) itk

=22.58 ns, respectively. The probability for observing a cor-with the normalization factoN given by

rected timet, is 5

N=2§1 A 7). (14)

1 (= 1
P(tc)zﬁfo f(t") exp —?‘z(tc—t’)z dt’, (11

Replacingt; by t.—ty(u) in Eq. (13) above allows for ad-
which is the convolution of (t) with a time smearing func- ditional time slewing corrections for the scintillation light. In
tion, assumed to be a Gaussian of widthThe overall fac- LSND, the time slewing calibration is performed using laser
tor 1N insures proper normalization to unity. While the in- calibration datd24], which is prompt. It is expected that the
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FIG. 11. Corrected time distributions from “monoenergetic” . S ) ) P
data Michel electrons fofa) scintillation + scattered €renkov FIG. 12. Gerenkov-to-scintillation density ratie for “monoen-

light and(b) direct Gerenkov light. The fit in@) is to a convolution ergetic” Michel electron events. The solid histogram shows the
of a Gaussian with the sum of three exponentials an¢bjrto a data, and the points with error bars show the MC simulation.
Gaussian. Both distributions are normalized to unit area. .
deed a very low €renkov-to-scintillation fraction, which is

scintillation light should require additional time slewing cor- still above zero because of fluctuations. This distribution is
rections, which is confirmed by the data. A typical time shown in Fig. 13 for a sample of cosmic-ray neutrons in the
probability distribution as a function of the corrected time is Same(electron-equivalentenergy range as the DIF sample.
shown in Fig. 11a). The quality of the fit to the data is These have been tagged as neutrons by requiring the pres-
excellent and shows that the parametrization given by Egence of a correlategt (from neutron capture on free protons,
(13) is a very good approximation.  _ np—dy) with a relatively highR, parameter, as defined in

The time distributions for the directeZenkov light are Ref. [2]. Briefly, the R, parameter is a quantity obtained
also measured from the “monoenergetic” Michel electronsfrom the y tank hit multiplicity, time and distance distribu-
for different values of the predicted charge. This is  tions with respect to the primary event. As shown in R2f,
achieved by subtracting the appropriate underlying scintillait provides an excellent tool for identifying correlated pho-
tion contributions from the corrected time distributions in thetons and rejecting the accidental ones.

Cerenkov cone (0.58¢0s6,<0.79). The resulting distribu- The fitted optimum values of the charge and time negative
tion is shown in Fig. 1db), which confirms the prompt char- log-likelihoods for the events are used as primary PID tools
acter of the direct €enkov light. in the DIF analysis. In addition to the amount oéi@nkov

light, they prove to be very different for nonelectromagnetic
events(e.g., neutronsand provide very good discrimination
against them, as will be shown in the next section. Analysis
The fitting procedures produce an accurate estimate of th8 makes use of the optimal values of the overall event
amount of direct @renkov light in the event. In analysis A charge and time Jlikelihood<;, and £;, and the likelihoods
the level of @&renkov light is determined after fitting the calculated in the €enkov cone only (0.53c0s6,<0.79),
event to an electron model, i.e., a light source with an elec-
tronlike response for both charge and time likelihoods, that
includes a full @renkov cone. With all other event param- :
eters fixed, the amount of directe€nkov light is varied 350
from none to the full amount for an electron event in orderto 300
maximize the event likelihood. This procedure determines a

D. Electron identification

Entries
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T

parameter ., which can thus vary between 0(fo direct fgg E
Cerenkov lighy and 1.0(full amount of Gerenkov ligh}. In 100 E
analysis B the amount of &enkov light is determined by 50 E
varying all event parameters including the Gerenkov-to- 0 O LT 0‘6 - 6I7' - b‘é - 'olé —

scintillation density ratio. Figure 12 shows the distribution of
the Cerenkov-to-scintillation density ratio for “monoener-
getic” Michel electrons, with a sharp peak at approximately FIG. 13. Grenkov-to-scintillation density ratje for cosmic-ray
p=0.5. Moreover, for particles that are not expected to haveeutron events with electron-equivalent energies between 60 and
any Cerenkov light(e.g., neutrons the algorithm finds in- 200 MeV.

Cerenkov to scintillation density ratio
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FIG. 14. Charge and time negative log-likelihoods for Michel
electrons, as calculated for the entire ev@ap) and in the @ren-
kov cone only(bottom—analysis A. The solid histograms show the
data, and the dashed histograms show the MC simulation.

FIG. 15. Charge and time negative log-likelihoods for “mo-
noenergetic” Michel electrons, insidéop) and outside(bottom
the Gerenkov cone—analysis B. The solid histograms show the data,
and the points with error bars show the MC simulation.

Lqc and L. Analysis B uses instead the optimal values of
the charge and time likelihoods obtained exclusively insideDIF sample. At the same time, the selection criteria must
(Locer:Ltcer) @and outside [(gscisL1sci) the cone. efficiently identify the electron of the final state in,C

In both cases, the distribution of optimal likelihood values — e~ X interactions. These events have the following char-
depends on the number of PMTs which were hit in a particuacteristics: they have little or no activity in the veto shield
lar event. This is because the factor in the likelihood functionsystem; they are nearly uniformly distributed inside the de-
for a PMT with a signal has a different functional form than tector; they have no excess activity either before or after the
for a tube without a signal. In order to remove this effect, theevent time; and they yield a track inside the tank which is
likelihoods are corrected as a function of the number of hitconsistent with an electron, as identified through the charac-
tubes. The mean value of the likelihood is then independerteristic scintillation and €renkov light. These are the only
of the number of PMT hits. In addition, there is a depen-features available for electron event selection except in the
dence of the distribution of optimal likelihood values on therare case of a transition to tH8\ ground state, which sub-
distance to the PMT wall, which is corrected for in an analo-sequentlys-decays with a 15.9 ms lifetime.
gous way. Figure 14 shows the corrected distributions for The beam-off background data and simulated DIF-MC
analysis A as obtained from the entire Michel electron specelectron events are used in order to choose the optimal se-
trum. Distributions from analysis B, as obtained from “mo- lection value for each quantity in a way unbiased by the
noenergetic” Michel electron events, are illustrated in Fig.actual beam-on data. The sensitivity, or “merit” for the
15, before the hit multiplicity and distance corrections de-value of a selection parameter is defined as the efficiency
scribed above. (determined from the DIF-MLdivided by the square root of

Both fitting algorithms significantly improve the position
and direction accuracy over that used previoydy The ' 1200
spatial position resolution is now approximately 11 cm and § ;
the angle resolution is approximately 6° for electron events” ! y
over the energy interval of interest for this analysis. The &®° |
energy resolution is limited to 6.6% at the Michel energy &0 [
end-point, as stated in Rdfl]. This is due to the width of
the single-PE response of the PM{Fg. 9 and also due to .
tube to tube variations in the response functions. 200 ¢

00 [ Fitted lifetime = 186.2+ 0.4 us

0
0 100 200 300 400 500 600 700 800 900 1000
7 to primary time difference (us)

V. DATA SELECTION AND EFFICIENCIES
A. Introduction FIG. 16. Time difference distribution between the photons and
The event selection presented in this section is designetthe primary events in the initial DIFbeam on+ off) data sample.
to reduce cosmic-ray-induced background from the initialThe fit is to an exponential plus a constant.
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FIG. 19. Charge and time negative log-likelihoods for all DIF
data (beam onr-off) for analysis A. Superimposed are the same

distributions for the DIF-MC electron datdashegl normalized to
the same area.

Each selection parameter value is varied and the point of

maximum sensitivity, or “merit,” determines the optimal bility of the method with regard to the specific order of the

value of the selection. This method is independent of theéselection criteria has been examined and found to yield simi-

beam-on data. Throughout this section the selection criterilar results under different permutations.

for analyses A and B are discussed in parallel and motivated

by physics arguments. The maximum sensitivity procedure is

applied to each analysis individually, for each selection cri-

terion, after all other selections have been applied. The sta- The cosmic-ray backgrounds are dominated by several
types of processes. The level of all cosmic-ray-induced pro-

B. Analyses A and B
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FIG. 18. Distributions ofa) the F, variable of analysis A and - ™
(b) the p variable of analysis B after all other selections have been FIG. 20. Charge and time negative log-likelihoods for all DIF
applied. The solid histograms are DIF déte@am on+ off), and the  data (beam onr-off) for analysis B. Superimposed are the same
dashed histograms are for DIF-MC electrons, normalized to thalistributions for the DIF-MC electron datdashegand for cosmic-

same area. ray neutrongdotted, normalized to the same area.
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cesses is measured in the beam-off data sample, and then theSecondly, as shown in Fig. 13, neutron events do not
appropriate amount is subtracted from the final beam-omproduce significant &enkov light in the liquid. The distri-
sample. bution of the @renkov-to-scintillation density ratiqy, for
Cosmic-ray neutrons generate a nonelectromagnetic backie entire DIF sampl¢beam on+ off) is shown in Fig. 17
ground. A fraction of these neutrons evade the veto shieldor analysis B. The same distribution for cosmic-ray neutron
and enter the detector volume to interact with carbon nuclegvents with similar deposited energy and for the DIF-MC
and protons in the liquid. The interaction length is approxi-sample are superimposed. This illustrates that most of the
mately 75 cm. Their presence in the DIF sample is due to thébeam-off background is dominated by nonelectromagnetic
very loose initial electron identification selection and can beevents, consistent with neutrons. In order to select electron-
consistently demonstrated in three different ways, as followstike events, analysis A requireSc.>0.7 and analysis B
The typical signature of neutron events is the 2.2 MeVrequiresp>0.4, as dictated by the maximum merit algo-
correlatedy that results from capture on free protomgp  rithm. Figure 18 shows th&¢,, andp distributions for the
—dy. Thesey candidates are recorded in a 10 inter-  DIF sample and the DIF-MC electron events after all other
val after the primary trigger. The time difference between theselection criteria have been applied.
primary events of the entire DIF samgleeam on+ off) and Finally, the event charge and time likelihood parameters
all subsequeny events is shown in Fig. 16. The fitted life- defined in Sec. IV are different for neutron and electron
time of 186.2:0.4 ws, is in very good agreement with the events. These charge and time likelihood parameters are used
known neutron capture time of 18@s. The constant part of in differentiating electromagnetic particles that produes-C
the fit determines the total number of accidental photonsenkov light from nonelectromagnetic backgrounds. Both
After subtracting this number from the total number pf analyses rely on this identification, using slightly different
candidates in the sample one obtains irataverageevery  criteria.
DIF event has one correlated photon. This is consistent with Analysis A uses a likelihood ratid, Reyen, defined by
a considerable contamination of the DIF sample by cosmicforming the product of the charge and time likelihoods in
ray neutrons, since these are expected to have on averagach of the regions for the DIF beam-off sample and divid-
more than one associated ing it by the same product for the DIF-MC electrons:

P(=InLINXP(=InLIHXP(=In L)X P(=In L]
P(=InLFVXP(=In L)X P(=InLT)XP(—In LT

(16)

event—

Figure 19 shows the individual distributions of the foBr lated backwards to intersect the veto shield. A corrected time
(—InL,) functions for the beam-off data and for the difference,t,,, between the veto shield hit closest in time
DIF-MC electron data. The ratibR,,.tends to be large for and space and the extrapolated event time is defined. Select-
events that are like cosmic-ray background and small foing events witht,e>50 ns(analysis A or >70 ns(analy-
electronlike events. Electron events are identified by requirsis B) discriminates against any cosmic-ray-induced activity
iNg LReyent <0.5. The event time likelihood in theeBenkov ~ around the detector near the event in question. fjhedis-
cone,L is also used in the selection, being sensitive to thdribution for the entire DIF data sampl&eam on-off) is
presence of €renkov light. This parameter is required to shown in Fig. 21. In addition, a direct cut on the total veto hit
have a value<1.1. Analysis B uses only the individual time multiplicity, Nyec<3, is required in analysis A. Analysis B
likelihoods for identifying electromagnetic particles, by re- does notimpose this cut. Figure 22 shows the veto shield hit
quiring Lts.<1.15 andLyce<1.5. The charge and time mMultiplicity distributions for the beam-on, beam-off and
negative |og-|ike|ih00ds are illustrated in F|g 20 for the en-beam-excess events after all selection criteria of analysis B
tire DIF data(beam on+ off), DIF-MC electron events and have been applied. The distribution for the beam-excess
cosmic-ray neutron events. 9 .

The second class of backgrounds is electromagnetic, ang 1000 |-
leads to events that are difficult to distinguish from pure
electron events. Charged particles occasionally evade th g
veto shield and enter the liquid volume. These cannot travel 6% [
into the liquid very far without depositing large amounts of 4, £
energy and are reconstructed with a position very close to the A
tank wall. Their reconstructed direction points predominantly g
into the detector and the track can be extrapolated backtoth o B oo o 1w L L Lo T
tank wall where the veto shield information can be used. The 200 8000 S0 0l 180 0
veto counter system that surrounds the detector provides Tankcveto timing conetation (ne
PMT signals which are read out and recorded as are the tank FIG. 21. Tank-veto timing correlations for all DIF daaeam
PMTs. For events with a nonzero veto shield hit multiplicity, on+off). The selected events are required to safify]>50 ns in
Nyeto> 0, the reconstructed tracks in the detector are extrapanalysis A andt,ed>70 ns in analysis B.

800 |

200 [
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FIG. 23. Distributions ofa) and(b) the A variable of analysis A

_ FIG. 22. Veto shield hit multiplicity distribution for the events anq(c) and(d) the Svariable of analysis B after all other selections

in the final DIF sample of analysis B for th@ beam-on,(b)  haye been applied. The solid histogramégnand(c) correspond to
beam-off andc) beam-excess events. The solid histogranciis  he heam-off data, while the dashed histograms correspond to the
the expected distribution from laser calibration events, which is dugesm-on data. The solid histograms(in and (d) are beam o off

only to accidental hits in the veto system. DIF data, and the dashed histograms are for DIF-MC electrons,

events is consistent with the veto shield accidental hit distri-n ormalized to the same areas.

bution. Notice that a similar requirement &f,.,<3 in
analysis B would further reduce the beam-off background
1 event without affecting the beam-on sample. In fact, al

b quivalent when one considers the difference in the defini-
ions of their respective zero point for the extrapolation. The
distance between the PMT faces and the tank wall is approxi-

even more stringent selection Nf,,<2 would enhance the @ately 23 cm and thus, for an average angle between the
number of beam-excess events even more, by eliminatin '
Y 9 track and the tank wall of ca<0.57, A>175 cm corre-

beam-off events while accepting all beam-on events. How- . s
pung onds to a typical cut distance215 cm when the back-

ever, one must remember that the values of the selectio SO
wards extrapolation is calculated all the way to the steel wall,

criteria are solely dictated by the principle of maximum sen-"" o R
itivity applied to each analvsieparatelvandnot by maxi- &S In the definition ofS. The distributions of the\ and S
SIUVILY appil YSEEp y y maxi variables are shown in Fig. 23 for the DIF sample and the

mizing the number of beam-excess events. DIF-MG el fer all oth lecti iteria h
High energyy rays, from=° produced by neutron inter- - el_e<(:jtron events after all other selection criteria have
actions in the lead shielding of the veto shield, enter thepeen applied. .
Another possible source of cosmic-ray backgrounds that

detector fiducial volume without leaving a veto signal. En-. duced by thes and S selecti . fro® d
ergy is deposited through Compton scattering or by pair con'S "€duced by thé and S selections arises frori | decay

version. The latter process dominates above the 85 MeV
critical energy of the liquid. They attenuation length is
roughly 50 cm, the radiation length in the liquid. The
charged patrticles resulting from their interactions in the lig-
uid point into the detector volume. These events are difficul
tO.dIStIHQUISh from elect_rons of the, C_He X rgactlon N the criterion. The selection criteria are listed in decreasing order of
this detector on the basis of electron identification alone. qir reiecti
A N i X . jeCtIOI’] power.
This class of backgrounds is characterized by its typical

TABLE Il. Selection criteria for analysis A. For each criterion is
listed: the value of the criterion; the efficiency of the criterion after
all other criteria have been applied; the number of events rejected
y that criterionafter all other criteria have been applied; the num-
er of beam-on, beam-off and beam-excess evmnis to applying

distribution of the length of the flight-path inside the detec-criterion  Cut value Efficiency Ne On Off  Excess
tor. This quantity is defined as the distance between the re

constructed event vertex and the intersection of the backFcer >0.7 0.68 643 60 720 9%7.7
wards extrapolation along the reconstructed event directiod >175 cm 0.56 516 53 600 11473
with the PMT surfaceA (analysis A, or with the tank steel LReyent <0.5 0.89 118 32 223 16#75.7
wall, S (analysis B. Although slightly different in their defi- Veto time  >50 ns 0.98 27 26 138 16#45.1
nitions, both quantities correspond to the distance a neutrabs 6, <0.8 0.95 22 24 135 14749
particle would have to travel in the liquid before it interacts. Hot spots  (see text 0.94 22 25 134 15%4.9
Events were required to satisty>175 cm in analysis A L, <11 0.98 11 23 125 144438
and S>225 cm in analysis B. Despite the fact that theseveto hits <3 0.98 3 23 117 149438

numbers appear to be quite different, they are actually rathet
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TABLE lll. Selection criteria for analysis B. For each criterion TABLE V. Evolution of the event sample for analysis B.
is listed: the value of the criterion; the efficiency of the criterion
after all other criteria have been applied; the number of eventgriterion Cut value On Off Excess Efficiency
rejected by that criteriomfter all other criteria have been applied,;
the number of beam-on, beam-off and beam-excess epébtsto Initial sample (see text 1859 26644 20.744.6 0.426
applying the criterion. The selection criteria are listed in decreasing, >0.4 343 5020 10319.1 0.360

order of their rejection power. Lo <115 168 2179 182134  0.333

Criterion ~ Cut value Efficiency N On  Off Excess Lrcer <15 158 2086 158130 0.322
Veto time >70 ns 94 1134 158610.0 0.304

S >22§ 4°m g':; 2%%9 é‘: ;227 1126;%'; s >225 cm 27 104 19652  0.145
p >0. . .

Lreei <115 090 131 34 214 19359 0% 08 25 92 18550 0.138
Vetotime >70 ns 096 36 27 126 18453

cosé, <0.8 0.95 1427 104 19752 _ ) _—300° 0.6 cosf,<1.0). The angle®, and ¢,, are
Lreer <15 098 10 26 101 1894.1

defined with respect to the coordinate system of the detector
defined at the beginning of Sec. IV. These “hot spots” are
not visible in the final sample of analysis B and therefore this
o particular cut is not applied by this latter search. This is
tor where theK 3 decay prodL_Jcesoa po§|triﬁmdlstmgwst1- explained by the fact that the selection criteria of analysis B
able from an electronand an~ (K -7~ €" vg). Thew provide a somewhat better rejection of the beam-off back-
will stop and be absorbed, while the positron is in the e”ergbround, which in turn is due to the differences in the event

range of interest. The other decay chalif(-m" e ve)  reconstruction algorithms used by the two analyses—as
cannot contribute to the final DIF sample due to a degrade@riefly discussed later in this section.

PID generated by the muon from the pion decay being vir- The quantitiesA, Fcer, LRevent Ltcs €0S6,, tyetor Nyeto
tually simultaneous with the electron, and due to space-timgnd the veto “hot spots”(analysis A and S, p, Lrcers
correlations with the positron from the subsequent muon dethci, cos6, andt,., (analysis B are used to select a final
cay. sample of events for the DIF analysis. The values of these
The electron from the,, C—e" X reaction is backward ~ selection criteria, efficiencies far,— v, events, and rejec-
peaked, opposite the direction of the incident neutrino. Dugjon power are shown in Tables Il and IIl for analyses A and
to the geometry of the detector shielding, beam-off data fag, respectively. The evolution of the data samples as the
vor the neutrino direction. Furthermore, the electron fr0m5e|ecti0n criteria are app“ed SUCCGSSiVG'y is given in Tables
one of the beam-induced backgrounds, tree—ve elastic  |v and V for the two analyses. The event selection efficien-
scattering, is also strongly peaked in the forward directioncies are defined with respect to events generated inside the
The cosine of the angle between the reconstructed event digucial volume of the detector that extends all the way to the
rection and the incident neutrino direction, @ysis used to  PMT surfaces@>0 cm). They include the DAQ efficiency
remove most of this background, by requiring 89s<0.8in  (0.820 as well as all efficiencies of the preselection of the
both analyses. DIF sample: d,q>35 cm fiducial volume(0.638, veto
The veto system is very effective at rejecting cosmic-ray-shield hit multiplicity Nyee<4 (0.976, PID (0.981) and
induced baCkgrOUndS, but there were several penetrations bhst/future Corre|ationé)_855/0_99ﬁ The reconstructed en-
the system. A penetration at the lower upstream end of thg,qy efficiency, 66 E(®9 <200 MeV versus 6@ E9"
veto system allows cables to enter the tank. For part of the-5q MeV, has been included in the fiducial volume effi-

data taking period there were several poorly performingiency above. Therefore, the overall efficiency of the initial
PMTs at the top of the veto system. These regions wergy g sample is calculated to be 0.426.

removed from the final data set of analysis A by requiring  Taple VI shows the number of beam-on. beam-off. and
that the projectecentry p:)mts of the events not lie in tt]e excess events that result from the event selections described
regions (240% ¢,,<300°,—0.2<cosf,<—0.6) and (240° gnove. There is a clear excess of events above beam-
unrelated backgrounds that is consistent withC—e™ X
reactions.

inside the detector volume. Th& can travel into the detec-

TABLE V. Evolution of the event sample for analysis A.

Criterion Cutvalue  On off Excess Efficiency TABLE VI. Event count after all selection criteria have been

Initial sample (see text 1859 26644 20%44.6 0426  applied(analyses A/B Qug is the number of protons on target in

Feer >0.7 126 1857 —3.4+x11.2 0.207  Coulombs.
L Revent <05 85 1110 7.79.2 0.187

Beam onBeam off
Lic . <11 /8 1022 62838 0.181 Year Qps (A/B) (A/B) Duty ratio ExcesgA/B)
Veto time >50 ns 64 794 8.Z8.0 0.172
Veto hits <3 64 772 10.28.0 0.165 1993 1787 1/2 17/21 0.072 —0.2+1.0/0.5+1.5
A >175 cm 26 157 1545.1 0.092 1994 5904 12/15 42/41 0.078 8&:8.5/11.8£3.9
cosé, <0.8 25 134 15.%5.0 0.090 1995 7081 10/8 55/30 0.060 6:8.2/6.2+2.8

Hot spots (see text 23 114 15.1-4.9 0.084 Total 14772 23/25 114/92 0.070 15:4.9/18.5-5.0




2504 C. ATHANASSOPOULOS¢t al. PRC 58

Average beam-unrelated backgrounds are determined bg 35 ¢
the total number of beam-off events times the beam duty$ so ¢
ratio. A better estimate of the beam-unrelated background ir = 25 F

the beam-on sample relies on further information contained ,; £ ; ;
in the beam-off event sample. The characteristic shape of th
event direction distributions in the tank coordinate system T

for v, C—e™~ X signal events are different than those for the
beam-off sample. Figure 24 shows the distributions in&;0s

and ¢,, of the event directions for the final beam-off DIF Y T YR YR YR Y

sample as compared to the same distributions as obtained fc 0086

the DIF-MC electrons. o 3 !
It is possible to introduce a small bias into the event se-g ., £

lection by using the maximum “merit” or sensitivity method ™ s E T

to select values for the selection criteria. Because the algo

rithm uses the beam-off data, it can pick points where the 2° £ e e

beam-off data has fluctuated down. Even though this shoulc  '®

be a negligible effect, the level of beam-unrelated back- 10 t . |

grounds in the beam-on sample can also be determiner 5 [

nearly independently of the number in the beam-off sample. , .. 00000 00 v c e

This is done by performing a maximum likelihood fit to ob- 0 %0 100 o200 2% 300 380

tain the number of beam-unrelated background events in the b

beam-on sample. The two-dimensional (6ps,,) distribu-
tion of the beam-on event directions is fitted to a sum of the FIG. 24. The distribution of event direction in the tank polar
shapes expected for signal events and beam-unrelated bag@eordinate system defined by (cs¢,). The solid histograms
ground events. The likelihood for the total number of beam-Show the beam-off DIF data, and the dashed histograms show the
unrelated events is weighted by the Poisson probability exdistributions for DIF-MC electronganalysis A.
pected from the predicted beam-unrelated average. The
results of this procedure are shown in Table VII along withrather similar, there is one fundamental difference in the way
the results of using the product of the duty ratio and thethe fraction of direct @renkov light is dealt with: Analysis A
number of beam-off events for each analysis. The probabilitfirst holds the @renkov fraction Ec.) fixed at the nominal
that the number of observed beam-on events is a fluctuatioelectron level and determines the event vertex and direction,
is also shown in Table VII. A systematic uncertainty of 22% after which these latter parameters are fixed Bgagl only is
in the cross section, flux, and efficiency is included in thevaried. In analysis B the €enkov fraction f) is varied
calculation, as described in Sec. VIII. along with all other event parameters, in one single minimi-
The comparison of selections A and B along with thezation step. For electron events well within the fiducial vol-
logical AND and logical OR of the two samples is shown in ume both reconstructions are in excellent agreement with
Table VIII. The number of beam-on events, backgroundeach other; however, as one approaches the PMTs, the event
events, efficiencies, and resulting oscillation probabilities argparameterg4-vertex and directionobtained by the two al-
all consistent within the statistical errors in the samplesgorithms start to differ due to the difference in the minimi-
Since the two analyses have low efficiencies, different reconzation procedure mentioned above. These differences are
struction software, and different selection criteria, the overwithin the calculated resolutions of the two reconstructions,
lap need not be large. The AND sample contains 8 beam-ohut in turn they will affect all of the selection parameters —
events, which is consistent with the 11.6 events expected bgnd in particular the most powerful oneBd.,/p, A/S, the
comparing the overlap of DIF-MC data and beam-off datatime likelihoods and the veto timing— enough to be ac-
The underlying causes that are responsible for the relativeepted by one analysis whilmarginally rejected by the
magnitude of the overlap as compared to the individuabther. The selection criteria have been determined for each
samples have been extensively studied and are well undeanalysis individually, before reaching the OR stage, and are
stood. First, although both reconstruction algorithms arenot tuned to enhance the overlap of the two samples. Second,

TABLE VII. Backgrounds and observed numbers of beam-on events. The beam-unrelated cosmic back-
grounds are calculated in two ways. The product of the beam duty ratio and the number of beam-off events
is shown first. The correponding result for the fitted number of beam-unrelated background events in the
beam-on sample is shown in parenthesis. The distinction is described in the text.

Analysis A Analysis B
Beam-unrelated background 80.7(6.2£2.0) 6.4-0.7(5.9:1.9)
Expected beam-related background 4®h9 8.5-1.7
Total expected background 12:3.1(10.7#2.2) 14.9-1.8(14.4-2.6)
Observed beam-on events 23 25

Fluctuation probability 7.810 3(1.2<10°3) 1.6x1072(1.2X10 ?)
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TABLE VIIl. Comparison of results for the A, B, AND, and OR data sets. The BUB is the beam-
unrelated background from cosmic rays.

Sample Beam on/off BUB  v-Background Osc. excess Efficiency  Osc. probability
Analysis A 23/114 8.60.7 4.5:0.9 10.5-4.9 0.084 (2.41.4)x10°3
Analysis B 25/ 92 6.£0.7 8.5:1.7 10.125.3 0.138 (1.70.9)x10°3
AND 8/ 31 2.2:0.3 3.1+0.6 2.7+29 0.055 (1.%+1.2)x1073
OR 40/175 12.30.9 9.6:1.9 18.1-6.6 0.165 (2.6:1.0)x10°3

for the remaining events in the overlap, further reduction issample. Variations in the initial beam energy and in the
caused primarily by the difference in the selection based o#1/A2 target thickness can induce significant shifts in the
the time likelihoods: analysis A relies basically on the prod-BPM timing distributions of the A1/A2 events relative to A6.
uct of the direct @renkov and overall time likelihoods, Thus, the intrinsic width of the BPM signal and the system-
whereas analysis B relies on the individuatrénkov and atic errors associated with this system are too large to allow
scintillation time likelihoods. any beam-off background rejection or separation of events

Thefinal event samplis obtained as the logical OR of the from the three targets A1, A2 and A6. Consequently, a cut
events from analysis A and analysis B. This procedure minion the BPM event timing is not used in the event selection.
mizes the sensitivity of the measurement to uncertainties in

the efficigncy .calculations and also yields a larger efficiency V1. DATA SIGNAL
than the individual analyses. The AND sample has the low-
est efficiency for DIF electron events and therefore the least A. Distributions of data

sensitivity. The OR sample has the largest efficiency and Eytensive checks have been performed on the final DIF
hence the largest sensitivity to oscillation signals. The probppg sample to study the consistency with electron events
ability that the backgrounds in the AND and OR samplesgom the veC—e~ X reaction. The distribution of ca,,
fluctuate upward to the observed beam-on numbers are 0.4fe cosine of the angle between the reconstructed electron
and 1.10°, _r(_aspectlvgly. , direction and the incident neutrino direction, is shown in Fig.
A beam position monito(BPM) was used to pick up the 55 Thjs distribution is slightly backwards peaked, as indeed
201 MHz microstructure of the beam ahead of the A1, Az'expected from thev,C—e~ X reaction, and agrees well
and A6 targets. After appropriate corrections for the neutrinQyit, that obtained f?om the DIE-MC. The distance to the
time-of-flight, the time difference between the reconstructedo T gyrfaces for the final beam-excess data set is shown in
event time and the BPM time, modulo 5 ns, yields the phasg;g »g \yhich also agrees with the DIF-MC expected distri-
of the event with respect to the accelerator RF. Intrinsig, tjon “Notice that the apparent depletion of events in the
properties of the beam-line, micropulse widRMS = 0.25 ;1 region of the fiducial volume is caused primarily by the

ns), energy loss at A1/A2 dominated by Landau fluctuationsy 50 g selections of the two analyses. Small deviations

;rlldMur_lce_:rtainFioﬁ infthe pion decTy(\)/%rtex Ii;'\f/jltéc%an inhereqt,n the original(on-line) reconstructed event vertices, in-
timing width ot approximately 0.8 ns - Uncertain- ,coq by the new reconstruction algorithms, contribute to a

ties in the event time and vertex reconstruction further CONgmaller extent to this effect. The y andz distributions for

tribute to widen the Gaussian BPM signal to about 1.0 N§}4 final beam-excess DIF sample are shown in Fig. 27 and
RMS. Indeed, this phase correlation has been observed in tréqe in very good agreement with those obtained from the

puC o X data with a signal width in agreement With piFmc simulations. The distributions of the 40 beam-on
simulations. However, the relative mean time of the A1/A2 ..« and 175 beam-off events in they) and (/,2)

targets with respect to A6 could not be determined from this‘planes are illustrated in Fig. 28. The energy distribution of
the beam-excess events is illustrated in Fig. 29, together with

Events
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N w &~ [4,] o ~
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Events

O = N W s OO N o
I

Ty ARAATIN

cos 6, c0s 8, 0 50 100 150 200 0 50 100 150 200
d (cm) d (cm)
FIG. 25. The co9, distribution, the cosine of the angle between
the reconstructed event direction and that of the incident neutrino, FIG. 26. The reconstructed vertex to PMT surface distance dis-
for (a) the beam-orisolid) and rescaled beam-afflashedl DIF data  tribution for (a) the beam-orisolid) and rescaled beam-offiashel
events andb) the beam-excess DIF data events and that expecteBIF data events an¢b) the beam-excess DIF data events and that
from the DIF-MC simulation(solid histogran expected from the DIF-MC simulatiofsolid histogram
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-100 0 100 200 events. The expectation for backgroun@®tted histogram the
y (cm) oscillation signal for large values @m? (dashed histograjmand
e5r g ® the sum of the twdsolid histogram are shown also.
o 4 F (¢ [ r
i E 44 F , . L .
3 E % trino, and then it is identified by the presence of a correlated
2 5 2 h H + + 2.2 MeV vy from the capture on free protons. Also, the small
PR L P ol e + .., Ve contamination of the beam produces a small number of
-200 0 200 -200 0 200 events with a correlategt via the inverseB-decay reaction
z {cm) z {cm)

FIG. 27. Thex, y andz distributions for(a)—(c) the beam-on

(solid) and rescaled beam-offlashed DIF data events antd)—(f)

vePp—e' n. The correlatedy identification relies on th&,,
parameter mentioned earlier in the text, which in turn relies
on thevy tank hit multiplicity, time and distance distributions
with respect to the primary event. The reconstruction algo-

the beam-excess DIF data events and those expected from then s ysed in the current analysis provide a better position

DIF-MC simulation(solid histgramys

the energy distribution of the beam-induced background ana
that expected from a positive,— v, oscillation signal for

large values ofAm?.

B. Associated photons from neutron capture

resolution not only for the primary events, but also for the
s shown in Fig. 30. Using the sharper distance distribution
etween they and the primary events in the calculation of
R, provides much better discrimination between correlated
and accidentaly.

The distributions for the number of photons wih>1
are illustrated in Fig. 31 for the final DIF beam-on, beam-off

The v, C—e~ X reaction is not normally expected to pro- and beam-excess samples of analysis B. This particular value

duce free neutrons at these energies. Only rafabproxi-

of the R, cut accepts over 95% of the correlated photons,

mately 10% is a neutron knocked out by the incident neu- while at the same time rejecting approximately 95% of the
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accidental ones. The beam-induced excess yields a fraction
of events with “correlated” photonsR,>1) that is consis-
tent with that measured in the, C— u~ X channel, as re-
ported in[16].

C. The transition to the *2Ng

The transitionv,C—e~ 12Ng_s_, which is expected to oc-
cur roughly 5% of the time, is a useful signature in the search
for v,— v, oscillations. It is nearly free of cosmic-ray back-
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FIG. 30. Photon to primary reconstructed distance for the old

FIG. 28. Spatial distributions of the electron events of the final(dashed histograjand new reconstruction algorithnisolid histo-

DIF sample in thex—y andy—z planes for(a) and (c) the 40

gram for correlated photons. The average distance is decreased

beam-on events an@) and (d) the 175 beam-off events, respec- from 76 cm to 54 cm. The superimposed fit is fddr)

tively. The dotted contours outline tlie>35 cm fiducial volume.

=C drexp[—dr?%(20?)].
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21 F 24 events which is consistent with the expected 0.3—1.0 events,
g1 F @ (g% F ) depending on the values of the oscillation parameters, as
:: i Zz 3 obtained from the inclusive analysis.
10 F o
s | 20 F VIl. BEAM-RELATED BACKGROUNDS
F 15 F
i g 0 F This section discusses the beam-related backgrounds
2 F 5 F _'_| (BRB) induced by neutrino interactions, which are not ac-
o Bt B 0 B [ B .
o 1 2 3 1 s o 1 2 3 1 s counted for by the beam-off subtraction. Each of the back-
Number of photors with R, > 1 Number of photons with R, > 1 grounds depends upon neutrino fluxes and cross sections that
@ 20 [ are energy dependent. The proper variation of efficiency with
E’ 175 F {© energy in analyses A and B is used in Secs. V and VIIl. In
15 this section a generic, energy independent efficiency for elec-
125 tron events of 10% is assumed for the sake of clarity, a
10 | number close to the actual average values for the two analy-

ses. The effects of systematic uncertainties on the BRB are

crucial to the analyses. The major effects are discussed ex-

S G tensively in Sec. VIIl.

o 05 1 15 2 25 3 85 4 45 5 There are four significant neutrino backgrounds in the
Number of photons with R, > 1 v,— v DIF oscillation search considered here. These back-

grounds argu " —e" ver, and 7" —e" v, DIF followed by

FIG. 31. Distribution of the number of photons wii,>1 in v.C—e~X scattering;m* — u* v, DIF followed by v, e
the final DIF sample for théa) beam-on,(b) beam-off and(c)  _© o ojastic scattering; ang* _’)‘M+VM DIF followed T)y

- i m .
beam-excess eventanalysis B. v,C—v,Cm® coherent scattering. Backgrounds framC

— u~ X reactions are negligible. Muons that stop in the tank
ground due to the detection of the space-time correlated pogither decay or capture on carbon nuclei. The correlations in
itron from the N, ¢ B-decay[25]. It is noteworthy that the  time and position between the muon and the secondary event
ground state off?N has been extensively studied ip,() removes them. In the rare case that the second event is
reactions[26], as well as its analogt®C (15.11 MeV}, in  missed, the lone muon fails the electron identification, and
(e,e’) and (p,p’) reactions. The transition is well known the event is almost always below the 60 MeV electron
and can be characterized successfully. The positron has aguivalent energy limit. In the case af decay in flight, the
end-point energy of 17.3 MeV and a decay time constant ofong lifetime of the muon and the electron identification re-
15.9 ms. The positron selection criteria &i¢ 0.052 ms  quirements reduce this background to a negligible level.
<At<45 ms; (i) reconstructed distance to the primary Neutron background from the A6 target is also negligible, as
electron<<100 cm; (iii) tank hit multiplicity >75 (in order  briefly discussed below.
to be above the accidental ray backgrouny (iv) positron The LSND apparatus is able to identify neutrons with
energy<18 MeV; (v) veto shield hit multiplicity<<4. Us-  high accuracy, based both on PID and the subsequent 2.2
ing the same selection criteria for the primary electron asvleV correlatedy. A search for neutron beam-excess events
described above, and in addition imposing the positrorin the electron-equivalent DIF energy ran@®—-200 MeVf
space-time correlations, 2 beam-on events and 1 beam-dffas been performed and found no evidence for such an ex-
event are observed. However, one of the two beam-on eventgss. For the 1993-1995 data taking period discussed here,
has three correlate¢y and is thus not consistent with the one finds 3260 beam-on and 49 122 beam-off events consis-
ground state hypothesis. Eliminating this event from thetent with the neutron signature, which corresponds to a
sample, one obtains a beam-induced excess of- 0.0 beam-excess of 31.0+59.0 events. This enables us to set a

TABLE IX. The background estimates for the,— v, oscillation search are shown forda>0 detector
fiducial volume, 9.X 107 protons on target, and for reconstructed energies between 60 MeV and 200 MeV.
The number of events for 100%,— v, transmutation is shown also. These numbers are illustrative for an
electron selection efficiency of 0.10, independent of energy. The actual efficiencies in analyses A and B are
slightly different and energy dependent.

Process Flux (c?/POT)  (0),(10 %0 cn?) Eff. Number of events
veC—e~ X(uDIF) 3.8x10 4 28.3 0.10 3.8
veC—e~ X(wDIF) 8.3x10 15 79.2 0.10 1.6
v,C—v,Cm® 6.5x10 1! 1.6 0.06 0.3
v,e—v,e 6.5x10 1! 0.00136 0.005 0.1

Total background 5.8

100% v, — v, transmutation 4470
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TABLE X. Measurement and theoretical predictions of the flux «— 200 ¢

)

averaged cross section for the inclusiveC— e~ X reaction(DAR 05 180 b coex
v, flux). The cross section in Reff28] corresponds to the Skyrme vg :ig :
forces SllI andvpl,p2=0.65, which gives the best agreement with § 20 F
the experimental values for both,C—e™ *Nyg and »,C g 100 [
—e~ N* transitions. g 8 £

5 60 F
Experiment Flux averaged cross section Zg 3 e

El o Lo b b b by e Ly

LSND [12] (14.8+ 0.7+ 1.4)X 10 *? cn? O S TTE e o m a
KARMEN [13] (14.4+0.7+1.2)x 1042 cn? v, energy (MeV)
E225[14] (14.1+2.3)xX 10" *? cn?
Theory FIG. 32. Inclusiver,C—e~ X cross section versus neutrino
Kolbe et al.[10] 15.6X 107 %2 cm? energy calculated in the CRPA modsblid) and the effective-mass
Auerbachet al. [28] 16.5x107%2 cn? Fermi gas mode{dashed,
Singhet al.[29] (15.521.1)xX 10~ * cn?

cally. The reaction is identified by the electron direction be-
ing nearly parallel to the incident neutrino direction. The
stringent limit on the beam-induced neutron background ofraction of electrons within the event selection region of
<2.0% (at 95% confidence levebf the rescaledbeam-off  cos6,<0.8 is 0.05. The background contribution frome
background. Notice that this procedure includes neutrons, v,e elastic scattering is estimated to be 0.1 events.

that producer® and photons. Therefore, even in the unlikely  Table IX shows the background estimates, where the total
case that all of the beam-off events in the final DIF OR-packground is calculated to be 5:8.0 events. The number

sample are cosmic-ray induced neutrons, the beam-induces} events expected for 100%,— v, transmutation is 4470
neutrons cannot exceed 0.25 events. Furthermore, the everigents.

in the final DIF OR-sample satisfy very strict PID require-
ments that strongly discriminate against neutrons, and have
only a small fraction of correlateg, in agreement with the VIl INTERPRETATION OF THE DATA

expectations. o This section describes the interpretation of the observed
The significant backgrounds are summarized in Table IXeyent excess in terms of the theoretically expected processes
for reconstructed event energies between 60 MeV and 20Qnq 4 neutrino oscillation model. The oscillation model em-
MeV. The volume used for normalization throughout this ployed here assumes two-generation mixing, as discussed in
section is thed>0 fiducial volume, as described earlier, sec. |. The confidence regions in the &RAM?) parameter
which contains the equivalent of 5:L0°° CH, molecules pjane are calculated in this context. The effects of systematic
(or 4.3x10** electrong. For the combined 1993, 1994, and errors are critical to the interpretation, and are described
1995 running periods there were %207 protons on target pext.
(POT).
The largest background is due tQ that come fromu™*
DIF in the beam stop, followed by.C— e~ X scattering in
the detector. This cross section is calculated in the CRPA The systematic uncertainties in this measurement arise
model [10], as already mentioned. This results in a back-from several sources. The dominant uncertainty comes from
ground of 3.8 events for the assumed efficiency. The nexthe knowledge of the underlying neutrino cross sections and
largest is background is due to" —e™ v, DIF in the beam the neutrino flux through the detector. The electron selection
stop, followed byr,C—e™ X scattering in the detector. The efficiency calculation also introduces some uncertainty.
estimated background contribution is 1.9 events. The system- The oscillation search relies on the knowledge of the
atic error on this contribution is discussed in Sec. VIIl. Thev,C—e~ X cross section in the 60—-200 MeV electron en-
previous two background catagories are produced by thergy range. The inclusive reaction has been calculated in the
same reaction as the DIF oscillation signal and are nearlCRPA model[10,11] and has been measurgti2—14 by
impossible to distinguish from them on an event-by-evenusing thev, flux from x* DAR. This flux is in turn mea-
basis. sured by the well understood ground stateC—e™ N5
Another background is coherent® production via the inverseB-decay reaction. Both the ground state and the in-
reactionv,C—v,Ca°. This cross section has been calcu- clusive v, C reaction measurements agree well with the the-
lated in Ref[27]. Energetic electrons can be produced by theoretical predictions, which indicates that both the flux and
photons from ther® decay, which convert in the tank liquid the cross section are predicted well. The current experimen-
and fake an electron. The fraction @ that satisfy all se- tal results and theoretical predictions for the flux-averaged
lection criteria and are misidentified as electrons is 0.6. Thénclusive v, C—e~ X cross sectiofDAR v, flux) are sum-
estimated background contribution from cohererit pro-  marized in Table X. In addition to the CRPA calculation,
duction is 0.3 events. Note that the noncoherehtproduc-  two more recent results have also been incly@3j29. The
tion is negligible at these energies. theoretical cross section for the DIF energy region is shown
The last background considerediige— v e elastic scat- in Fig. 32, as calculated in the CRPA modlL]. Superim-
tering on the 4.% 10*! electrons in thel>0 fiducial volume. posed, we also show the calculated cross section in the
This purely leptonic cross section is well known theoreti- effective-masgM *) approximation of the Fermi gas model

A. Systematic uncertainties
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(FGM) [30]. The FGM of the nucleus yields a strict upper above the background from the, contamination in the
bound for the inclusive cross section for a one-body isovecbeam. This background flux is produced by the same DIF
tor process such ag, C—e~ X, as we briefly discuss in the beam that produces the, beam. The parent particle is
following: First, this process treats all+Z nucleons as on dominantly either thew™ or the 7. The total number of
shell and fully participating in the scattering process. Shorbeam-excess eventNycs, is in average given by

range correlationghard N—N collisiong take a fraction
(~0.9) of the nucleons far off shell and hence they are
not readily available to the quasielastic process such as
veh—e p at the energy and momentum transfers in this
experiment. Next and most important, the particle-hole inter-
action in thep+(N,Z—1) final state is always repulsive and wheree is the event selection efficiency, is the v, C cross
hence forE,,<1 GeV, leads to a reduction of the cross sec—section,CIDVM,Ve are thev,, /v, fluxes, andPVF,,e is thev,
tion below the FGM prediction. Therefore the CRPA, which _, ,,_ oscillation probability. The oscillation signal is propor-

includes this final state interactioajways predicts a cross tjonal to the same producto®, , as the neutrino back-
section smaller than the FGM. The systematic error associ: : : : K
ated with the CRPA cross section is t)f:lken to be 10%, base%lr_ound’ sinceb ve 1S propo_rtlonal tod Yu' The effe.ct offow-
upon the estimated theoretical uncertaintj@d] and the €rng the producteo®, is to reduce the predicted BRB,
agreement between the measured data and the theoret- i.e., the background from neutrino interactions from the
ical CRPA prediction in the DAR energy rang@here the contamination in the beam. This raises the observed oscilla-
CRPA calculated value appears to be approximately 109§0n signal. The effect of the produeir®,, on the oscilla-
higher than the LSND and KARMEN data tion signal can be seen more clearly if one extracts the os-

The DAR v, flux endpoint is at 52.8 MeV, below the cillation probabilityP, ., from Eq.(17) above:
region of interest for the DIF oscillation search. The DIF rooe
neutrino flux comes from pions that decay in flight rather
than from stopped:™. The v,, C ground state and inclusive q)
measurements of LSNIPL6] provide a check on the DIF P _ Nxcs e Nxcs — const (18)

12 T v v .

flux. Thev, C— u~ “*Ng s ground state cross section is also u— Ve sa'(I)V# CDV# embyﬂ
well understood and is nearly independent of energy above
its 123 MeV threshold. Thus, LSND measures the integral of
the v, flux above threshold. The agreement between the pregpy py raising the productso®, is the oscillation signal
dicted flux and the measured flux gives a constraint on th%ecreased H

flux above threshold with an error of 15%. The C inclu- . . . .

) . . In accordance with the above discussion, an asymmetric
sive reaction cross section has a much stronger energy dgror ineoc®, is used in the confidence region calculations
pendence than the ground state reaction. LSND measured i _ o 9 .
this cross sectiori16] with high statistics and obtained a ©f the next subsection. An uncertainty in the®, +22%
value that is approximately 45% lower than the theoreticallyis used to the positive side, according to the systematic un-

predicted valug[11]. The calculatedflux X cross section certainties. An uncertainty to the negative sidem®, of

does not agree with the measured data in this case. These45% is used. It assumes that thgC cross section fs be-

neutrinos are in an energy range that overlaps with the DIfow the theoretical prediction by the same factor as observed
v, — Ve €nergy range and represent the samélux that the  for v,C.
DIF oscillation search uses. It is possible that the
flux X cross sectiorfor the v,C—e~ X reaction also fol-
lows this trend and is lower than what we have assumed. The
consequences of this are discussed below. In order to determine the significance of the observed sig-
The next important systematic error is the extrapolation ofhal in terms of potential neutrino oscillation effects, a confi-
the electron identification efficiencies to energies above thelence level calculation is made in the context of a two-
Michel endpoint of 52.8 MeV. A GEANT 3.15-based Monte generation neutrino mixing model, as discussed in the
Carlo calculation is used for this purpose, as described ifntroduction. The oscillation probability is a function of the
Sec. Il. The MC generated events were checked againsteutrino energy and the distance to the neutrino source. In
Michel data taken during the 1994—1995 run periods. Theéhe present case the distance to the source is ambiguous be-
electron ID efficiencies are determined in the MC Michel cause of the presence of multiple beam targets, Al, A2, and
electron sample and in the data Michel electron sample. ThA6. Therefore, the energy distribution alone is used to deter-
differences observed in these two samples result in a 15%hine the confidence levels in the (4®,An¥) parameter
uncertainty in the selection efficiency. When the Michel MC space.
sample is compared to the DIF-MC sample a lower differ- The data are binned into four equal energy bins between
ence of 12% is expected due to slightly narrower distribu60 MeV and 200 MeV. In each bin the DIF-MC data are
tions in the DIF-MC sample. Therefore, the total systematiaused to calculate the expected number of oscillation events,
error is estimated to be 22%. tose» and BRB eventsugrg, at each (sif26,An?) point.
The effect of the systematic uncertainties on the oscilla-This number is added to the expected beam-unrelated back-
tion search can be explained as follows. The DIF oscillatiorground(BUB), ugug, to determine the total expected num-
search looks for an excess signal in theC—e™ X process ber of events in each of the four energy bins:

NXCSZS 0.(q)VNPVM*>Ve+(bVe)1 (17)

B. Confidence regions
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FIG. 33. The 95% confidence region for the
DIF v,— v, along with the favored regions for
the LSND DAR measurement for,— v, (dotted
contours. The dashed contour represents the
95% DIF confidence region for a symmetrical
+19% systematic error, assuming the,C
—e~ X CRPA cross section with no errors.

10
L 1 1 I | 1 1 IS ] | 1 ] | 'L ‘ 1 | I I I
107 10° 10? 107 1
sin®20
A(Sirt260,Am2) = 11 Sirf26,Am?) + fare+ Leus - energy range behavesmilarly to that of thev,, C process.

(19 The conclusions of the papdp not changef a less conser-
vative error of—22% on the negative side is used. Further-
From the expected numbers, a four-dimensional Poissomore, assuming perfect knowledge of theC—e™ X cross
probablhty dens|typ([{]”lz) (one dimension for each blm)f SeCtion(aS calculated in the CRPA mod,ethe overall Sys-
all possible results for this experiment is determined. Antematic error is decreased to 19%, which yields the dashed
integration over all points in this space with a probability contours shown superimposed in Fig. 33.
density greater than or equal to the measured data point

value,
IX. CONCLUSIONS

P(N; 2)=P(Neas 1), (20) This paper reports a search fogC—e~ X interactions
for electron energies 60E,<200 MeV. Table IX lists the
expected contributions from conventional sources. This
search is motivated by a high sensitivity to neutrino oscilla-
tions of the typev,,— v¢, due to the small contribution from
- - conventional processes to theg flux in this energy regime.
E - PN 1) Two independent analyses observe a number of beam-on
PN; #)=P(Nmeas 1) events significantly above the expected number from the sum
of conventional beam-related processes and cosmic-ray
where N=(i,j.k,!), i,j.kl=0,...2. (21) (beam-ofj events. The probability that the 12(54.9 esti-
mated background events fluctuate into @%) observed
This calculation determines confidence regions, or contoursvents is 7.& 102 (1.6x10 ?). The excess events are
of equal probability, in the (sf26,An?) space. As discussed consistent withw,— v, oscillations with an oscillation prob-
above in subsection A, the calculation is made for two ex-ability of (2.6+1.0==0.5)x 10 3. A fit to the event distribu-
treme cases of the produetr®, . The contours that result tions, assuming neutrino oscillations as the sourcevof
from the logical OR of these extremes are shown in Fig. 33Yields the allowed region in the ($29,Anv) parameter
The calculation shows that the DIF result of this paper isSPace shown in Fig. 33. This allowed region is consistent
consistent with the previous LSND DAR res{f] in terms ~ With the allowed region from the DAR search reported ear-
of the two-generation oscillation parameters. lier. This v,,— v, DIF oscillation search has comﬂetely_dif—
This calculation assumes theorst case scenarior the  ferent backgrounds and systematic errors from ithe- v,
cross section error on the negative sidel5%, i.e., that the DAR oscillation search and provides additional evidence that
measured-to-calculated, C cross section ratio in the DIF both effects are due to neutrino oscillations.

gives a probability for the (sfi26,An?) point:
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