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Proton-proton analyzing power and spin correlation measurements between 250
and 450 MeV at 7°<uc.m.<90° with an internal target in a storage ring
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We have measured thepp spin correlation coefficientsAxx , Ayy , Axz and the analyzing powerAy at 250.0,
280.0, 294.4, 310.0, 350.0, 399.1, and 448.9 MeV over the laboratory angular range 3.5° – 43.5° (uc.m.

57° – 90°). The statistical accuracy is approximately60.006 forAy and 60.02 for Amn per 1° angle bin,
while the corresponding scale factor uncertainties are 1.3 and 2.5 %, respectively. The experiment makes use
of a polarized hydrogen gas target internal to a proton storage ring~IUCF Cooler! and a circulating beam of
polarized protons. The method of calibration relative topp spin correlation coefficients and analyzing power at
197.4 MeV, the injection energy, involves up and down ramping of the energy of the polarized beam. The data
are compared to recentpp partial waves analyses andNN potential models, emphasizing in particular the
energy dependence in the region of the pion production threshold.@S0556-2813~98!01510-6#

PACS number~s!: 13.88.1e, 24.70.1s, 13.75.Cs, 25.40.Cm
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I. INTRODUCTION

We reported the first use of an internal polarized hyd
gen gas target in a proton storage ring to measureAxx , Ayy ,
Axz , and Ay at 197.8 MeV between 4.5°<u lab<17.5° in
Ref. @1#. Subsequently, we upgraded the detector system
allow measurements over the full angular range 3.5°<u lab
<43.5° @2#. The present paper describes the measureme
complete angular distributions of the spin correlation coe
cientsAxx , Ayy , Axz and the analyzing powerAy at 250.0,
280.0, 294.4, 310.0, 350.0, 399.1, and 448.9 MeV. In th
measurements, beam was stored at 197.4 MeV, then acc
ated to the energy of interest. Data were accumulated atboth
energies, in order to be able to relate the polarization c
bration at the higher energy to the known calibration at 19
MeV. The analysis of the data at the injection energy
gether with a detailed description of the experimental ap
ratus as well as the method of data acquisition and ana
are presented in Ref.@2#. The emphasis of the present pap
is on the energy dependence ofpp scattering in the vicinity
of the pion production threshold. It also deals with tho
aspects of experimental technique and data analysis w
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explicitly depend on energy. The present experiment p
vides data with high statistical accuracy and small system
errors as a test of potential models and as input to phase
analyses. The data were accumulated during two weeks s
rated into two running periods. This measurement also p
vides a polarization standard for protons from 200 to 4
MeV. This standard is presently used in a series of exp
ments in pion production with polarized beam and polariz
hydrogen target@3#.

An overview of the experimental apparatus and data
quisition and processing will be given in Secs. II–VI. Sy
tematic uncertainties are discussed in Sec. V. The calibra
export to the higher energies is described in Sec. VI. T
resulting calibration standard is discussed in Sec. VII. In S
VIII the spin correlation parameters are compared to theo
followed by summary and outlook in Sec. IX.

II. EXPERIMENTAL ARRANGEMENT

A. Overview over the polarized internal target experiment
„PINTEX … apparatus

The experiment is mounted in theA region of the Indiana
Cooler. In this location the dispersion almost vanishes a
the horizontal and vertical betatron functions are small@4#,
allowing the use of a narrow target cell. The target se
consists of an atomic beam source@1,5# which injects polar-
ized hydrogen atoms into a storage cell with thin teflon wa
@1,2#. Elastically scattered protons are detected in coin
dence by a detector system consisting of scintillators, w
chambers, and silicon recoil detectors.
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1898 PRC 58B. v. PRZEWOSKIet al.
B. Detector system

The detector setup is shown in Fig. 1. Only the gene
features are described here, for a more detailed descrip
see Ref.@2#.

Scattered protons in the angular range 3°<u lab<35°
were detected as coincidences between the forward,
mentedE detector (E) or the segmentedK detector (K) and
one of the eight position sensitive, 1 mm thick silicon st
detectors R1-8 mounted alongside the target cell. The sili
detectors stop recoil protons up to;12 MeV. At 450 MeV
incident energy the recoil energy is as high as;50 MeV.
Use of the thickest commercially available, fully deplet
silicon detectors made it possible to still separate the re
proton signals from detector noise.

C. Event type definition

Different combinations of the elements of the detec
setup were used to definepp scattering events. We distin
guish the following event types.

Type I a: Coincidences between the forwardE or K de-
tector and one of the eight position-sensitive silicon detec
R1-8. Forward scattered protons in the angular range
<u lab<35° passed through at least one of the two w
chambers (XY or UV). Between angles 5°<u lab<8° for-
ward scattered protons passed only through the UV cham

Type I b: Events, for which the forward going proton
scattered at anglesu lab<5°, have no wire chamber informa
tion. These events are coincidences between the forwaE
detector and one of the eight position-sensitive silicon de
tors R1-8. The forward going proton passes through the c
tral hole ofbothwire chambersand theK scintillator before
it is detected by theE scintillator further downstream. Th
scattering angle for these events is calculated from the c
brated energy of the recoiling proton which is stopped in o
of the silicon detectors. The forward scattering angle up
which the recoil is stopped in the silicon detector is ene
dependent. At 200 MeV it is 13° and at 450 MeV it is 8°
the laboratory.

Type II: Scattered protons in the angular range 3
<u lab<60° were detected as coincidences between two
posite elements of the S1-S4 scintillators. The hit position
the face of the detectors is determined from a position m
surement by theXY wire chamber.

FIG. 1. Perspective view of the experimental setup. The co
ponents are described in the text.
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Note, that for a limited angular range both event types
and II are possible. Similarly, there exists an angular ra
where the events can be analyzed either as type I a ortype I
b. These so-called ‘‘overlap regions’’ provide internal co
sistency checks for the data analysis.

D. Target

The target cell has a 10 mm310 mm square cross sectio
and a length of 25.4 cm. Polarized atoms are injected into
center of the teflon-walled cell. The target thickness is
31013 H/cm2.

The target cell is centered within an array of Helmho
coils which provide horizontal, vertical, and longitudin
holding fields of about 0.3 mT for alignment of the targ
polarization @1,2#. The guide fields were kept at the sam
values for all energies. A more detailed account of the tar
characteristics and performance can be found in@1,2#.

III. DATA ACQUISITION AND PROCESSING

A. Cooler cycle and spin handling

The beam from the cyclotron was injected into the Coo
at 197.4 MeV. The fill time was typically three minutes. Th
injection energy was chosen to be above the intrinsic de
larizing resonance near 180 MeV. Injection rates were on
order of 50mA/min. After injection, data were taken at 197.
MeV for 48 s. This data taking period will be referred to
PRE. Then the beam was accelerated to an energy betw
250 and 450 MeV where data were taken for 240 s. T
period will be referred to as HE. At the end of the HE perio
the beam was decelerated to 197.4 MeV where data w
taken once more for 72 s. This period will be referred to
POST. At the end of this data acquisition cycle the polari
tion of the stored beam was reversed using a so-called
flipper @6,7#. Next, the beam polarization at the polarized i
source was reversed and additional beam was injected to
to the beam remaining in the ring. In this manner, the sign
the beam polarization was alternating from cycle to cy
and we were able to keep the remaining beam at the end
the cycle. Thus, beam was accumulated over subseq
cycles and reached currents as high as 0.5 mA.

FIG. 2. Horizontal misalignment of the beam relative to the w
chambers as a function of beam energy.
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PRC 58 1899PROTON-PROTON ANALYZING POWER AND SPIN . . .
The target spin was changed every 2 s, cycling throu
the sequence left, right, down, up, along, and opposite to
beam axis. This 12 s subcycle was repeated throughou
data taking phases.

B. Detector geometry with respect to the beam

The approximate wire chamber positions were surve
optically prior to the experiment. Because the directions
the two coincident protons are constrained by kinematics,
exact detector positions, relative to the beam, could be
tracted from the data, to correct the surveyed positions.

Retuning the ring after an energy change can result
slightly altered beam position at the target. Thus, some of
corrections to the geometry are energy dependent. As an
ample, the software offset necessary to correct for the al
ment of theX wire chamber with respect to the beam
shown in Fig. 2. Changes in beam energy are indica
Similar software offsets were determined for the three ot
wire chamber planes and the radial distances of the sili
detectors. A detailed description of the determination
these software offsets can be found in@2#.

C. Identification of pp events „kinematic fitting …

Events with the forward proton at angles larger than 5°
the laboratory were evaluated by performing, for eve
event, a minimumx2 fit constrained by elastic scatterin
kinematics. Input to the fitting routine were wire chamb
and silicon position information. This fitting procedure ma
no use of the pulse height information of the silicon or sc
tillator detectors~see@2#!.

For event type I b the scattering angle had to be det
mined from the calibrated pulse height@2# of the stopped
recoil protons. In the angular range where the scatte
angle could be determined from either the silicon pu
height or the wire chamber information, agreement with
0.06° was found at all energies. For event type II the ki
matic fitting procedure tested events against the ene
dependent opening angleand coplanarity, since wire cham
ber information was available for both prongs.

D. Software cuts

1. Energy-independent cuts

For a given event the quality of agreement withpp elastic
scattering kinematics is reflected in thex2 value of the fit. To
compare events with different degrees of freedom, a fi
value of the integral over the tail of the probability dens
function P(x2,n) ~i.e., a fixed ‘‘confidence level’’! was
used. Events of type I a and type II were accepted if th
calculated statistical probabilityP(x2,n)<0.8. See also Sec
V B 3 for details on this particular choice of cutoff.

The azimuthal detector acceptance was limited in s
ware to four intervals, centered atf i5(645°,6135°) in-
cluding af range of618.5°. This limit is within the physi-
cal acceptance of the silicon detectors.

2. Energy-dependent cuts

For type I a events the correlation between energy los
the recoil detector and the forward scattering angle was u
to place an additional constraint on the data. Tw
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dimensional, energy-dependent software gates were use
identify the locus@2#. The cut on the probability that an
event obeyed elastic scattering kinematics was chosen t
the most restrictive. Consequently, a relatively wide softw
gate was chosen to identify the locus in theu forward vs Trecoil
spectrum@2#.

IV. PROCESSING OF YIELDS

A. Diagonal scaling

The method of diagonal scaling@8# has been applied to
analyze the data. The steps of this analysis are as follow

We measure yields in fourf intervals centered atf i
where (i 51 . . . 4). The orientation of the target polarizatio
Q is either horizontal, vertical, or longitudinal. The bea
polarization P is always vertical. For each orientatio
(x,y,z) of the target polarization, data in four polarizatio
states of beam and target were taken~11,12,21,22!
where the two signs correspond to the sign of the beam
the target polarization, respectively. Let (k51 . . . 4) be the
index of the four polarization states.

With Ay andAmn being functions of the scattering ang
u, a set of 16 yields is obtained for each interval of t
scattering angleDu and for each of the three possible targ
orientations. For eachDu the measured yields can be writte
as

Yik5e i•~s ik!•lk , ~4.1!

wheree i is the detector efficiency for each quadrant,lk is
the accumulated luminosity in each polarization state, a
s ik is the spin-dependent cross section.

Since the sums of rows and columns of the mat
of interest s ik are constrained, ‘‘diagonal scaling’’ ca
be employed to find diagonal matrices (e i)

21 and (lk)
21

such thats ik5(e1)21Yik(lk)
21 is a matrix with the known

constraints. After ‘‘scaling,’’ the matrixs ik can be used
to determine the experimental quantitiesPy•Ay , Qx•Ay ,
Qy•Ay , Py•(Qx1Qy)•Axx , Py•(Qx1Qy)•Ayy , and
Py•(Qx1Qy)•Axz . In the following, we will refer to these
products of polarization3 observable as PQR numbers.

B. Determination of Ay , Axx , Ayy and Axz

The analyzing power and spin correlation coefficients
well as beam and target polarizations can be determi
from the PQR numbers. The yields in the overlap region
event types I a and II (30° – 35° in the laboratory! were
added prior to diagonal scaling. Between 5° and 7° in
laboratory, where the scattering angle could be determi
independently from either the wire chambers or the rec
energy, we chose to calculate the arithmetic mean of
analyzing power and spin correlation coefficients obtain
from analyzing the events either as type I a or type I b. We
retained the larger of the two errors after averaging. T
procedure to normalize to both analyzing power and s
correlation coefficients of our earlier experiment@1# is de-
scribed in Sec. VI.

Aside from the observables of interest and the ‘‘wante
polarization components, the procedure of diagonal sca
also determines the so-called ‘‘unwanted’’ polarization co
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1900 PRC 58B. v. PRZEWOSKIet al.
ponents. Unwanted components are the small componen
the beam polarization other than vertical, and of the tar
polarization other than along the direction of the active ho
ing field. Some of the unwanted polarization components
nonflipping, which means that their sign is not reversed up
reversal of either beam or target polarization. These non
ping components allow for a change in magnitude of
polarization after reversal, and are taken into account to
order in the analysis. Information about the relative size
the unwanted components can be found in@2#.

C. Corrections

The final data are evaluated in 1° wide angular binsDu. A
correction of at most 0.005 was applied to obtain the value
the observables at the bin center.

Deviations from the ideal azimuthal acceptance were
termined from the measured spin-averagedf distribution of
the processed events. Shifts of thef centroids away from the
ideal values of645° and6135°, assumed in diagonal sca
ing, resulted in a correction of theAmn by at most 0.01. A
detailed account of the procedure to center theu angle bin as
well as the correction for nonuniformf acceptance can b
found in @2#.

V. SYSTEMATIC UNCERTAINTIES

Here, we discuss various systematic uncertainties. A s
mary is given in Table I.

A. Background

Background from the walls of the storage cell is a co
cern, since the material of the cell walls is many orders
magnitude thicker than the gas inside the cell. A detai
description of the procedure to determine the backgro
contribution can be found in@2#.

The admixture of background, which passed the ki
matic constraints imposed to filter out the events of inter
was inferred from measurements made with a N2 target. In
that case, the kinematic correlations which are character
for pp elastic scattering, disappear. The assumption is

TABLE I. Upper limits of corrections and systematic uncerta
ties for all energies and angles.

Corrections and
systematic uncertainties magnitude

corrections:
u-bin centroid <0.005
f-centroid shift <0.01
systematic uncertainties:
background <1/3 of the statistical error
u vs energy correlation <1/3 of the statistical error

cut onP(x2,n) <1/4
of the statistical error,

type I a

<1/2
of the statistical error,

type II
deadtime <1/5 of the statistical error
software offsets <1/20 of the statistical error
u calibration 60.06°
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for the purpose of a background measurement details of
nuclear structure become unimportant and N2 behaves simi-
lar to C and F~the components of teflon!.

The background is ‘‘energy dependent’’ because it d
pends on the machine tune, which determines the overla
the beam halo with the cell walls. For this reason it is n
surprising that the background reflects changes in transv
beam position as they are shown in Fig. 2. As mention
earlier, the data were taken during two running periods,
first of which was entirely devoted to 450 MeV. Data at t
other energies were taken during the second running per
The machine setup during the first running period was
ticeably different from the one during the second runni
period.

With the cuts used for the final replay the background
200 MeV was always;0.5% for event type I a and;0.2%
for event type II. The background at 280 MeV was;1.1%
for event type I a and;0.6% for event type II. At the othe
energies of this particular running period the backgrou
contribution was less. The smallest background was foun
350 MeV with ;0.8% for event type I a and;0.3% for
event type II.

At 450 MeV the background for event type I a was
;3.2% and;0.7% for event type II. For event type I b,
background fraction of;3.5% for the two smallest angle
bins was found at 450 MeV. Note that this number is simi
to the number obtained for the events with wire cham
information at the same energy. In addition, no system
differences were found between the analyses using eithe

FIG. 3. Most probable choice of beam and target polarizat
P* andQ* at 350 MeV~dot!. The lines indicate bands correspon
ing to one standard deviation ofP, Q, (PQ), and (P/Q). The
dashed line indicates the error ofP* andQ* ~70% confidence level
contour!.

TABLE II. Statistical relative uncertainty of the overall norma
ization of the analyzing powerAy at the different bombarding en
ergies. At 197 MeV the uncertainty arises from the comparison
the reference data@1#. At the higher energies it also includes th
uncertainty incurred in the calibration export. The normalizati
uncertainty of the spin correlation coefficientsAmn is twice the
values listed.

T8 ~MeV! 197 250 280 294 310 350 400 450
dk/k ~%! 0.31 1.08 0.89 1.17 1.01 1.03 0.86 1.0
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FIG. 4. Analyzing power and spin correlation coefficients as function of energy and angle. The curves are the SM97 phase shift

FIG. 5. All previously existing data between 175 MeV and 475 MeV from theSAID data base. The axes are the same as in Fig. 4.
references from theSAID data base are listed in Ref.@25# The curves are the SM97 phase shift analysis.
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1902 PRC 58B. v. PRZEWOSKIet al.
recoil energy or the wire chamber information for ang
where the recoiling proton was stopped in the silicon det
tor.

The uncertainty of the background contribution
60.05% for event types I a,b and60.02% for event type II.
The upper limit of the effect of the background admixture
Ay andAmn was less than 1/3 of an error bar at all energi

B. Sensitivity to software cuts

In order to quantify the effect of software cuts onAy and
Amn we varied the cuts individually and calculated the as
ciated change inAy andAmn . The sensitivity to the cuts wa
investigated as a function of angle.

1. Wire chamber multiplicities

The final data sample consists of events with a range
allowed wire chamber multiplicities. Ideally, a track has e
actly one hit per wire chamber plane. The data sample
subdivided into two sets, one consisting only of events w
ideal wire chamber multiplicities and the other consisting
events with all other allowed wire chamber multiplicitie
For the latter, all possible wire combinations were tried a

FIG. 6. Analyzing power maximum at 350 MeV. The shad
area is the error corridor~one standard deviation! of a parabolic fit
to the data.

FIG. 7. Spin correlation coefficientAxx at 350 MeV. The shaded
area is the error corridor~one standard deviation! of a parabolic fit
to the data.
c-
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the one with the smallestx2 from the kinematic fit was se
lected. The two sets gave statistically consistent results
both Ay andAmn .

2. Angle vs energy correlation for event type I a

The relatively wide gate~Fig. 4 of Ref.@2#! on the kine-
matic locus of the angle of the forward proton as a funct
of the recoil energy was studied by replacing it by a g
about a factor of 2.5 smaller in area. The correspond
change inAy and Amn was less than 1/3 of their respectiv
statistical uncertainties.

3. Quality criterion for the kinematic fit

The cut onP(x2,n) ~see Sec. III D! was varied between
0.1 and 0.98. For event type I a the results are stable withi
60.25 of the statistical error for probability cuts between 0
and 0.8. Above the limit of 0.8, background appears to aff
the result. For example, the fraction of background increa
from 3.2%~450 MeV, see Sec. V A! to 5.7%~type I a! and
from 1.1 to 3.8 %~type II!, if the probability cut is relaxed to
0.98. For probability cuts below 0.5 either instrumen
asymmetries affect the fitting procedure or statistical fluct
tions for the very restricted data sample become import
For event type II the results were only stable within60.5 of
the statistical error for probability cuts 0.5–0.8. This is b
lieved to be the case because no other restriction, such a
angle vs energy correlation for event type I a, is imposed
type II events. The probability cut of 0.8 was finally chos
for the analysis, because it significantly reduced the ba
ground. Placing the probability cut at 0.8 allowed us to ret
the largest sample of elastic scattering events within
range where the data were insensitive to variations of
probability cut. Tightening the probability cut any furthe
changed the result by less than 0.25~0.5! of the statistical
error for event type I a~II !. These numbers are upper limit
since data at the energy with the least favorable backgro
conditions and the best statistics was used.

C. Absolute calibration of the angle scale

The determination of the scattering angle from the kin
matic fitting has an uncertainty of<0.08°. It was checked

FIG. 8. Spin correlation coefficientAyy at 350 MeV. The shaded
area is the error corridor~one standard deviation! of a parabolic fit
to the data.
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FIG. 9. Comparison of the present data at 250 MeV to partial-wave analyses. To make small effects more visible, we plot differ
a reference calculation. The reference is the Nijmegen partial-wave analysis~NI93!. The curves shown correspond to the new Nijmeg
analysis~dotted! and the old~dashed! and new~solid! VPI analysis~SM94,SM97!.
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against the zero crossing of the analyzing power atuc.m.
590°. Linear fits toAy nearuc.m.590° were performed a
all energies. From these fits it was determined that the a
lute scattering angle scale agrees with the expectatio
60.06°. This supports the correction of the distance of
wire chambers from the target which was discussed in S
III B.

D. Deadtime

A variation of the total rate in the detector for differe
combinations of beam and target polarization causes a
dependence of the deadtime. The deadtime of the system
measured by scaling the number of triggers generated as
as the number of triggers actually processed by the c
o-
to
e
c.

in
as
ell
-

puter. In this manner a dead time correction was deduced
each polarization state separately. At all energies the ef
of the deadtime correction would have been less than 20%
the statistical error and was therefore neglected.

E. Misalignment of the beam relative to the wire chambers

The systematic error arising from the uncertainty of t
transverse wire chamber offsets, which reflect changes
beam position, was investigated. TheAy andAmn were cal-
culated twice for an energy where the offsets are large~on
the order of 1 mm!, once with the offsets applied and onc
with all offsets set to zero. The resulting effect on the o
servables was then scaled with the upper limit of the unc
tainty of the wire chamber offsets, which is60.05 mm. The
FIG. 10. Comparison of the present data at 280 MeV to partial-wave analyses. See caption of Fig. 9.
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TABLE III. Maximum value of the analyzing powerAy
max ~results of a parabolic fit to the angula

distribution!. The first two columns give the bombarding energy in MeV, and the lab angle at which
maximum occurs. The uncertainties are from the following sources~1! statistical only,~2! error in the
normalization to the reference data and due to the export the calibration fromT0 to T8, ~3! normalization
uncertainty of the reference data at 197.8 MeV~1.2% @1#!. umax results from the parabolic fit.

T8 ~MeV! umax Ay
max dAy

max(1) dAy
max(2) dAy

max(3)

197.4 18.5 0.3044 60.0014 60.0009 60.0037
250.0 17.8 0.3687 60.0029 60.0040 60.0044
280.0 17.3 0.3986 60.0024 60.0035 60.0048
294.4 17.1 0.4068 60.0029 60.0048 60.0049
310.0 17.0 0.4182 60.0026 60.0042 60.0050
350.0 16.7 0.4435 60.0029 60.0046 60.0053
399.1 16.3 0.4660 60.0021 60.0028 60.0056
448.9 16.0 0.4893 60.0028 60.0049 60.0059
c

in

a
l
in
e
n

he
a
d
t

ai
HE

the
l-

ent
ce

n

A

ri-
ata

m
pre-
As
cts
gle,

to

g a

o

corresponding systematic errors are 331024 for Ay and 1
31023 for Amn and thus negligible.

F. Absolute beam energy calibration

The beam energy is calculated from the ring frequen
and the circumference of the ring (86.7760.01 m) @9#. The
error in circumference translates into an absolute uncerta
of the beam energy of6200 keV.

G. Other effects

Here we briefly mention systematic effects that were
ready shown to be insignificant in@1#. Since the target cel
was at the same position, centered within the same hold
fields and only of slightly larger cross section, we assum
that there was no variation of the target polarization alo
the beam axis as during the previous measurement.

The effect of a beam motion which is correlated with t
direction of the holding fields was shown to be negligible
197.8 MeV @1#. Since the holding fields were kept at fixe
values for all beam energies, the beam is bent less by
holding fields as the energy increases.

VI. CALIBRATION EXPORT

As explained earlier, each measurement cycle cont
three data taking periods which we have labeled PRE,
y

ty

l-

g
d
g

t

he

ns
,

and POST. During the PRE period, data are acquired at
injection energy (T05197.4 MeV). The beam is then acce
erated for data taking at the energy of interestT8 ~HE!. Fi-
nally, the energy is lowered again for another measurem
at T0 ~POST!, all with the same stored beam. This sequen
is repeated in every cycle.

In order to obtain the normalization of the polarizatio
observables atT8, we compare the data atT0 to the results of
an earlier experiment@1# in which analyzing power and spin
correlation coefficients were measured at 197.8 MeV.
small correction is applied to the data of Ref.@1# to account
for the fact that the injection energy of the present expe
ment is 0.4 MeV lower. This results in a set of reference d
Ay

0(u i), Axx
0 (u i), Ayy

0 (u i), andAxz
0 (u i), whereu i ranges from

8.5° to 17.5° in 1° wide bins.
The method of exporting a polarization calibration fro

one energy to another has been discussed in detail in a
vious paper@10#. Here, we just summarize the main steps.
explained in Sec. IV A, diagonal scaling yields the produ
between polarizations and observables, at every an
namely, PAy(u i), QAy(u i), and PQAmn(u i). By scaling
these angular distributions in the range from 8.5° to 17.5°
the reference data set, we obtainPPRE, QPRE, PPOST, and
QPOST. Since the target polarization does not change durin
cycle we can deriveQHE immediately from the weighted
average ofQPRE andQPOST. The next step involves the rati
r

the

31
97
87
73
61
43
31
19
TABLE IV. Spin correlation coefficientsAxx
90 andAyy

90 at ucm590° ~results of a parabolic fit to the angula
distribution!. The first two columns give the bombarding energy in MeV, and the lab angleumax which
corresponds touc.m.590° ~calculated from kinematics!. The three different uncertainties are described in
caption of Table III.

T8 umax Axx
90 d Axx

90(1) d Axx
90(2) d Axx

90(3) Ayy
90 d Ayy

90(1) d Ayy
90(2) d Ayy

90(3)

197.4 43.57 20.9326 0.0041 0.0057 0.0224 0.9613 0.0048 0.0059 0.02
250.0 43.21 20.8300 0.0077 0.0179 0.0199 0.8219 0.0092 0.0178 0.01
280.0 43.01 20.8259 0.0066 0.0147 0.0198 0.7799 0.0080 0.0139 0.01
294.4 42.92 20.8018 0.0075 0.0187 0.0192 0.7213 0.0090 0.0168 0.01
310.0 42.81 20.7633 0.0072 0.0154 0.0183 0.6692 0.0087 0.0135 0.01
350.0 42.55 20.7575 0.0070 0.0157 0.0182 0.5960 0.0085 0.0123 0.01
399.1 42.24 20.7179 0.0058 0.0124 0.0172 0.5470 0.0070 0.0095 0.01
448.9 41.93 20.6904 0.0073 0.0138 0.0166 0.4974 0.0088 0.0099 0.01
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FIG. 11. Comparison of the present data at 294 MeV to partial-wave analyses. See caption of Fig. 9.
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(P/Q) between thePAy(u i) and QAy(u i) distributions
which, obviously, does not depend onAy . For the PRE and
POST periods, this ratio is derived from data in the angu
range from 18.5° to 41.5°, i.e., a data sample that is not u
for the comparison to the reference data set. For the
period, the full angular range 8.5° to 41.5° is used to ded
(P/Q)HE. From these ratios and the fact that the target
larization is constant over one cycle, we obtain informat
on the loss of beam polarization during the ramping of
beam energy. This loss is typically smaller than a few p
cent. A small correction is then applied to the known va
of P andPQ during the PRE and POST periods, to arrive
the corresponding valuesPHE and (PQ)HE during the HE
period.

The above procedure thus results in four independ
pieces of information about beam and target polarizat
during the measurement atT8, namely,PHE, QHE, (PQ)HE,
r
ed
E
e
-

n
e
r-
e
t

nt
n

and (P/Q)HE, and their statistical errorsdPHE, dQHE,
d(PQ)HE, andd(P/Q)HE. For the analysis of the HE data
we are interested in the most probable choice of beam
target polarizationP* and Q* which is obtained by mini-
mizing the expression

x25
~PHE2P* !2

~dPHE!2 1
~QHE2Q* !2

~dQHE!2 1
@~PQ!HE2P* Q* #2

@d~PQ!HE#2

1
@~P/Q!HE2P* /Q* #2

@d~P/Q!HE#2 . ~6.1!

This procedure is illustrated in Fig. 3, which shows, f
the T85350 MeV case, the four conditionsPHE, QHE,
(PQ)HE, and (P/Q)HE as bands corresponding to6 one
standard deviation. As one can see, the four constraints
FIG. 12. Comparison of the present data at 310 MeV to partial-wave analyses. See caption of Fig. 9.
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FIG. 13. Comparison of the present data at 350 MeV to partial-wave analyses. See caption of Fig. 9.
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ge
consistent among themselves. This means that the two i
pendent ways to transport the calibration to the higher ene
~either using the beam or the target polarization! are mutu-
ally consistent. The displayed point showsP* , Q* , as de-
duced by minimizing Eq.~6.1!. The uncertainty ofP* and
Q* is shown by the dashed line~70% confidence level con
tour!.

This procedure results in the most probable normaliza
of the Ay and Amn angular distributions at a given energ
given the above constraints. It is important to realize tha
one wanted to change the normalization of a set ofAy and
Amn data only a single number would be involved. If one, f
example, renormalizes the analyzing power data by multip
ing by a factork, this necessarily means that the spin cor
lation coefficients have to be multiplied byk2 ~see Ref.@1#!.
We use this insight to arrive at the uncertaintydk of the
e-
gy

n

if

-
-

normalization, as follows. Clearly,k2 is associated with the
product P* Q* . The error,d(P* Q* ), is known from the
minimization procedure. Thus, the normalization uncertai
is given bydk50.5d(P* Q* ). The values fordk are listed
in Table II. They do not contain the normalization unce
tainty dk° of the reference data set (dk°/k°51.2% @1#!. A
change ofk° would simultaneously affect all results of th
work.

VII. FINAL DATA

A. Angular distributions

The analyzing power and spin correlation coefficien
from this experiment are shown in Fig. 4. The data, in
bins, can be found in tabular form on the PINTEX Web pa
FIG. 14. Comparison of the present data at 399 MeV to partial-wave analyses. The reference~zero line! is the old~SM94! and the solid
line the new~SM97! VPI analysis.
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FIG. 15. Comparison of the present data at 450 MeV to partial-wave analyses. See caption of Fig. 14.
r-
th
te

.
i
-

r t

el

ri
le
, t
g
re
bin
tic

i-
er

in

ha
is
i

ng

ve
tis-

tal
eV
m
fit

ing

to
to
ed

an

if-
re-

rs
t-
@11#. All previously existing analyzing power and spin co
relation data between 175 and 475 MeV are shown in
same format in Fig. 5. The data are grouped in energy in
vals centered at our energies, e.g., in the 250 MeV fram
data at energies between 175 and 265 MeV are shown
can be seen from Fig. 5, spin correlation data existed, w
one exception, only forAyy whereas analyzing power mea
surements were concentrated around 310 MeV, i.e., nea
pion production threshold.

B. Extreme values as calibration standard

This measurement represents spin observables in pp
tic scattering with a knownabsolutenormalization. It thus
establishes apolarization standardbetween 200 and 450
MeV.

To facilitate the use of this standard by future expe
ments, we deduce in the following the value of observab
at angles where the derivative vanishes. At these angles
value of the observable is insensitive to the scattering an
and the angular distribution near the extremum can be
resented by a parabola which makes it possible to com
data over a certain angular range, thus lowering the statis
uncertainty. To this aim, we represent the observableA(u)
by the expression

A~u!5Amax1a~u2umax!
2, ~7.1!

whereumax andAmax are the location and value of the max
mum anda is the curvature of the parabola. The paramet
of Eq. ~7.1! are varied to minimize the usualx2 between Eq.
~7.1! and the data. The number of data bins (1° wide)
cluded in the fit is increased until the minimumx2 per point
starts to increase indicating that the assumed parabolic s
is no longer valid. The stability of the fitted parameters
tested against a change in the number of data points
cluded.

In the determination of the maximum of the analyzi
power Ay

max, all three parameters of Eq.~7.1! were varied.
This was compared to a fit where the locationumax of the
e
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maximum was fixed to the value given by a partial-wa
analysis. The two results differed by much less than a sta
tical error bar. The curvatures,a, were found to vary
smoothly with energy between 200 and 450 MeV. The to
number of 1° data bins included ranged from 16 at 200 M
to 14 at 350 MeV. In Fig. 6 the data near the maximu
analyzing power and the error corridor of the associated
are shown for 350 MeV.

The spin correlation coefficientsAxx andAyy are symmet-
ric around the center-of-mass angle of 90°. When deduc
the extreme valuesAxx

90 andAyy
90 , only two parameters were

varied (umax was fixed to the lab angle which corresponds
uc.m.590°). The curvature in both cases was also found
be smooth with energy. The number of 1° data bins includ
was 20 for Axx and 13 for Ayy at all energies. The spin
correlation coefficients nearuc.m.590° and the error corridor
of the fit at 350 MeV are shown in Figs. 7 and 8. As
additional check on the fitting procedure, the sum (Axx

90

1Ayy
90) and the difference (Axx

902Ayy
90) were compared with a

parabolic fit to the angular distributions of the sum and d
ference of these observables, bin by bin, with consistent
sults.

The results are given in Tables III and IV. Three erro
are listed:~1! the error of the fitted maximum value, reflec
ing the statistical uncertainty of the data,~2! the error from

TABLE V. x2 per datum for all observables (Ay ,Axx ,Ayy ,Axz).

T ~MeV! 197 250 280 294 310 350 399 449

SM94 5.3 2.0 1.9 1.7 1.9 1.5 1.6 1.2
SM97 2.5 1.3 2.0 1.4 1.5 1.3 1.3 1.2
NI93 1.8 1.3 1.6 1.3 1.3 1.3
NI97 1.7 1.1 1.5 1.2 1.2 1.3
CDBONN 1.9 1.1 1.7 1.3 1.3 1.8
REID93 1.6 1.2 1.5 1.2 1.3 1.4
AV18 2.7 1.2 1.6 1.3 1.5 2.3
PARIS80 5.2 2.6 4.4 3.9 5.5 11.3
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the export of the normalization, and from the comparison
the reference data~this error is common to all dataat a given
energy, see Sec. VI!, and~3! the intrinsic normalization un-
certainty of the reference data set@1# which is common to all
data in this report. Depending on the intended use of
calibration information, two or three of these errors have
be combined~in quadrature, since all three errors are ind
pendent and random!.

VIII. COMPARISON OF THE DATA TO THEORY

A. Partial-wave analyses andNN potentials

The elastic scattering of protons on protons below
pion threshold is certainly one of the best known proces
in nuclear physics. The wealth of measured observables
been summarized by partial-wave analyses in which
phase shifts of low angular momentum are treated as pa
eters while the higher angular momenta are supplied b
model of the long-range nucleon-nucleon (NN) interaction.
Our work has resulted in a body of precisepp data of ob-
servables for which previously only few measurements h
been carried out~compare Figs. 4 and 5!. While no one ex-

TABLE VI. x2 per datum for all observables (Ay ,Axx ,Ayy ,Axz)
after adjusting the overall normalizationk by the values shown in
Table VII.

T ~MeV! 197 250 280 294 310 350 399 449

SM94 5.2 1.9 1.8 1.7 1.8 1.5 1.5 1.2
SM97 2.1 1.3 1.8 1.4 1.3 1.3 1.3 1.2
NI93 1.5 1.3 1.3 1.3 1.2 1.3
NI97 1.3 1.1 1.2 1.2 1.2 1.3
CDBONN 1.4 1.1 1.2 1.2 1.3 1.7
REID93 1.4 1.1 1.2 1.2 1.2 1.4
AV18 2.1 1.2 1.4 1.3 1.5 2.3
PARIS80 4.5 2.6 3.8 3.6 5.5 10.5
o
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pects big surprises at this stage, such a body of data co
tutes a real test of our current knowledge ofpp scattering.

In the following, we will compare our data to the partia
wave analyses of the VPI and Nijmegen groups. From e
group we have selected two energy-dependent solutions
are separated by about 3 years and reflect the progress
made in the characterization of thepp interaction. These
modern partial-wave descriptions have now reached
stage where thex2 per datum is about 1. The particular s
lutions, used here, are the following.

SM94: The published partial-wave analysis of the V
group@12#; range of validity 0–1600 MeV. Numerical value
have been obtained from theSAID interactive program@13#.

SM97: The recently published partial-wave analysis
the VPI group; range of validity 0–2500 MeV@14#. The
numerical values have been obtained from theSAID interac-
tive program@13#. In contrast to SM94, the data basis for th
analysis contains analyzing power and spin correlation
197.8 MeV which have been measured previously by
group @1#.

NI93: The published partial-wave analysis of th
Nijmegen group@15#; range of validity 0–350 MeV. Thex2

TABLE VII. Normalization factork, determined by scaling the
present data ask Ay andk2 Amn , in such a way that the overallx2

is minimized~the resultingx2 values are shown in Table VI!.

T ~MeV! 197 250 280 294 310 350 399 449

SM94 0.998 1.012 0.994 1.001 1.013 1.003 0.992 0.9
SM97 0.992 1.005 0.988 0.996 1.010 1.003 0.994 0.9
NI93 0.993 1.006 0.987 0.994 1.006 0.995
NI97 0.991 1.005 0.987 0.994 1.006 0.995
CDBONN 0.991 1.003 0.985 0.992 1.005 0.995
REID93 0.993 1.006 0.988 0.995 1.007 0.998
AV18 0.990 1.005 0.988 0.996 1.009 0.999
PARIS80 0.989 1.003 0.985 0.991 1.001 0.987
FIG. 16. Comparison of the present data at 250 MeV toNN potentials. The reference is the Nijmegen partial-wave analysis~NI93!. The
curves shown correspond to REID93~dotted!, AV18 ~dot-dash!, CDBONN ~solid!, and PARIS80~dashed!.
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FIG. 17. Comparison of the present data at 280 MeV toNN potentials. See caption of Fig. 16.
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per datum is 1.08. Numerical values have been obtai
from Ref. @16#.

NI97: The yet unpublished partial-wave analysis of t
Nijmegen group. Numerical values have been obtained fr
Ref. @16#. In contrast to NI93, the data basis for this analy
contains analyzing power and spin correlation data at 19
MeV which have been measured previously by our gro
@1#.

A comparison of the present data to the above part
wave analyses is shown in Figs. 9–15. To make small eff
more visible, we plot differences to a reference calculati
For Figs. 9–13, the chosen reference is NI93. Thus, the
parture of the dotted line from zero illustrates four years
development of the Nijmegen partial-wave analysis. For
VPI analysis, time progresses from the dashed line~SM94!
to the solid line~SM97!. At the two highest energies~Figs.
14 and 15!, only the VPI analysis is applicable. In this cas
d

m
s
.8
p

l-
ts
.
e-
f
e

,

the chosen reference is SM94. Thus, development is il
trated by the departure of the solid line~SM97! from zero.

We note, that in general, the difference between the V
and the Nijmegen phase shift analysis has become sm
with time, at least for the observables discussed here. F
quantitative comparison, the overallx2 of all our data in
relation to the four partial-wave analyses is listed in Table
The improvement inx2 that would result from a free nor
malization of the present data at each energy are show
Table VI. The corresponding normalization factors are lis
in Table VII. These factors are all well within the experime
tal normalization error listed in Table II~except at 280 MeV
where the normalization factor is about 0.988 and the erro
Table II is 0.89%!. We note that the new analyses of bo
groups have a smallerx2 than the corresponding earlie
analyses. It is also interesting that for the Nijmegen analy
the listedx2 per datum for the present data set is larger th
FIG. 18. Comparison of the present data at 294 MeV toNN potentials. See caption of Fig. 16.
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FIG. 19. Comparison of the present data at 310 MeV toNN potentials. See caption of Fig. 16.
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the value for the whole data base~1.08!.
For use in nuclear physics calculations it is necessar

provide a potential representation of theNN interaction.
Over the years~since 1950! manyNN potentials were con-
structed. A number of these potentials are compared withpp
data below 350 MeV in Ref.@17#. Potentials are constructe
to fit the data (pp and np), or directly the output of certain
partial-wave analysis. It thus may seem superfluous to c
pare measurements also to potentials, but to a user of a
tential it still might be interesting to know how well tha
potential reproduces double-spin data, in a sector where
viously little data existed. It is also obvious that potentia
which usually contain more physics constraints than part
wave analyses give a less perfect fit of the data. It is thu
interest to test whether spin observables are particularly
sponsible for the deviation of the model from the data. Fr
to

-
o-

re-

l-
of
e-

the wealth of potential representations we have selected t
modernNN potentials with varying constraints. For histor
reasons and to document the progress made during the
15 years, we also compare our data to the older, previo
popular Paris potential. The particular potentials, used h
are the following.

REID93: One of the potentials of the Nijmegen grou
discussed in Ref.@18#. The 1p-exchange potential is explic
itly included, and the lower partial waves are individual
adjusted, resulting in nonlocality~50 adjustable parameters!.
The x2 per datum for the whole data base is 1.03. The
merical values have been obtained from Ref.@16#.

AV18: Updated Argonne potential@19#. It uses a free phe-
nomenological form at short distance, but maintains a lo
operator structure~40 adjustable parameters!. Thex2 per da-
tum for the whole data base is 1.09. The numerical val
FIG. 20. Comparison of the present data at 350 MeV toNN potentials. See caption of Fig. 16.
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have been obtained from Ref.@20#.
CDBONN: The charge-dependent version of the Bo

potential @21#. Details of this potential have not yet bee
published, but numerical values are available through
SAID interactive program@13#.

PARIS80: The Paris potential@22#. The numerical values
have been obtained through theSAID interactive program
@13#.

The range of validity of all of the above potentials is fro
0 to 350 MeV. A comparison of the present data to the ab
potential calculations is shown in Figs. 16–20. The ove
x2 of all our data in relation to the above potentials is list
in Table V. Table VI shows the improvement inx2 that
would result from a free normalization of the present da
and Table VII lists the corresponding normalization facto
which are all well within the experimental normalization e
ror.

B. Energy dependence

In the middle of the energy range covered by this exp
ment, the production of pions becomes energetically p
sible. Of the four partial wave analyses mentioned abo
two ~SM94, SM97! are set up to deal with the onset of in
elasticities, while the analysis of the Nijmegen group is n
valid beyond 350 MeV, where the pion production cross s
tion becomes sizeable. It is therefore interesting to comp
the energy dependence of the present measurement wit
predicted energy dependence of the partial-wave analys

The maximum valueAy
max of the analyzing power as

function of energy is shown in Fig. 21. The data points
the same as listed in Table III, with uncertainties obtained
combiningdAy

max(1) anddAy
max(2), but omitting the overall

normalization uncertaintydAy
max(3). The VPI and Nijmegen

partial wave analyses, SM97 and NI93, are shown as s
and dashed lines, respectively. Similarly, Fig. 22 show
particular combination of two of the spin correlation coef
cients atuc.m.590° from Table IV. For this comparison, w
chose the ratio (Axx

90/Ayy
90). Here, we use only the uncertain

ties dAxx
90(1) anddAyy

90(1), since in the ratio the normaliza
tion uncertainty at each energy cancels. Again, the VPI

FIG. 21. Analyzing power maximum as obtained from the pa
bolic fits ~see Fig. 6 for an example! as a function of energy. The
dashed and the solid line are the NI93 partial-wave analysis and
SM97 partial-wave analysis, respectively.
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Nijmegen partial wave analyses, SM97 and NI93, are sho
as solid and dashed lines, respectively.

It is noteworthy that the agreement between the NI93 c
culation and the data in both Figs. 21 and 22 is much be
than is the case for the VPI analysis. This is likely to
attributed to the fact that the latter is constrained by the
quirement of continuity towards energies beyond 350 M
where the inelastic channels become significant, while
Nijmegen analysis does not deal with this energy range
thus seems that in the pion threshold region a rapid ene
variation is required which the global SM97 calculation
unable to reproduce. It is interesting that this discrepanc
more evident in the spin correlation data.

IX. SUMMARY AND OUTLOOK

We report measurements of analyzing powerAy and spin
correlation coefficientsAxx , Ayy , and Axz at 250.0, 280.0,
294.4, 310.0, 350.0, 399.1, and 448.9 MeV with an inter
polarized gas target in the Indiana proton storage r
~Cooler!. The present work extends the earlier measureme
at 197.4 MeV to higher energies. Both protons were detec
in coincidence over an angular range ofuc.m.57° – 90°. Ki-
nematic fitting was employed to determine the scatter
angle. The statistical accuracy is approximately60.02 for
Amn and60.006 forAy per 1° angle bin. Systematic unce
tainties are less than a third of the statistical error.

The most recent partial wave analyses are in good ag
ment with our data (overallx2/point51.2) and modern po-
tential models are approaching the same quality of fit.
should be noted, however, that the energy dependence o
Nijmegen potential does not join smoothly to higher energ
~Figs. 21 and 22!.

The data were taken in a new mode of operation wh
the beam was accelerated and decelerated in the same c
This mode, and the use of the polarized target, allowed u
export the known calibration at 197.4 MeV to the high
energies. The present data represent an independent, se
ary calibration standard in the energy range 200–450 M
Their absolute normalization is based on a calibration po
at 183 MeV @23# which, in turn, uses anAy51 point in

-

he

FIG. 22. Ratio of spin correlation coefficients atuc.m.590° as a
function of energy. The values come from a parabolic fit to the d
see Figs. 7, 8 for an example. The dashed and the solid line ar
NI93 partial-wave analysis and the SM97 partial-wave analy
respectively.
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1912 PRC 58B. v. PRZEWOSKIet al.
12C(p,p)12C elastic scattering@24#. Future pion production
experiments with the Indiana Cooler will utilize the prese
data as a calibration standard. The capability to ramp
beam energy upand down also resulted in an increase
luminosity by about a factor of 4, achieved by retaining t
beam at the end of each cycle and adding more beam du
the injection phase. The polarization of the stored beam
reversed once per cycle by adiabatic crossing of an indu
depolarizing resonance.

The present measurement clearly demonstrates the ad
tage of the experimental technique with an internal polari
target in a storage ring with electron cooling. The high
bombarding energy of the present experiment is 450 M
because of the limited energy range of the Indiana Coo
New spin correlation data between 450 and 2500 MeV
expected from COSY in the near future.
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