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We report measurements of the photon rates and energy spectra from inclusive radiative muon capture on
three nickel isotopes using a photon pair spectrometer at the TRIUMF cyclotron. The vaRigstbe partial
branching ratios of radiative muon capture for photon energi6g MeV, for 58696 were found to bein
units of 10°°) 1.48+0.08, 1.3%-0.09, and 1.0%0.06, assuming a Fermi-gas photon spectral shape. The
results reveal a significant isotope effect in the nickel branching ratios and a simple empirical scaling of the
present nickel and earlier nucleRt, data with neutron excess. Furthermore, the observed atomic mass and
neutron excess dependence of the entire nudkgadata set is well reproduced by a relativistic Fermi-gas
calculation. The ability of the model to reproduce the variation ofRjedata using the Goldberger-Treiman
formula forg, suggests there is no compelling reason to invoke a more eXatigpendent renormalization of
gp - [S0556-281808)00409-9

PACS numbd(s): 23.40.Hc, 11.40.Ha, 27.40z, 27.50+€

[. INTRODUCTION It has been argued for many years tRat, the ratio of the
rates of inclusive radiative muon capture and inclusive ordi-
In semileptonic weak interactions the nucleon’s axial anchary muon capturéfor the experimentally observable pho-

induced pseudoscalar form factdfs(q?) andFp(g?) and  tons>57 MeV), is relatively sensitive to the induced pseu-
coupling constantg,=F4(0) and gp=Fp(—0.88nl2L) em- doscalar coupling and relatively insensitive to the nuclear
body how the strong interaction dresses the nucleon’s weaktructure ingredientsee, for example, Ref14]). The argu-
interaction. The approximate chiral symmetry of light quarkment for the pseudoscalar coupling sensitivity is based on the
interactions relates these weak form factors to the pion decapur-momentum transfer which is far from the pion-pole in
constantf , and the pion-nucleon coupling constanfyn. It ordinary muon capturéOMC) (making the effect ofg,
predicts that the induced pseudoscalar coupling is due tgmal) but can be close to the pion-pole in radiative muon
single pion exchange between the nucleonic currgot capture(RMC) (making the effect oﬁp large. Detailed cal-

which it couples stronglyand the leptonic currerfto which . ~ . . o
it couples weakly and yieldsg,=6.50,, a solid prediction Eulat|ons[15 22 generally confirm thaR, is sensitive to

of low-energy QCD[1,2]. The controversy concerning the 9p» With R, roughly doubling wherg,, is changed from 0 to
experimental determination of the pseudoscalar coupling 06.59,, and roughly doubling again wheyy, is changed from
the free proton, with ordinary muon capture on elding  6.59, to 13, . The argument for the structure insensitivity is
0,=(7.0£1.3)g, [3] and radiative muon capture on,H naively grounded in the partial cancellation of the nuclear
yielding g,=(9.8+0.7+0.3)g, [4,5], has not(yet) seriously ~ matrix elements in the ratio of the RMC and OMC rates.
threatened the theoretical foundationsggf However, because of the different role of the Gamow-Teller
When investigating bound nucleons rather than freadipole and quadrupole matrix elements in RMC and OMC,
nucleons, one normally uses the impulse approximation anghe cancellation of the nuclear structure dependencBs is
replaces the free axial and pseudoscalar couplipggndg,  incomplete.
by effective axial and pseudoscalar couplings and E]p. Recent experimental work by groups at #38,24 and
Differences between the free and effective couplings, due tdRIUMF [25-27 have yielded high-quality nuclear RMC
the intrinsic differences between free and bound nucleowjata for light, medium, and heavy nuclei. These RMC rates,
structure, to the effects of two- thl’OUgﬂ-bOdy exchange together with the Corresponding OoOMC ra‘[‘&%]' reveal a
currents, and to deficiencies in nuclear models, are of consimple systematic trend in the radiative muon capture partial
siderable interest. Theoretically, the renormalizationggf branching ratio across the Séegrbart: R, decreases aé
and"g]p via mechanisms including core polarizatip6,7],  !Ncreases. _
mesonic currents and isobar excitatigBs-10], and the par- A number of authors have used a variety of modes-
tial restoration of chiral symmetrji 1], have been explored. 22] to calculate the dependence Bf, on g, and thereby
Experimentally, while a lot is known about the size and sys-enable extraction of the effective pseudoscalar coupling from
tematics of the effective axial coupling in nuc[d2,13, not  the nuclear RMC data. Using the available model calcula-
much is known about the effective pseudoscalar coupling itions, Gmitroand Trud [29] and Ddeli et al. [23] pointed
nuclei. out that the systematié dependence of thR, data maps
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into a strikingA dependence of the couplirgy,. These au- cause the OMC rates are measufgd], Fermi-gas calcula-

thors conjectured a substantial renormalization of the psedfions of the OMC and RMC rates are availaple,18, and
doscalar coupling in the nuclear medium, with a large en@ random phase approximation calculation of the OMC and
RMC rates is underwaf31].
. : . The article is organized as follows. In Sec. Il we briefly
for heavy nucl_el. Interestingly, Ericscet al. 8], bgsefj ON " describe the RMC spectrometer at the TRIUMF cyclotron
the effects of pion exchange currents andhole excitations, ;4 provide details of the nickel targets, in Sec. Il we de-
had previously speculated that the pseudoscalar couplingipe the analysis of the photon rates and energy spectra,
might be substantially quenched in the nuclear medium. 5,4 iy Sec. IV we discuss the extraction of the nickel isotope
However, there are good reasons to be rather cautioys, ia| pranching ratioR, and their comparison to earlier

about interpreting th~e systematics Rf with A as evidence nuclear R, measurements and to the Fearing and Welsh
for the quenching ofy, with increasing mass number. One Fermi-gas model calculatiori8].

reason for caution is that the small vaIuesE;;;f in heavy

nuclei are obtained by applying the Fermi-gas mddéf], II. EXPERIMENTAL SETUP

whereas the large values@,g in light nuclei are obtained by
i ddll9-21]. Therefore th t ti . ;

applying the shell mo 6ﬂ1~ ]J ere ore. © sysiema I.CS line at the TRIUMF cyclotron. The.~ production runs used

of the extracted values @, with the atomic mass may in a beam momentum of 63 Mev/and an incident flux of

fact reflect the systematics of the extracted valuépﬁvith ~4X10° s 1. Thew calibration runs used a beam momen-
the nuclear model. It is evident that before one claims aym of 75 MeVE and an incident flux of-8x 10* s~ L. The
decrease oR, with A as evidence of a decreaseEg;‘ with 63 MeV/c u~ beam and the 75 Me¥/#~ beam yielded

A, one must assess the alternative sources of systematic depproximately the same stopping distribution and stopping
pendences oR, on A. fraction in the nickel targets.

In fact, a number of effecténcluding variations in muon The nickel targets were situated15 cm downstream of
binding energy, proton Coulomb energy, and Pauli blocking four beam counters and-15 cm upstream of one veto
will lead to systematic variations @&, with A. These effects counter. Each of the’®®%Ni targets comprised approxi-
influence the phase space, and consequently the captumeately 55 g of Ni with chemical and isotopic purities of
rates, for OMC and RMC. Since they influence the phasdetter than 99%the targets were supplied by Oak Ridge
space and capture rates for OMC and RMC differently, theyNational Laboratory. The 586Ni targets were rolled rectan-
also influenceR,,. Whether such effects can or cannot ac-gular plates of dimensions 5 ¢x6 cmx 0.2 cm mounted in
count for the systematic behavior of tRe data is, therefore, a polystyrene support of mass6 g. The ®Ni target was
the basic question. nickel powder contained in a thin-windod& g acrylic box

Several theoretical papers have examined the behavior @ff inner dimensions 5 cx5 cmx 0.3 cm and mounted in a
R, with A including, most recently, the work of Fearing and polystyrene support of massé6 g.

Welsh [18]. Using a relativistic Fermi-gas model and the Photons fromu~ stops in the target were detected using
local density approximation they observed a number of systhe RMC spectrometer, which is described in detail in Ref.
tematic dependences &, on atomic numberZ, atomic  [32]. Photons emerging from the target were detected by
massA, and neutron excess=(N—Z)/A. For example, the conversion toe*e™ pairs in a cylindrical lead sheet and
increase in muon binding energy withyielded a decrease tracking thee™ ande™ in a cylindrical wire chamber and

in R, with Z and the increase in Pauli blocking witlh  cylindrical drift chamber.

yielded a decrease iR, with . Including such effects, Data were collected for a total of 5<710'% 7.8x10%,
Fearing and Welsh found reasonable agreement between thad 7.8< 10'° incident.~ on the 58696, respectively, and
calculated and measured dependencR pbn A. However,  4.6x 10° and 4.8< 10° incidentu ™ on an empty nickel plate
the comparison of model and data made by Fearing ang.e., polystyrene suppdrtarget and an empty nickel powder
Welsh was somewhat limited by the published experimenta(i.e., polystyrene support and acrylic contajnerget. Data
data set. Specifically, the RMC data were from targets withwere also collected from radiative pion captu PO in
strongly correlated values @& and «, rendering separation carbon and nickel targets for background, calibration, and
of the empirical atomic mass and neutron excess dependenpermalization measurements.

of R, difficult.

hancement of;p for light nuclei and a large quenching f)g

The experiment was performed on the MOA muon beam-

This work is the first experimental study of the isotope IIl. DATA ANALYSIS
effect in radiative muon capture. Our main goal is to more
thoroughly explore the systematic behavior Rf and, in A. Event selection
particular, to separate the empirical dependences and « To extract the nonprompti.e., muon-induced photon

of the nucleaR, data. Disentangling the dependenceRgf  events from the raw events we applied a series of cuts.
on « andA will more critically test the various model cal- Tracking cuts required a sufficiently large number of points
culations and assist in isolating the contribution of “stan-gnd a sufficiently smally? for the fits to thee* and e~
dard” nuclear effectssuch as Pauli blockingand “exotic”  trajectories. Photon cuts imposed geometrical requirements
nuclear effectgsuch asap quenching. Specifically, we have on thee™, e~ and photon trajectories, the most important
measured partial branching ratios for tR&*®Ni isotopes  being that thee™ ande™ tracks coincide at the converter and
and, in essence, determinBg while substantially varyinge  that the photon originate from the target. In addition, a
and essentially fixind\. We chose the nickel isotopes be- “false photon” cut removed events due to ran-
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isotopes folE>57 MeV. The 88064 spectra contain 1038, 1492, 0 100 2FO|?\/1E (néof 400 500
and 848 photons in the energy region 57 to 100 MeV and 0, 1, and
1 photorfs) in the energy region 100 to 150 MeV, respectively. FIG. 2. The nonprompt photon time spectra from f&%64i

isotopes. The histogram is the experimental data and the curve is

dom combinations of Michel electron tracks, a cosmic cutthe “best fit” exponential curve. The fit yielded lifetimes for the
removed events with coincident hits in the cosmic-raymuonic °®*®Ni isotopes of 1549, 169+8, and 188 12 ns, and
counters, and a prompt cut removed events with coinciderftackground contributions of1.4, 4.9-0.7, and<1.8 %, respec-
hits in the beam counters. More details on the cuts can b#vely. The absence of counts in the time region 0 to 25 ns is due to
found in Refs[5,27]. the prompt cut.

The nonprompt photon energy spectra and time spect
from the 58806Xj isotopes, after applying the cuts, are

in Ei i 60,64\
shown in Flgs_. 1 and 2, respectively. TH& Nl_energy branching ratio~ 10" °). More detailed discussions of these
spectra contain 1038, 1492, and 848 photons in the RM ackground sources can be found in RE8.and[27].

energy window 57 to _100 MeVand 0, 1, and 1 phcﬁu))m The most carefully treated background was radiative
t_he _hlg_her energy wmd_ow 100 to 150 MeV, re_spectlvelymuon capture on the polystyrene-acrylic target holders, since
[indicative of the sm.allssb!ze of ther(”,) and cosmic back- it was different for the®Ni (powde) target and the’® S
groundg. The muonic*®®*®Ni lifetimes obtained from the (plate targets. From fits to the nickel time spectra we deter-
>800.64i time spectra were 1549, 169+8, and 18&12ns, mined target-holder background contributions GfL.3%,
respectively(statistical uncertainties onlywhich are consis-  (4.9+0.7)%, and<1.8% in the >®¢5\ii nonprompt photon
tent with the lifetimes of 152.82.4, 166.2-2.6, and 193.4 spectra, while from the measured stops in “full” and

"fhe recent measurement of RMC on, kbranching ratio
~10 %) but rather small in this measurement of RMC on Ni

+3.5 ns measured by Bobrat al. [30]. “empty” target runs we determined target-holder back-
ground contributions of 0.3%, 3.8%, and 0.4% in the
B. Backgrounds °8.6064i nonprompt photon spectréusing the previously

measured RMC branching ratio for carbid@®]). Their con-

To obtain the number of nickel RMC events from the gistency gave confidence in the target-holder background
number of nonprompt photon events we subtracted several,ptraction.

sources of background events. These wereadiative muon The other background sources weig similar for each
capture events fromu ™ stops in the acrylic-polystyrene tar- isotope andii) very weak relative to the nickel signal. For
get holders(ii) radiative pion capture events leaking throughthe radiative pion capture background we set an upper limit
the prompt cut,(iii) u~—e” ij bremmstrahlung events Of <0.4% via the relative counts in the 100-150 MeV re-
leaking from the kinematically allowed region below 53 gion of thex™Ni and =~ Ni data. For theu™-decay brems-
MeV to the kinematically forbidden region above 53 MeV strahlung background we set an upper limit<0.2% via
due to the small high-energy tail of the detector respons®lonte Carlo simulations and* —e* vvy measurements of
function, and(iv) cosmic-ray events not rejected by the the high-energy tailthe ™ data were collected during our
cosmic-ray cuts. These backgrounds were very important iearlier measurement of RMC on,Hl4,5]). For the cosmic-
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FIG. 3. Comparison of the measuréidstogram and simulated after the tracking cuts but before the photon cuts. The three peaks
(curve photon energy spectra from radiative pion capture'd@ ~ are due to the beam countelsft), the target assemblgentey, and
The simulated spectrum was matched to the measured spectrum B Veto countefright).
multiplying by an overall normalization factor &f=0.89.
simulated spectrum was matched to the measured spectrum
by multiplying by an overall normalization factor &= 0.89
+0.03. The good agreement between the measured and

After the subtraction of 4, 79, and 7 background photonslsr:nt]rl]J éa::z(ljclzzlzticor? ri:?hfézcr:[ﬂlg ,S 22%?”5 éﬁ\éfig (Cé nEflgence

H 8,60,62\ 13 P
t1h4elémno(;rgilllze95 | T]\“ tener_gythspectra contalnefd 102?’ tThe value of the factoF is consistent with the inefficiencies
> an sighal photons In the energy range from 8t the trigger scintillators and the wire chambers which are

100 Mev. implicit in the measured spectrum but not in the simulated
) spectrum. The uncertainty iR is due to the uncertainty in
C. Detector response function the RPC on'C photon yield quoted in Ref33].

To convert the number of RMC photons to a partial Several multiplicative correction factors were then ap-
branching ratio of RMC photons we required the responsglied to account for differences between the measurement of
function of the pair spectrometer. The response functiomonprompt radiative muon capture photons and prompt ra-
D(E,E’) determines the probability of detecting a photon ofdiative pion capture photons. Three multiplicative factors ac-
true energyE with a measured enerdy’. counted for the efficiencies of the false photon cut, cosmic

The true €) and measuredH’) energy dependence of cut, and prompt cut, which were applied to the RMC data but
D(E,E’) was obtained via a computer simulation. Thenot to the RPC databy efficiency we mean the cut's effi-
GEANT Monte Carlo packagg34] was used to simulate the ciency for passing valid RMC photon events, not the cut's
interactions of the initial photon and subsequent electrons igfficiency for rejecting invalid RMC photon eveitsn the
the target and detector, and the RMC data analysis packagése of the prompt cut, values €f=0.88, 0.89, and 0.90 for
was used to analyze the simulated photon events in the sa?éeoﬁ%\“ were obtained based on the width of the prompt cut
manner as the experimental photon events. The measur@id the muon lifetime in the nickel isotopes. In the case of
(i.e.,E") photon energy spectra were simulated for tfiue,  the false photon cut and the cosmic cut, values©£0.99
E) monoenergetic photon energies of 50 to 140 MeV in 10and €.=0.89-0.94 were obtained from their measured ef-
MeV steps. The results revealed a response function confects on the promptRPQ photon events in the nonprompt
prised of a Gaussian peak of full width at half maximum (RMC) photon data. The range in values &f was due to
(FWHM) ~12% with a relatively large low-energy tail and a different accelerator-related background rates leading to dif-
relatively small high-energy tail. A simple analytical func- ferent cosmic-ray counter singles rates during the experi-
tion, described in the Appendix, was fit to the simulatedment. Finally, a correction facto€4=0.97 accounted for
photon spectra and used to parametrizeBrendE’ depen-
dence ofD(E,E’). A similar parametrization was used in TABLE I. Fraction of muons stopping in the target assemblies
Ref. [27] although, due to the different triggers of this and for the 53%®4i runs. Column two gives the fraction of incident
the earlier work A+A’) .B-C-=1D versusm-g muons that stop in the nickel target material and the polystyrene-

.C-=2D, the functional form ofD(E,E’) was somewhat acrylic container. Column three gives the fraction of incident muons
different ' ' that stop in the nickel target material only. See text for details.

The absolute normalization dD(E,E’) was obtained Stop fraction for Stop fraction for Stop fraction for
from a comparison between a measurement and simulatiapar ot Ni and container pNi onl cogtainer onl
of RPC on'C. The simulated spectrum was obtained using. -2 y y

ray backgrounds we obtained contributions ©9.42
+0.07%, (0.39+0.07%, and (0.76+0.13% for the
58,6064 isotopes via beam-off measurements.

the analytical form ofD(E,E’) in the Appendix and the S5&Nj 0.35 0.341-0.003 0.00%0.003
measured RPC o’C photon yield and energy distribution 6o\ 0.45 0.391-0.013 0.061%+0.013
of Perroudet al. [33]. Figure 3 shows a comparison of the 62\ 0.35 0.341-0.003 0.005:0.003

measured and simulated RPC &fC spectra, in which the
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TABLE Il. The nonprompt photon energy spectra after background subtradi{ft’)/dE’ for the
58,60.63j isotopes.

E’ dN(E')/dE’ for 5®Ni dN(E")/dE’ for ®Ni dN(E’)/dE’ for ®Ni
(MeV) (counts per 2 MeV bin (counts per 2 MeV bin (counts per 2 MeV bin
59.0 137.0 190.7 118.0
61.0 119.0 185.9 116.0
63.0 135.0 188.8 96.0
65.0 111.0 160.2 115.0
67.0 93.0 136.3 93.0
69.0 81.0 111.5 63.0
71.0 76.0 95.3 50.0
73.0 54.0 91.5 44.0
75.0 43.0 51.5 28.0
77.0 39.0 44.8 26.0
79.0 26.0 21.9 11.0
81.0 24.0 12.4 13.0
83.0 16.0 17.2 3.0
85.0 5.0 8.6 6.0
87.0 4.0 2.9 1.0
89.0 3.0 1.9 2.0
91.0 2.0 1.0 0.0
93.0 0.0 1.9 0.0
95.0 0.0 0.0 0.0
97.0 0.0 1.0 0.0
99.0 0.0 0.0 0.0

pion decays between the beam counters and the carbon tarhe various stopping fractions are listed in Table I—the
get, a correction facto€,=0.94 accounted for differences in quoted errors are based upon conservative estimates of the
the absorption and sizes of the carbon and nickel targets, argystematic uncertainties in the “full less empty” subtraction

a correction factorC,=0.98 accounted for the vetoing of procedure.

photon events due to random hits in theA’, andB trigger

scintillators. The uncertainties in all the correction factors IV. RESULTS

(€p, €1, €, Cq, C¢, andC,) were negligible in the final

Joe . . 7 A. Extraction of R
determination of the partial branching ratigs . Y

The true RMC photon spectruasA (E)/dEand the mea-
sured RMC photon spectrundN(E')/dE’ are related

D. Muon stop counting through

Due to the small quantity of each nickel isotope, and
therefore the small size of each nickel target, the measure-dN(E’) dA(E)
ment of the muon stopping fraction was critical. The prob- F:NufcapfpefEchCthFJ dED(E,E") dE
lem is illustrated in Fig. 4, a plot of the reconstructed photon (1)
origin along the beamline axis. The peaks are due to photons
from u stops in the beam counters, target assembly, and vetohereE andE’ are the true and measured photon energies,
counter. D(E,E’) is the Monte Carlo simulated detector response
To measure the muon stopping fraction, a prescaled coirfunction, F is the overall normalization factor obtained from
cidence of any two of the four beam scintillators generatedRPC on*°C, the correction factors,, €, €, Cq, C;, and
beam-sample triggers in addition to the photon triggers. OfC, account for the differences between RMC and RPC run-
fline the beam-sample data were analyzed to determine th@ng, andN, andf ,,are the number of dead-time corrected
muon, electron, and pion composition of the beam, and the. stops in Ni, and the fraction of muons having stopped in
stopping fraction of the incident muons in the target assemnickel that undergo muon captuf&0], respectively. Note
blies. Thew, u, ande identification used the amplitude and thatdA (E)/dE is defined as the photon yield per muon cap-
timing signals from the beam scintillators and indicated ature. The measured RMC photon spedatifd(E’)/dE’ are
95% u~, 5% e, and 0.1% =7~ beam composition. The given in Table Il while the numerical values of the remaining
muon stopping fraction determination used the amplitudeguantities in Eq(1) are given in Table lIl. Tables Il and IlI,
and timing signals from the beam, veto, and inner triggeralong with the analytical form of the response function in the
scintillators which completely enclose the target assemblyAppendix, should enable straightforward comparison of fu-
“Full” and “empty” target measurements yielded the frac- ture model calculations of the true RMC photon spectrum
tion of muons stopped in the target materigowder or dA(E)/dE with the measured RMC energy spectrum
plate) and in the target containgpolystyrene and/or acrylic ~ dN(E')/dE’.
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FIG. 5. Results of the fits of the Fermi-gas spectral shéihes FIG. 6. Results of the fits of the closure approximation spectral
curves to the measured spectral shagése histogramsfor the shapedthe curvesto the measured spectral shagie histograms
58.60.64jj isotopes, respectively. The theoretical curves have beeffor the 58606 isotopes, respectively. The theoretical curves have
convoluted with the detector response for comparison to the experbeen convoluted with the detector response for comparison to the
mental data. experimental data.
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To determine the radiative muon capture partial branchin

ratio for true photon energies above 57 MeV erbutlons, which is discussed in Sec. IV C. In the minimiza-

tion procedure the energy dependenceddf(E)/dE was

dA(E) fixed by the model, and the overall normalization of
R,= | dE 2) dA(E)/dE was extracted from the best fit. The best fits of
57 dE dA(E)/dE to (dNE')/dE’ for the 88984 isotopes are

_ _ _ _ shown in Fig. 5. They show good agreement between the
the function ofdA (E)/dE in Eq. (1) was varied to fit to the  gpeciral shapes of the data and the model wfi values of
measurements ofiN(E')/dE’ in Table Il. The resulting g 1.0, and 0.9 for8864;i, respectively. The resulting
“best fit” dA(E)/dE then determines the best fR,.  yqjyes of the partial branching ratiy, for 58506 are 1.48
Clearly, the method requires a conjecture or hypothesis for- g 08, 1.39-0.09, and 1.0%0.06 (in units of 10°5). The
the true energy dependence i (E)/dE, we used both @ qyoted errors include both the statistical and systematic un-
Fermi gas spectral shape and a closure approximation spegertainties, with the dominant systematic uncertainties com-
tral shape. . _ing from the overall normalization and the-stop counting.

In the first approach we used the Fermi gas calculation of ", the second approach we used the closure approxima-
Fearing and Welsh18]. This is a relativistic calculation us- jon discussed, for example, in R§L7]. It is derived from
ing the local density approximation and realistic matter disthe assumptions th4it) the muon radiates the photon afiid
muon capture occurs to a single nuclear excitation energy. It

TABLE Ill. The number of dead-time corrected muon stops yields

(N,), the fraction of muon captures per muon stdp.g, and the
various correction factorésee text €, €, €., Cq, C;, andC,,
for the 5880%6i measurements.

OIA(E)oc(1—2x+2x2)x(1—x)2 ®)
Target N, (X109 fo, € €& € Cqy C C, dE ’
58N 1.79 0.931 0.88 0.99 0.94 0.97 0.94 0.98
60N 2.85 0.924 0.89 0.99 0.89 0.97 0.94 0.98

oonr wherex is the ratio of the photon energy to the end-point
Ni 236 0912 0.90 0.99 0.89 0.97 0.94 0.98 gnergyE/k,,. While the above assumptions are quite unreal-
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2.5 T T T T tively. The quoted errors include both the statistical and sys-
tematic uncertainties, with the dominant systematic uncer-
20 | . tainties coming from the overall normalizationy-stop
counting, and the correlation betweBy andk, .
S 15 b % 4 The results obtained with the Fermi-gas and closure ap-
" proximation spectral shapes reveal a slight model depen-
710 ] X i dence taR,, (the betterxfde of the Fermi-gas fits compared to
X « the closure approximation fits favoring the former over the
05 L X ] latter). However, the subsequent conclusions are not affected
by this model dependence.
00 . . . . Table IV summarizes the values &, for the 36064
0 50 100 150 200 250 isotopes extracted with both the Fermi-gas and closure ap-
ATOMIC MASS, A proximation spectral shapes. Our most basic result is the sig-
nificant isotope effect in the partial branching ratios for ra-
2.5 T T T T

diative muon capture of®®%®Ni. The ratio of the values of

R, for the heaviest €Ni) and lightest ¥Ni) isotopes are

. 0.71+0.03 using the Fermi-gas spectral shape and 0.73
+0.04 using the closure approximation spectral shape. These
: ratios are rather accurately determined since many of the
systematic uncertainties associated with the-stop count-

J ing, overall normalization, energy calibration, and back-
ground subtraction cancel outhe *®Ni and ®Ni targets
were fabricated identicaljy

B. Comparison to earlier R, data
0.00 0.05 0.10 0.15 0.20 0.25

NEUTRON EXCESS, « Figure 7 shows the branching raf, for the nickel data

plotted versus both atomic ma&sand neutron excess (the
values ofR,, extracted using the Fermi-gas spectral shape are
shown rather than the closure approximation spectral shape
due to the bettep(sdf). For comparison we have overlayed
curves embodying thé and o dependence of the earlier
nuclearR, data. The curves are least squares fits of quadratic
equations in eitheA or « to the data of Refd.23—-27. The

fits versusA and « of the earlier data yielde;ﬁdf of 1.56

and 1.28, respectively, indicating their good representation

FIG. 7. The partial branching ratiR, versus atomic masé
(top) and neutron excesa=(N—Z)/A (bottom for the current
*86064ji R, data(solid circles with error bajsand the Fermi-gas
model of Fearing and Welstopen circles for the’®®%¢Ni values
and crosses for the other valjieShe solid curves are least-square
fits to theA and @ dependences of the earlier nucl&dy data.

istic, Eg.(3) is a convenient form that often empirically fits
the RMC spectral shapes rather well. In the minimization ¢ i, general trends of the experimental data.

procedure both the overall normalization and the parameter What do the Fig. 7 comparisons of théA dependences

ER VI\EIe/rSEvan%IdN t(é’o/tc)jtglln fthe hbegg,ﬁg"%ﬂ,me best fits of ot the earlier nuclear and current nickel data indicate? First,
(E) to dN(E’) or the | Isotopes are o plot versus atomic mass reveals Rigdata set is not a

H : 2 8,60,62 |
shown in Fig. 6. Thexpy of 1.8, 2.0, and 1.3 foP® 0N smoothly decreasing function & (i.e., our nickel data and
indicate poorer agreement between the data and model fQha earlier nuclear data do not coincide in this pl@ec-

the closure approximation spectral shapes than the Fermi 93%dly, the plot versus neutron excess revealsRhelata set
spectral shapes; the closure approximation either overests 5 smoothly decreasing function af i.e., our nickel data
mated the higher-energy photon yield, underestimated thg,q the earlier nuclear data do coincide on this)pleigure
lower-energy photon yield, or both. The resulting values of7 iherefore indicates that atomic mass-dependent effects are
tsrﬁoggar'tlal branching rati®?, and the parameteky, for g fficient, and neutron-excess-dependent effects are criti-
T Ni are 1.32-0.10, 1.36:0.11, and 1.0£0.07 (in 51 in understanding the systematics of Riedata set(Of
units of 10°°) and 92£2, 902, and 8%2 MeV, respec-  cqyrse it would be naive to believe a single parameter could
completely determin®,,, but the overall trend oR,, with «
TABLE IV. Summary of the values OR7 extracted using the g quite Compe”ing_ In summary, without reference to
Fermi gas spectral _s_hapes and closure approximation spectrg|,clear models, the observation of a simple scaling oRpe
shapes for the®**®Ni isotopes. data set withe but notA, and the resulting inferences con-
cerninga- andA-dependent effects, is a basic result of this

Nickel ~ R, Fterrlni gas R, closturcla ahpprox. experimental work.
jicke “” spec raj ape spec raj ape An earlier hint of the empirical scaling of the nucleRy
isotope (N=2)/A X 10 X 10 . . .

data being with neutron excess rather than atomic mass was
58 0.034 1.480.08 1.39+ 0.10 the 2’Al and ?®Si R, data of Armstronget al. [27]. The
60 0.067 1.39:0.09 1.36+ 0.11 measured radiative muon capture partial branching ratios for
62 0.097 1.0%:0.06 1.01+ 0.07 2IAl and 28Sj are 1.43-0.13 and 1.930.18, respectively

(in units of 10°%). As with the nickel data, thé’Al and %Si
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data are consistent with the overalldependence, but incon- 0.71+0.03 (Fermi-gas spectral shapand 0.73-0.04 (clo-
sistent with the overalh dependence, of the nucleRr, data  sure approximation spectral shaper the experimental data.
set. The difference between, and the significance of?fAe  As a consequence of the significant nickel isotope effect, the

and ?8Sj results was discussed in RE27]. measured and calculated Ni data points lie on the
a-dependence curve, but below thedependence curve, of
C. Comparison to the Fermi-gas model the earlier nuclear data.

There exist two calculations of the atomic mass and neu- The addition of the nickel isotopR, dqta to the earlier
nuclearR,, data enables a better separation of fhand «

tron excess dependenceRdf over a broad range ¢t anda., de enderylce oR., and a better test of the FW model calcu-
They are the calculations of Christillin, Rosa-Clot, and Ser- P LA
vadio (CRS in Ref.[17] and of Fearing and WelstFW) in lations ofR,,. The ability of the FW model to reproduce the
Ref.[18]. Both the CRS and FW calculations use the Fermi-variation of theR, data using the Goldberger-Treiman for-
gas model and the local density approximation. Howevermula for g, suggests no reason to invoke a more exotic
while the FW model is a relativistic calculation employing a |arge-scale A-dependent modification oﬁp_ In the FW
realistic nuclear matter distribution, the CRS model is a nonmodel the effective pseudoscalar coupling is proportional to

relativistic calculation employing a uniform nuclear matter the effective nucleon mass, and consequently, to first ap-
distribution. Essentially, the CRS calculation is an earlier

simplified version of the FW calculation. Therefore, we Com_primmatmn,gp is simply reduced by a ponstant facto_r of
m*/m~0.67 from the GT value. Even in a more refined
pare the nucleaR, data set to the latter not the former. L : . . .
4 . 5 approximation, cf. the discussion of option 8 in REIS],
The FW model results were taken from either RdE] his nucleon mass effect is neadyindependent. It is some-
or, in the specific case of the nickel isotopes, calculated foP hat a matter of semantics wrzletherp one Cé”S this effect
the purpose of this manuscript by H.W.F. In both cases th(XV

o Bdngcrtest . vars aken fom Ford ard (LTI, bl o e o Vil e sandard one pon
Willis [37] while the u-atom 1S probability distributions ge p g

(|b15(r)|2) were obtained from nonrelativistic wave func- is based, is sufficient to describe the data. Thus there is no

: ‘ . ; evidence for the more complicated non-one-pion exchange
tion solutions of a Fermi nuclear charge density. Two-

parameter Fermi distributions were used for the nuclear mar_nechanlsms which have been suggested to explain a sup-

ter distributions with the nuclear radii and skin thicknesse?0S€dA dependence of,. Rather, we believe the evidence
taken from either Ref:35] or Ref.[36]. The proton Coulomb for a large enhancement @, for light nuclei and a large
energies Ec) were determined from the energy difference of quenching oﬁp for heavy nucleisee Refs[23] and[29]) is
spheres of charged and Z—1 and the isospin symmetry more likely a result of the different systematics of the various
energies AE) were determined by requiring the agreementmodels used for the different nuclei. For example, the large

of the experimental and model nuclear mass differences. Alja|yes ofg,, were extracted from shell model calculations for

calculations used, =1, g,=—1.25,gr,=3.71, and the as- light nuclei[19-21 while the small values o, were ex-

sumption that the corresponding form factors were Ind(:“pent'racted from Fermi-gas model calculations of heavy nuclei

dent of the four-momentum transfer squared. All calculationstlﬂ Since the Fermi-gas model does not give the correct

used an assumed pion-pole dominance fo_r the fourE)verall scale of the nuclear matrix elements, the
momentum transfer squared dependence of the induced pseu-

doscalar form factor. Thu§p was given by the standard A-independent part of,, which effects this scale, cannot be

Goldberger-Treiman formula, which in the nuclear mediumdétermined. Hence comparisons of absolute values, dfe-

depends linearly on the effective mass, with the vaiije tween the shell model calculations for lighter nuclei and

— 6.5, for the free nucleon. The abser;ce of second clasE€rmi-gas model calculations for heavier nuclei are likely
5. . -

currents was assumed, i.gs=g,=0. For further details on Misléading. Lastly, the absence of any large-scale
the model calculation and the input parameters see[Rgf. A-dependent renormalization of the induced pseudoscalar

Figure 7 showsR,, versusa andA for both the experi- coupling is in general agreement with the various determina-
Y

mental datanickel data and earlier dgtand the FW model tions ofg, from OMC on light nuclei. The values @, from
calculation. Since the FW calculation is only applicable toOMC on *C [38-41, %0 [42-44, and **Na [45,4§ are
medium-hea\/y nuclei, the FW results are 0n|y graphed fopniversally consistent with the Goldberger-Treiman estimate
Z>20 nuclei. Since the FW calculations Bf, universally ~ Of the free proton value of the induced pseudoscalar coupling
overestimate the experimental valuesRf, the calculated g,=6.59, (an exception is the lower value gf, from OMC
values have been universally multiplied by a factor of 0.360n 28Sj [47—-49).

(i.e., only the relative values &, for the model calculations The physical origins of thex and A dependence oR,

are significant The newR,, results from the FW model cal- were addressed in detail in R¢L8]. A number of effects in
culations for the®®6%63i isotopes were 4.20, 3.71, and 3.27, the FW model calculation, including muon binding energy,
respectively(in units of 10 ° and before multiplication by proton Coulomb energy, isospin symmetry energy, and Pauli
0.36). Figure 7 clearly shows the overall consistency of theblocking lead toZ-, A-, and a-dependent systematic varia-
measured and calculated valuesRyf when plotted versus tions inR,, (these effects alter the reactiQivalue, available
neutron excess. In particular, the experimental and theoretphase space, and consequeily. Interestingly, theZ or A

cal isotope dependences for theR\j data are in good agree- dependences introduced by the muon binding energy, proton
ment. For example, the ratio d&t, between the®”Ni and  Coulomb energy, and isospin symmetry energy while indi-
%8N isotopes is 0.78 for the model calculation compared tovidually are quite large, together are quite smighe de-
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crease irR,, with A due to the first and third effects is largely =~ TABLE V. The coefficientsa,, a;, a,, andaz governing the
canceled by the increase &, with A due to the second energy dependence of the various parameier, Eo, o, ando
effech. However, the mcreasmg Pauli blocking with increas-of the response function of the pair spectrometer.

ing neutron excess yields a decreasigwith increasinge

that is clearly exhibited in the final results of the FW calcu- 2 a a as
lation of R, versusa. The model indicates that Pauli block- , 56.1 625 0.826 0.0
ing is an important source for the dependence of thR, A 041104 2.61x10°% —0.270<10°2 0.835¢<10°3
data. E, 54.5 57.7 ~0.315 0.0

Of course the Fermi gas model has deficiencies, for exzr0 203 10.4 125 0428
ample, omitting the influences of collective motion and g|ant 0.786 0.508 0425 _0.164
resonances that are important ingredients in muon capture ) ' i '

(for a thorough discussion see the comprehensive article of

Mukhopadhyay14]). Therefore we cannot exclude the pos- AppENDIX: DETECTOR RESPONSE FUNCTION D(E,E’)
sibility that the deficiencies in the FW calculations could _ _ _

lead to accidental agreement with tRe data. A more so-  The response function of the pair spectrometer, i.e., the
phisticated theoretical study of the and « dependence of Probability of detecting a photon of true energywith a

R, is, therefore, warranted and welcomed. New theoreticameasured energf’, was obtained from a Monte Carlo
|nvest|gat|ons of ordinary and radiative muon capture usingimulation based on theEANT computer prograni34]. In

the random phase approximation are currently underwaghe energy rang&=50-150 MeV the response function
[31]. D(E,E") revealed a central peak with a relatively large low-

energy tail and a relatively small high-energy tail. To conve-
V. SUMMARY niently parametrize its energy dependence we used a Gauss-
ian peak with a logarithmically varying low-energy tail and
In summary, using the RMC spectrometer at the TRIUMFan exponentially varying high-energy tail
cyclotron we have measured the photon rates and energy

spectra following radiative muon capture on tA25%64j D(E,E")=p8In(x)/x

isotopes. The values of the partial branching ratiBs>67

MeV) for radiative muon capture orf'*>5Ni were found to for E'<(Eq—0y), (A1)
be (in units of 10°°) 1.48+0.08, 1.3%-0.09, and 1.0% 0.06

assuming a Fermi-gas photon spectral shape and-D3®D, D(E,E’):Ae—(E'—Eo)Z/Z‘T(Z)

1.36+0.11, and 1.0 0.07 assuming a closure approxima-

tion photon spectral shape. The nickel results demonstrate a for (Eg—oo)<E'<(Eg+od/ay),
significant isotope effect and a comparison of the current (A2)
nickel R, data and earlier nucle&, data suggests a simple

scaling with neutron excess but not with atomic mass. D(E’E,):Aef(EuEO)/zaz

In addition, theaw andA dependence of the current nickel
R, data and earlier nucle&, data is well reproduced by the
Fermi-gas model calculations of R€fl8]. Since the stan-

dard Goldberger-Treiman formula fgy,, modified only by The quantityg is used to match the functions in E¢a.1)

its dependence on effective mass, seems sufficient to yielghg(A2) at E' =E,— o, and the quantity is given by
agreement with the data, we believe there is no compelling
evidence for a more exotid-dependent renormalization of (a—E")

g,. This is generally consistent with the various determina- X= (a—37 MeV)" (A4)

tions of g, from OMC on light nuclei.

for E'=(Eg+03/0,). (A3)

According to Eqs(A1)—(A3) the energy dependence of the
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