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Measurement of the induced pseudoscalar coupling using radiative muon capture on hydrogen
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The photon energy spectrum from the elementary processm2p→nmng was measured using a photon
pair-spectrometer at the TRIUMF cyclotron. Various sources of backgrounds are discussed in detail and
evaluated. From the final spectrum the partial branching ratioRg and the pseudoscalar couplinggp were
extracted. The values obtained areRg(k.60 MeV)5(2.1060.21)31028 and gp(q2520.88mm

2 )5(9.8
60.760.3)ga(0), respectively. The first error is the quadrature sum of statistical and systematic errors, while
the second error is due to the uncertainty inlop , the transition rate of thepmp molecule from ortho to para
states. This measurement ofgp , the most precise to date, agrees with all but one of the previous measurements.
However it is 1.46 times the value predicted by the partially conserved axial current hypothesis and pion pole
dominance.@S0556-2813~98!03601-2#

PACS number~s!: 23.40.Bw, 11.40.Ha, 13.60.2r, 14.20.Dh
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I. INTRODUCTION

Muon capture provides a powerful, weakly interacti
probe of the proton’s structure. The momentum transfer v
ues typical in radiative muon capture correspond to distan
of the order of 2 fm, thus yielding information about th
outer part of the pion cloud. This information is contained
the weak form factors induced by the strong interaction
the hadrons. The pseudoscalar form factor, which is the s
ject of this report, is assumed to be dominated by a pol
the pion mass. Radiative muon capture provides momen
transfer values close to the pion pole, thereby allowing
sensitive test of this assumption. Hence a study of the ra
tive muon capture rate on the proton may allow the m
precise determination of the pseudoscalar coupling. A b
report of the first observation of radiative muon capture on
has already been published@1#. The present report is a de
tailed description of the experiment and the methods
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which the pseudoscalar coupling was extracted. Additio
details can be found in Refs.@2,3#.

II. THEORY

The standard model describes weak interactions at
quark-lepton level in terms of a pureV-A coupling. For
purely leptonic interactions this is sufficient but for hadro
lepton interactions, the quarks are not free but confined, le
ing to complex hadron structure. In the absence of a wo
able, fundamental theory of hadronic structure, the we
interaction at the hadron-lepton level must be described p
nomenologically in terms of form factors. The vector a
axial-vector form factors modify the basic electroweak int
action. Four additional ‘‘induced’’ form factors may also b
present@4#. Hence the operator of the Lorentz invariant ha
ronic current has a formVl2Al which consists of two parts
@5#:

Vl5gv~q2!gl1 igm~q2!sln

qn

2M
1gs~q2!

ql

ml
, ~1!

Al5ga~q2!glg51gp~q2!
ql

ml
g51 igt~q2!slng5

qn

2M
.

~2!

Hereml is the lepton mass andM is the nucleon mass. Th
nucleon form factorsg are functions of the momentum tran
fer squaredq2. The four-momentum transferql is given by
nl2pl , wheren andp are the four-momenta of the neutro
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374 57D. H. WRIGHT et al.
and proton, respectively. These form factors are real p
vided that time reversal invariance holds. The vector a
weak magnetism form factorsgv(q2) andgm(q2) are related
by the conservation of the weak vector current~CVC! to the
nucleon’s electromagnetic form factors@6# which are well
measured up to large momentum transfer by electron sca
ing. At low momentum transfer,gm(q2) has been measure
usingb decay@7#. G-parity invariance requires that the te
sor gt(q

2) and scalargs(q
2) form factors both vanish. Thei

current values,gt(q
2)520.0660.49 @8# and gs(q

250)5
20.462.3 @9#, are consistent with the absence of su
second-class currents. The axial-vector form factorga(q2

50)51.260160.0025 is well known from neutronb decay
@10#. Its q2 dependence is determined by pion electroprod
tion @11–13# and quasielastic neutrino scattering@14#. The
remaining form factor, the pseudoscalargp(q2) is not as well
known.

The q2 dependence ofgp has recently been predicted u
ing the chiral Ward identities of QCD and heavy-baryon c
ral perturbation theory@15#:

gp~q2!5
2mmgpNNFp

mp
2 2q2

2
1

3
ga~0!mmMr a

2 . ~3!

Here,M is the nucleon mass,r a
2 is the mean square nucleo

radius in the axial nucleon form factor,Fp is the pion decay
constant, andgpNN is the pion-nucleon coupling constan
The same result was derived much earlier using the part
conserved axial current hypothesis~PCAC! @16,17#. Follow-
ing the calculation of Ref.@15# which uses the most recen
values ofFp , gpNN , and r a , expression~3! gives the pre-
dicted value

gp~q2520.88mm
2 !56.7ga~0!58.4460.23 ~4!

at the fixed momentum transfer of ordinary muon capt
~OMC!. By convention, whengp is referred to as a coupling
constant, it is actually the form factorgp(q2) evaluated at the
OMC momentum transfer. The precision of this predicti
far exceeds that of any previous experiment, the most pre
of which @18# has a 40% error. By comparison, the pres
experiment has resulted in a precision of 10%.

Previous measurements ofgp @18–24# have used ordinary
muon capture m2p→nmn, in which q2 is fixed at
20.88mm

2 . While OMC offers a larger momentum transf
and therefore much greater sensitivity togp than, for ex-
ample,b decay,q2 is still far from the pion pole and a 4%
rate measurement yields a 40% uncertainty ingp @18#. Com-
bining many different OMC results yields only 25% prec
sion @18#. A more recent experiment@13# used pion electro-
production to deducegp at severalq2 values further from the
pion pole (q25mp

2 ). In this case the polelike behavior o
gp(q2) was verified.

In radiative muon capture~RMC!, m2p→nmng, q2 is
variable and can be much closer to the pion pole, up toq2

5mm
2 at maximum photon energy (k;100 MeV!. The re-

sulting contribution ofgp to RMC is more than three time
its contribution to the OMC amplitude so that a 20% chan
in gp results in a 17~3!% change in the RMC~OMC! rates.
This long known, promising sensitivity togp is offset by the
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very small branching ratio in hydrogen of order 1028. Due to
this small probability and the many potentially large bac
ground sources no previous measurement has been
tempted. RMC has been measured many times in nuclei@25#
where the branching ratio is much larger than in H. Howev
the interpretation of the results in terms ofgp is clouded by
nuclear structure effects and the possible renormalizatio
the weak form factors in nuclei.

RMC on hydrogen was first calculated in 1957@26#. Opat
@27# was the first to include the hyperfine effects in the s
glet and tripletmp atomic states and in the doublet orth
@pmp# molecular state. The most recent calculation of Be
and Fearing@28,29# is a relativistic approach based on th
tree-level diagrams shown in Fig. 1. Diagrams~a!, ~b!, and
~c! represent the photon coupling to the charge and magn
moments of the initial and final state particles. Diagram~d! is
a gauge term. Diagram~e! represents radiation from the in
ternal pion in the diagram responsible forgp . Diagrams~f!
and ~g! represent the contribution ofD excitations.

For the case of muons captured in a liquid hydrogen
get, muonic molecular effects must also be considered.
measured RMC rate will then be the weighted sum of
rates in each of the singlet and triplet atomic and ortho a
para molecular states, with the weights determined by m
sured transition rates from state to state. All rates to and fr
the atomic and molecular muonic hydrogen states are w
known except forlop , the rate at which the orthopmp mol-
ecule decays to the para state. Its measured value@18# is
(4.161.4)3104 s21, which is smaller than the theoretica
prediction (7.161.2)3104 s21 @30#. Fortunately the RMC
rate is not strongly dependent onlop .

III. EXPERIMENTAL SETUP

The very small branching ratio of RMC on hydroge
(;1028) places very stringent requirements on any expe
ment designed to measure it. High muon flux, a very p
hydrogen target, large detector solid angle, reasonable
ton energy resolution, and efficient background rejection
all required. The present experiment was performed by s
ping a pure, negatively charged muon beam in a liquid
drogen target. Liquid H2, rather than high-density gas, wa

FIG. 1. Feynman diagrams for RMC on H. See text for disc
sion.
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57 375MEASUREMENT OF THE INDUCED PSEUDOSCALAR . . .
chosen in order to stop nearly all incident muons in the
get, thus increasing the count rate for the rare RMC proc
Photons from the target were detected in a cylindrical d
chamber pair spectrometer which incorporated a charg
particle veto of electrons from muon decay. Good ene
resolution allowed background photons arising from
bremsstrahlung of muon decay electrons to be elimina
from the signal energy range 60–100 MeV. The use of a d
chamber to detect converted photons insured insensitivit
the large background of neutrons from ordinary muon c
ture. Backgrounds from cosmic-ray-induced photons w
rejected in part by an active veto consisting of planar w
chambers and plastic scintillators which surrounded the s
trometer.

The M9A channel at TRIUMF@31# provided muon and
pion beams for the experiment. These beams were prod
by a primary beam of 500-MeV protons, with a typical cu
rent between 100 and 140mA, striking a 10-cm Be produc-
tion target. The beam had a macroscopic duty factor of 9
and a microstructure due to the cyclotron rf consisting of a
ns pulse every 43.3 ns. Negative muons of 63 MeV/c at a
typical rate of 6.53105 s21 with dP/P510% were counted
by a stack of four plastic scintillation counters each 1.6-m
thick and located 12 cm upstream of the front face of
target flask. Electron and pion contaminations were redu
to e/m5531022 andp/m5231024 by an rf separator@32#
about 10 m upstream of the hydrogen target. Beams of p
tive muons for background studies were provided by reve
ing the channel polarity. By retuning the channel and se
rator, 81 MeV/c p2 beams were produced for energ
calibration and acceptance measurements. In this case
typical beam composition was 96%p2, 3%e2, and 1%m2.
Pulse heights in the beam counters were used offline to
ther reduce the effects of beam contaminants.

Muons and pions were stopped in 2.7 liters of chemica
pure, isotopically separated liquid1H 2. The protium was
contained in a thin-walled gold vessel 15-cm long and 16
in diameter which was placed at the geometric center of
pair spectrometer. Because the probability of RMC var
roughly asZ4 and because muons inmH atoms are easily
transferred to heavier, contaminant nuclei, great care
taken to avoid chemical impurities. A low concentration
deuterium was also necessary to reduce the rate of m
catalyzed fusion,pmd→m3He, which causes a backgroun
from RMC on 3He. To prevent loss and maintain purity,
gas recycling system@33# was developed for use with thi
target. A schematic diagram of the target and beam collim
tion system is shown in Fig. 2 and details of its construct

FIG. 2. Liquid hydrogen target and collimator arrangement.
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are given elsewhere@34#.
Photons were converted toe1e2 pairs in a 1.08-mm

thick, dodecahedral lead sheet surrounding the target
mean radius of 157 mm. The pairs were then moment
analyzed in a cylindrical pair spectrometer@34# which is
shown in Fig. 3. The spectrometer consisted of two conc
tric, cylindrical chambers, which together provided charge
track reconstruction in three dimensions. The inner cham
~IWC!, with a radius of 270 mm, was placed outside of a
concentric with the Pb converter. It was a dual-coordin
cylindrical proportional chamber which providedx, y, andz
coordinates for a single point on each track passing thro
it.

The outer chamber~DC! was a large volume cylindrica
drift chamber with inner and outer radii of 302 and 580 m
respectively, and consisted of four superlayers of drift ce
Layers 1, 2, and 4 were axial and providedx,y coordinates
for tracks while layer 3, which was stereo, providedz coor-
dinates. The chambers were enclosed within a magnet
and return yoke which provided a uniform axial field of 0.2
T parallel to both the beam axis and the spectrometer a
Combining coordinates from both chambers resulted in
spatial resolution for single tracks of 140mm in x,y and 400
mm in z. The active region of the DC defined the solid ang
subtended by the spectrometer at the target center to
;3p sr. The large solid angle combined with a photon co
version efficiency of about 10% yielded a large average
ceptance for photons in the energy range 60 to 100 MeV.
discussed below, this acceptance was measured using
known photon spectrum of pions stopping in hydrogen.

The chamber readout was triggered by a set of azimu
ally segmented, concentric layers of plastic scintillator pa
els labeledA, A8, B, C, andD in order of increasing radius
The A andA8 counters were located immediately outside
the target while theB counters were located just inside th
Pb converter. Their purpose was to veto charged partic
originating in the target. TheC counters, immediately out-
side of the Pb converter, and theD counters, just outside the
DC, provided pattern information on events in the chamb
which was used in the first level trigger. In a typical co
verted photon event a singleC counter and one or two non
adjacentD counters would fire but noA, A8, or B counters

FIG. 3. The RMC pair spectrometer at TRIUMF.
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376 57D. H. WRIGHT et al.
would fire. Such an event was accepted by the primary t
ger condition

S~A1A8! •SB•SC•>1D. ~5!

Higher-level trigger conditions were placed on events
comparing combinations ofC and D counter hits to prese
patterns stored in programmable logic modules. In addit
crude pattern recognition was performed by recording
number of cells hit in each layer of the DC@35# and accept-
ing only those events having hit distributions consistent w
e1e2 pairs. Anxy view of a typical photon event is show
in Fig. 4.

For an incident muon rate of 63105 s21 the primary
trigger rate@Eq. ~5!# was about 1000 s21. The higher level
conditions discussed above reduced the rate of events wr
to tape to about 100 s21. A complete discussion of the trig
ger is given elsewhere@34#.

IV. BACKGROUND REDUCTION METHODS

The photon spectrum from RMC extends from 0 to;100
MeV and is susceptible to several backgrounds which
described in this section. A quantitative discussion of
actual background subtractions is given in Sec. V.

The small pion contamination remaining in the beam a
rf separation gives rise to a potentially dangerous ba
ground since each negative pion produces photons f
charge exchange or capture:

p21p→p01n ~59.8%!, ~6!

�g1g1n ~k;55283 MeV!, ~7!

p21p→g1n ~39.3%,k;129 MeV!. ~8!

Although these pion-induced photons are;107 times more
plentiful than RMC photons, they are prompt and can
efficiently vetoed by timing and pulse-height cuts.

The largest irreducible photon background is due to mu
decay with a subsequent~outer! bremsstrahlung of the deca
electron

FIG. 4. X-Y view of converted photon event. Extra lines paral
to the scintillator panels indicate which C and D counters fi
during the event. Six instrumented sense wires are located alon
vertical midplane of each drift cell.
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m2→e2 n̄ enm ~9!

�e21g ~10!

and from inner bremsstrahlung

m2→e2 n̄ enmg. ~11!

Since 99.9% of muons stopping in liquid hydrogen dec
before they can be captured, bremsstrahlung represents
pious source of photons with a maximum energy ofmm/2.
The RMC signal at lower energies is therefore insignifica
compared to this background. However, the spectrometer
ergy resolution, ;11% full width at half maximum
~FWHM!, was sufficient to eliminate most of this back
ground for photon energies above 60 MeV. Leakage into
RMC region due to resolution effects was determined
tuning the beam form1. These can only decay so that
properly normalized subtraction of them1 photon spectrum
from the m2 photon spectrum removed the leakage even
This subtraction was corrected for the fact that positro
from m1 decay can produce photons from annihilation-
flight, whereas the electrons fromm2 decay cannot.

Photons can also be produced by cosmic rays and be
related backgrounds. Two additional layers of scintillato
and drift chambers placed outside the magnet yoke w
used to veto cosmic ray events in software. The beam-rel
background was measured extensively under experime
conditions when the beam was off and when the second
beam was magnetically diverted, just upstream of the se
rator, to the adjacent M9B channel.

For muon stopping rates typical of this experiment, the
were often more than one muon in the target at a time. D
to the finite memory time of the drift chamber single partic
tracks related to different muon decays at somewhat diffe
times could appear superimposed in the same event, im
ing a converted photon. However, the trigger counter ti
signals, which were read out with multihit TDCs, allowe
the identification of such spurious near coincidences.

RMC occurred on the gold flask containing the liquid
and on the nearby silver heat shield/collimator much m
rapidly than on H (s;Z4), creating a potentially huge back
ground. The first step in reducing this background was
design a target flask large enough so that very few mu
stop near the walls. Au was chosen for the flask mate
because it can be made into a very pure thin-walled c
tainer. Since the disappearance times form2 in Au and Ag
~73 and 89 ns! are short compared to that in H~2195 ns!, it
was possible to wait until nearly all photons from Au and A
had traversed the spectrometer before selecting any ev
Therefore events occurring within 365 ns~5tAu) following
the lastm2 stop were removed in software. A fit to the unc
time spectrum forEg. 60 MeV, enabled a determination o
the fraction of this background which occurred more th
365 ns after am2 stop.

The presence of deuterium or heavy element impuritie
liquid hydrogen would also be a serious background sou
The various pathways open to am2 in liquid H 2 when im-
purities are present are illustrated in Fig. 5. In liquid them2

is rapidly captured into the singlet atomic state. This sm
neutral system will quickly form apmp molecule, mainly in
the ortho state, which can decay to the para state. RMC
proceed from any of these states. However, if there are c
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57 377MEASUREMENT OF THE INDUCED PSEUDOSCALAR . . .
taminants withA.1 the m2 will rapidly transfer from the
proton and form amA atom. Heavy impurities (A.2) were
reduced to!1029 per hydrogen atom by thorough bakeo
and pumping and by passing the gas through a pallad
filter. If deuterium is present in the hydrogen amd atom is
formed and subsequently apmd molecule. The latter can
form a m3He system via muon-induced fusion. Natural
contains.100 ppm2H and since RMC on3He is predicted
to occur at about 20 times the rate on H, the backgro
from 3He would be larger than the signal. Our liquid, whic
contained 2 ppm2H or less, was obtained from the electrol
sis of two samples of deuterium-depleted H2O. The effect of
this 3He background was determined by a run with natura
~see Fig. 16!.

A related background involves the possibility that themp
atom, before it decays or forms apmp molecule, may drift to
and diffuse into the Au target wall. There it could captu
after a long time and defeat the time cut described abo
This background was estimated using several parameter
propriate for a liquid hydrogen target at 16 K. At this tem
perature themp atom has an average velocity of

v5A3kT/mmp53.453104 cm/s. ~12!

Its mean free pathl53.631028 cm was estimated from th
number density of H2 molecules in the liquid target. Th
probability that the atom drifts to the wall before disappe
ing is given by

e2x2/vlt, ~13!

wherex is the distance from the wall andt53.3331027 s is
the lifetime for amp atom to be captured into apmp mol-
ecule. Pessimistically assuming that muons are stopped
formly throughout the target volume and thatmp atoms drift
only toward the nearest wall and not away from it, the fra
tion F of atoms reaching the wall is given by averaging t

FIG. 5. Muon atomic and molecular states in liquid hydroge
m

d

e.
ap-

-

ni-

-

distancex, weighted by expression~13!, over the target vol-
ume. This calculation showed thatF54.531026 and that
mp atoms formed more than 0.7mm from the wall do not
contribute to the background. The size of this backgrou
relative to the RMC branching ratio was estimated to be

FGAu /GH50.13%, ~14!

where GAu5631026 is the estimated branching ratio fo
RMC in Au for photon energies above 57 MeV, andGH
52.131028 is the RMC branching ratio on hydrogen re
ported in this work. This estimate would be reduced by a
other two orders of magnitude if the actual stopping dis
butions and solid angle corrections were used.

Other sources of background photons were due to the
nite extent and divergence of the incoming beam. Muons
pions in the muon beam might have stopped outside the
drogen target~in the beam counters, heat shields or collim
tors, for example! and caused backgrounds due to muon a
pion capture. Such events were effectively eliminated
geometrical cuts on the origin of the photon. The possibi
that stray muons could enter the target region without fi
passing through the beam counters was also studied. Ex
sive beam tests determined the number of such muons t
negligible.

V. DATA ANALYSIS

Raw data from the cylindrical drift chamber and inn
wire chamber were used to reconstruct electron and posi
tracks in three dimensions. Poorly fitted tracks were rejec
and the remaining electron and positron tracks were paire
form candidate photon events. Candidate events which s
fied several geometrical and kinematic conditions constitu
the raw photon spectrum. TDC and ADC information fro
both the beam and trigger scintillators was used to rem
the background photons described in the previous sect
The resulting sample of RMC events was then normalized
the number of muons stopped in the liquid hydrogen targ
Fits to the data with the theoretical RMC spectrum conv
luted with the detector response yielded the experime
value of gp . This section describes each of these steps
detail.

A. Event selection

The event reconstruction and selection process was
signed to~1! identify e1e2 track pairs with the correct to
pology for photon conversion in the Pb sheet,~2! optimize
photon energy resolution to reduce the number of phot
from inner and outer bremsstrahlung with reconstructed
ergies above 60 MeV,~3! reject photons originating from
outside the target, and~4! maintain the largest possible ac
ceptance for RMC photons. Cuts made to achieve these g
were tested by comparing their effect on real and simula
p2p data@Eqs.~6!–~8!#. The chosen cut values left the sam
percentage of surviving events for real and simulated d
sets. The final set of cuts was then applied identically to r
m2, m1, andp2 data.

.
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378 57D. H. WRIGHT et al.
1. Tracking cuts

Two distinct track types occurred in the spectromet
higher momentum particles which escaped through the o
layer of the drift chamber, and lower momentum partic
which spiraled around inside it. In order to maximize dete
tor acceptance both types were kept but different value
the tracking cuts were applied to each. Both track types w
subjected to cuts onSxy

2 and Sz
2 , the variance of the drift

chamber hit coordinates from the fitted track inxy and z,
respectively, the numberNxy of drift chamber hits per track
in thexy plane, the numberNz of hits per track inz and the
distancedIWC of thexy projection of the drift chamber trac
to the nearest hit in the inner wire chamber. To the spiral
wrap-around tracks a cut ondapex, the distance from the
center of the drift chamber to the most distant track po
was also applied. The cut having the largest effect on
energy resolution wasSxy

2 . The values of these cuts fo
wrap-around and nonwrap-around tracks are shown in T
I.

Cut values fore1 ande2 tracks are slightly different due
to the 5.5° Lorentz angle of the drift electrons in the cham
cells. Because the curvatures ofe1 ande2 tracks are oppo-
site, the angle betweene2 tracks and the drift direction wa
always closer to 90° than it was fore1 tracks. Thus there
were more wire hits per drift cell and a better fit toe2 tracks.
The cuts one2 tracks were therefore generally tighter th
for e1 tracks.

2. Photon cuts

Satisfactory electron and positron tracks were paired
form photon candidates which were selected if they h
conversion-pair-like topologies~see Fig. 4!. For true photons
the distance between the two tracks where they intersec
lead converter must be small. This distance was resolved
two componentsdxy and dz . The opening angle in thexy
planeuopen must also be small. Large opening angles and
large converter distances were strong indications that
electron and positron tracks had been mismatched and
not represent a true photon, or that multiple scattering
distorted one or both of the tracks. A photon satisfying
above conditions could still be rejected if it did not poi
back to the liquid hydrogen target. Indicators of this we
Rclose, the shortest distance between the reconstructed
ton momentum vector and thez axis of the target,zclose the
longitudinal component ofRclose, zrad thez coordinate of the
intersection point of the photon momentum vector with t

TABLE I. Conditions of acceptance for wrap-around a
non-wrap-around electron and positron tracks.

Track nonwrap wrap nonwrap wrap
Parameter e1 e1 e2 e2

Sxy
2 ~cm2) ,0.0048 ,0.027 ,0.0038 ,0.021

Sz
2 ~cm2) ,0.07 ,2.00 ,0.14 ,2.00

dIWC ~cm! ,0.8 ,0.8 ,0.8 ,0.8
Nxy .11 .10 .11 .11
Nz .2 .2 .2 .2
dapex ~cm! .53.0 .53.0
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target wall, andDpz , the difference of the momentum frac
tions u(pz /ptot)e12(pz /ptot)e2u. The values of these cuts fo
photons which included a wrap-around track and for tho
that did not are shown in Table II.

3. False photons

The charged particle rate in the cylindrical drift chamb
was about 300 kHz and consisted mainly of electrons fr
muon decay. TheA, A8, andB scintillator rings vetoed these
tracks with a combined inefficiency of 531026, making it
highly unlikely that two such tracks could survive to ma
an accidental, or false, photon. If, however, an electron
derwent hard bremsstrahlung before reaching the veto r
and the subsequent photon converted asymmetrically,
positron could have been accidentally paired with an un
lated decay electron. Other false photons could be due to~1!
electrons which leaked through the veto and crossed the
chamber in the same region as a true photon, leading
potential mispairing of tracks, and to~2! positrons produced
by photon conversion in the target paired with electrons p
duced by photon conversion or muon decay in the Pb c
verter. All such spurious tracks were removed by consider
the time of a given track relative to the event time as defin
by the C counters. The small coincidence window~60 ns!
and the low singles rate (,40 kHz! in any individual C
counter contributed to a well defined trigger time. An ad
tional track could be removed if it occurred outside of t
630 ns coincidence window, but within6250 ns of the
trigger time. The 250 ns interval represented the ‘‘memo
time’’ of the drift chamber determined by the maximum dr
time in the chamber cells. If fewer than two tracks surviv
this restriction, the event was discarded. Using the v
rings’ efficiency it was estimated that, for the entire da
sample, less than 0.1 false photon event would survive
cut in the region between 60 and 100 MeV.

B. Background subtraction

Nearly all events surviving the above cuts are true p
tons, the vast majority of which are due to the various ba
grounds described in Sec. IV. Some of these backgrou
were identified and eliminated event by event using ad
tional cuts, while others were estimated and subtracted u
subsidiary measurements or calculations. The remova
each of these backgrounds from the raw photon spectru
presented here, roughly in decreasing order of importanc

TABLE II. Conditions of acceptance for photons containing
wrap-around track and photons that do not. The value ofzcent is the
centroid of the muon stopping distribution.

Photon parameter nonwrap wrap

dxy ~cm! ,3.6 ,2.5
dz ~cm! ,5.0 ,5.0
Rclose ~cm! ,7.0 ,9.0
uzclose2zcentu ~cm! ,12.0 ,12.0
uzrad2zcentu ~cm! ,16.0 ,16.0
Dpz ,0.7 ,0.8
uopen (°) ,31.0 ,50.0
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FIG. 6. ~a! Raw photon spectrum with non
prompt events shaded.~b! Beam counter times
within 1 ms window around trigger time with
nonprompt events shaded.
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1. Pion capture

As mentioned above, photons from pion capture on
@Eqs. ~6!–~8!# are ;107 times more likely than those from
RMC on H, hence the need for very efficient rejection
pion-induced events. The rf separator reduced thep/m ratio
in the beam toRsep5231024 while a ‘‘prompt’’ cut re-
moved photons due to pions which survived the separa
This cut rejected all events in which the photon trigger o
curred between 60 ns before and 10 ns after the pion or m
had arrived at the beam counters. Its effect, shown in F
6~a!, was to remove from the photon spectrum nearly
events above 60 MeV. The remaining events were due
inner and outer bremsstrahlung, cosmic rays and RMC
Au, Ag, and H. The steep falloff below 40 MeV represen
the lower limit of the detector acceptance. Figure 6~b! is a
portion of a histogram of all beam counter pulse times wit
a 1 ms window around the trigger time and shows that
prompt events fell within a well-defined peak. The prom
cut efficiency was measured by applying it to a pion d
sample of more than 105 events withEg,85 MeV. No pho-
tons survived, indicating a cut inefficiency of,1025. For
pion-induced photons in muon data samples the prompt
efficiency was estimated by noting that no prompt photo
survived in the regionEg.100 MeV @see Fig. 6~a!#. With
6.53106 photons in this region of the raw spectrum, the c
inefficiency at 67% C.L. waseprompt,1.5431027.

Pions in the beam have the same momentum as muon
lose about twice as much energy in the beam counters be
stopping in the hydrogen target. Therefore they stopped
ther upstream than the muons and a cut on the photon o
(zcloseandzrad of Table II! reduced the pion-induced photon
by an additional factor of two,Rgeom50.5. A conservative
cut on the larger pion pulse-height in the beam counters
vided another factor of 2 reduction,Reloss50.5. The total
relative reduction of pion-induced photons was thus

Rtot,RsepepromptRgeomReloss57.7310212, ~15!

indicating that this background was eliminated.
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2. High-energy tail

The background component of the high-energy tail co
sists of photons from inner and outer bremsstrahlung@Eqs.
~9!–~11!# which are reconstructed at energies above 60 M
The most straightforward characterization of this backgrou
is derived from a measurement of the photon spectrum g
erated by stoppingm1, which contains the same bremsstra
lung events but no RMC events. However, the positron fr
m1 decay can also annihilate in flight, thereby producing
high-energy photon. Them1 andm2 background spectra ar
therefore not identical for the same number of partic
stopped in the target. Monte Carlo studies have shown
the shape of the simulatedm1 photon spectrum is in good
agreement with the experimental one~see Fig. 7!, and that
the ratio ofm1-induced photons tom2-induced photons

Ng
m1

Ng
m2 5

Gout1G in1Gann

Gout1G in
~16!

FIG. 7. m1 photon spectrum showing the high-energy tail (Eg

. 60 MeV!. The Monte Carlo simulation of the high-energy tail
shown in black circles.
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FIG. 8. ~a! Photon time spectrum (Eg.56
MeV! showing the location of the blank time cu
The line through the histogram represents the
to the time spectrum using the Au and Ag life
times.~b! The effect of the blank cut on the pho
ton energy spectrum. In both figures the shad
regions represent events surviving the blank c
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is, within errors, constant as a function of reconstructed
ergy above 52 MeV. HereGout, G in , andGann represent the
probability that a stopped muon produces a photon fr
outer bremsstrahlung, inner bremsstrahlung, and positron
nihilation, respectively. So, while the number of high-ener
tail photons produced per stoppedm1 is larger than that for
m2, the shapes of the two spectra are the same.

This allowed the direct background subtraction from t
m2 photon spectrum using the scaledm1 photon spectrum.
In the m2 spectrum an energyE552 MeV was chosen, a
low as possible, where the relative RMC contribution w
negligible, but where the slope of the spectrum was not
too steep. Them1 spectrum, shown in Fig. 7, was first co
rected for cosmic-ray and beam-related background~see be-
low! and then normalized so that the data bin atE 5 52 MeV
contained the same number of events as the correspon
bin in them2 spectrum. The normalizedm1 spectrum above
60 MeV thus represented the high-energy tail corrected
perimentally for positron annihilation. The number of even
in the tail above 60 MeV was found to be 4467.

A second method used to obtain the high-energy tail w
to generate a Monte Carlo photon spectrum containing in
and outer bremsstrahlung as well as RMC, fit this to
measuredm2 spectrum, and then subtract the RMC spe
trum. The amplitude of the RMC spectrum was a free para
eter in the fit but its shape was taken from theory. In t
case, the number of high-energy tail events above 60 M
was 4867, in agreement with the previous method. T
high-energy tail spectrum obtained with this method is co
pared with the RMC spectrum in Fig. 11.

3. RMC in Ag and Au

The background from RMC on the Au target walls a
the Ag collimator and heat shields was reduced by
‘‘blank’’ cut on the time at which muons pass through t
beam counters relative to the photon trigger time. Figure 8~a!
shows the distribution of these times for photons with en
gies above 56 MeV and for which at least two beam coun
-
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fired in coincidence. The energy cutoff at 56 MeV was ch
sen to improve the statistics of the time spectrum which
turn allowed a better determination of the RMC backgrou
due to Au and Ag. In obtaining the final RMC spectru
(60,Eg,100 MeV!, only the background counts above 6
MeV were subtracted. For 10,t,365 ns the shape of th
spectrum is dominated by the muon lifetimes in Au and A
tAu573 ns andtAg588 ns@36#. For t.365 ns the spectrum
is flat and due largely to pileup events in which the mu
arrival time is uncorrelated with the trigger time. Also in
cluded in this region are events due to RMC in H which h
a nearly flat distribution because of the long muon lifetime
H tH52195 ns @37#. Events with t,260 ns are due to
pileup when the muon stops in the target after the pho
trigger. The gap at260,t,10 ns is due to the removal o
the prompt events.

Keeping only events witht.365 ns removed the bulk o
RMC events from Au and Ag as shown in the photon sp
trum in Fig. 8~b!. Background events occurring att.365 ns
were removed by fitting the uncut time spectrum in Fig. 8~a!
with the known time behavior of muons in Au and Ag

dN

dt
5AAge

2t/tAg1AAue
2t/tAu1r ~17!

and subtracting from the integrated photon spectrum
amount

Nbkg5PE
tb

`S dN

dt
2r Ddt. ~18!

Here tb5365 ns is the blanking time.r is the rate of time-
independent background events, including pileup. It w
fixed by fitting the t,260 ns part of the time spectrum
where there is no RMC on Au or Ag.AAg , the relative con-
tribution of RMC on Ag, was a free parameter in the fi
AAu , the contribution of RMC on Au, was then fixed by th
integral under the fit. Because of the relative scarcity
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RMC on H events, no term for the muon lifetime in H wa
included in the fit. A maximum likelihood fit of the flat re
gion of the time spectrum (t,260 ns! yielded r55.6
60.6 counts/2 ns with most of the error due to statistics. F
of the uncut time spectrum forr55.0, 5.6, and 6.2 gave
values forAAu , AAg , and henceNbkg which are shown in
Table III. Since the error inr dominated the evaluation o
Nbkg , the error inNbkg was enlarged to include the extrem
values determined forr55.0 andr56.2. Thus, forEg.56
MeV, Nbkg541615. Under the RMC signal region 60,Eg
,100 MeV,Nbkg529611.

The factorP is introduced by the effective dead time
365 ns after the trigger time. It is the probability that a se
ond beam muon does not arrive within the blanking time a
veto the event. IdeallyP is given by Poisson statistics

P5e2rDt50.786, ~19!

whereDt5365 ns andr 5658 kHz, the incident muon rat
averaged over all running periods.P was measured for eac
running period by finding the ratioR of the number of events
after to those before the blank cut.R is given by the prob-
ability that a muon decays after the blanking time, timesP.
In principle, P can be extracted using

R5Pe2365/tH50.847P ~20!

or

P51.18R. ~21!

However, due to such effects as dead time in the be
counters, beam microstructure, the prompt cut and the
that not all muons passing through the beam counters
and decay in the target, corrections to Eq.~21! are required.
These were performed in a Monte Carlo simulation of mu
arrival times as a function of incident muon rate. The res
is that Eq.~21! is modified, and can be rewritten as

P51.39R20.19. ~22!

The value ofR, averaged over all data runs, was 0.6
60.008. Substituting into Eq.~22! yielded P50.7560.011,
only 5% smaller than expected from Eq.~19!.

4. Cosmic rays and beam-related radiation

The intensity at sea level of cosmic ray muons abov
GeV/c is 70 m22 s21 sterad21 @38#. These can cause back
ground photons from electromagnetic showers when they
ter the detector. Photons induced by muons or other cha
particles were, in part, removed through the use of the c
mic ray active veto described earlier. Hence cosmic ray n

TABLE III. Background from RMC on Au and Ag fort.365
ns as a function ofr.

r AAg AAu Nbkg

~counts/2 ns! ~counts/2 ns! ~counts/2 ns!

5.0 94615 29620 5665
5.6 51615 76620 4165
6.2 7615 125620 2665
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trons were found to be a greater background since they
dergo hadronic production ofp0’s in the iron of the detector
magnet. With the cyclotron off the photon trigger rate in t
detector was roughly 0.1 s21, clearly non-negligible com-
pared to the rate of RMC in hydrogen. With the cyclotron o
ambient activity, mainly from production target neutron
was another background source.

The bulk of cosmic-ray-induced photons were removed
software by noting that they were usually accompanied
charged particle tracks. Photons were removed if a char
particle track in the same event fired a cosmic ray drift cha
ber and the cosmic ray scintillator directly beneath it. Ca
didatee1e2 pairs were also rejected if theC or D counter
opposite the pair fired.

When high-energy neutrons from cosmic rays or the M
production target producep0’s, the resulting photons migh
not be accompanied by charged particles and therefore
cannot be directly vetoed. Since the source of these pho
is not localized, cuts on their direction and origin will distin
guish them from RMC photons which originate at the cen
of the liquid hydrogen target. However this would not r
move all background events. To do so, background data
were taken under beam-off and beam-on conditions and
lyzed using the same cuts as for nonbackground runs. Du
beam-off runs the cyclotron was off, so only cosmic r
background could be present. During beam-on runs th
was current in other beamlines but not in M9A, so that t
sum of cosmic and beam-related backgrounds was samp
The two components were then separated using the rela

Nbkg5Rcosmict live1RbeamQ, ~23!

where t live is the live time or total time in days that th
experiment was accepting triggers.Q is a measurement o
the total charge striking the production target in the m
beamline during the run, and is corrected for experim
dead time. Its units are arbitrary but proportional tomA h. Q
was also assumed to be proportional to the ambient flux
beam-related activity through the detector. The rate
cosmic-ray-related photonsRcosmic and the rate of beam
related photonsRbeam were determined by sampling back
ground photons in the range 0,Eg,200 MeV over a four-
year period. After cuts there were 60 beam-off events ove
period of 92 days withQ50, so thatRcosmicwas found to be
0.6560.08 events per day. Under beam-on conditions th
were 111 events over a period of 102 days withQ58703.
Solving for Rbeam yielded 0.005160.0015 events per uni
chargeQ or 0.44 beam-related events per day for the typi
beam currents during the experiment.

Over the entire period of RMC data taking, the expe
ment was live for 66.85 days and collected a total cha
Q56326. The number of background photons expected
the RMC data was therefore

Nbkg5~Rcosmict live1RbeamQ!P ~24!

5@0.65366.8510.005136326#0.75

55768, ~25!

whereP50.75 is the blank-pile-up correction described e
lier. Assuming that the shape of the cosmic and beam-rela
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background was the same for the RMC data runs and
beam-on background runs, 2969 of these photons fell in the
RMC signal region, 60,Eg,100 MeV, and had to be sub
tracted. 2367 events were expected to occur in the reg
100,Eg,200 MeV. The error bars on these numbers
flect, in part, the uncertainty in the shape of the backgro
spectrum. As a check on this subtraction, events in the R
spectrum between 100 and 200 MeV, where no RMC eve
should occur, were analyzed. After the same cuts w
placed on these events as on those below 100 MeV, 2465
events remained, in agreement with the 23 backgro
events expected in that region.

The above procedure was repeated form1 data so that the
subtraction of the high-energy tail could be done correc
In this case the beam-on background run was the same
cept that the polarity of the M9A channel magnets was n
positive. Based on the measured rates for 14.85 day
livetime, the number of beam-on background photons in
m1 spectrum was predicted to be 1466 between 0 and 200
MeV. Of these, 662 were between 60 and 100 MeV and
62 were between 100 and 200 MeV. The observed valu
763 events between 100 and 200 MeV is in agreement w
prediction.

5. Stops outside the LH2 target

Monte Carlo beam transport calculations estimated
35% of the incident muon beam stopped in the Pb collima
which is located immediately upstream of the beam coun
~see Fig. 2!. These muons, and contamination pions, co
then produce photons through RMC or radiative pion capt
~RPC! in Pb. The photon would likely pass through the bea
counters without firing them, thus adding a photon ba
ground flat in time and very similar to RMC in H. Sinc
these photons originated well upstream of the normal m
stopping location the cuts on the photon origin,zrad andzclose
removed most such events. This is demonstrated by the
tribution of zcloseshown in Fig. 9. As described in Sec. V A
zclose is the longitudinal component of the vectorRclose,
which is the point of closest approach of the reconstruc
photon momentum vector to thez axis. Photons withzclose

FIG. 9. Distribution ofzclose, the z component of the point of
closest approach of the photon momentum vector to thez axis. The
shaded region represents those events which are removed by
on Rclose.
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,25 cm were removed by a cut onRclose. Photons with
zclose.25 cm were centered onz50 as expected for RMC
events from the hydrogen target. Due to imperfect posit
and momentum resolution, some photons originating
stream of25 cm may have been reconstructed as phot
originating inside the target, thereby introducing a bac
ground from stops outside the target. The estimated num
of such events was 965.

The few pions in the muon beam which were not rejec
by pulse height and timing in the beam counters could h
decayed in flight to produce muons which stopped and c
tured in the Au/Cu backplate of the hydrogen target. T
beam simulation which reproduced the observed stopp
distribution in the target indicated that the number of su
events was small and cuts on the photon origin reduced t
to a negligible level. Similarly the RMC background from
uncounted muons stopping in the target backplate was fo
to be negligible due to the same restrictions on photon orig

It was also possible that a few stray muons from t
fringes of the beam passed through the vent holes upstr
of the beam counters without passing through the be
counters~see Fig. 2!. If they subsequently stopped in theA
or A8 ring of veto scintillators immediately outside of th
target or in the target’s Ag vacuum jacket or heat shield, a
then underwent RMC, the resulting photons would appea
have a flat time spectrum, mimicking RMC on H. Mon
Carlo beam studies estimated that a 1% RMC backgro
from Ag and C would occur if 1024 of all muons got to the
Ag and veto counters without being counted. In order to lo
for uncounted muons, beam tests were performed in whic
scintillator replaced the hydrogen target. The beam coun
were placed in anti-coincidence with the scintillator so th
only muons not passing through the beam counters would
collected. Over several beam test periods no such ev
were found, setting an upper limit on uncounted muons
,1.631025 at 67% C.L. This indicated that the total bac
ground from this source was less than 0.2% of the RM
signal.

6. Target impurities

In impure liquid hydrogen the rate at which muons diss
ciate frommp atoms to formmA atoms is of the order 1011

s21 which greatly enhances the probability of RMC o
heavy (A.2) impurities in the target. Impurity levels o
.1029 per hydrogen atom were therefore required. R
peated bakeout of the target vessel and a special hydro
gas storage and purification system@33# were used to achieve
the necessary purity. Since gas impurities of 1029 per atom
are not measurable using mass spectrometers, an indirec
was performed. The pressure change at the output valv
the palladium purifier was measured with an ion gauge
likely target contaminants such as N, Ar, and Ne were
mitted at the input valve. The very small pressure chan
indicated that the target contamination could be no more t
1 atom in 1013. In the unlikely event that impurities did ente
the target, they would have frozen to the target walls at
operating temperature of 16 K.

The palladium purifier will, however, pass deuterium. F
this reason deuterium-depleted water@39# was electrolyzed
to obtain isotopically pure hydrogen gas which was la
purified of heavy gases and liquified in the target vess

cut
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Throughout the course of the experiment gas samples w
extracted directly from the target and the deuterium le
was measured using a mass spectrometer@40#. For the two
sources of water used during the experiment, the deuter
levels were 2 ppm and,0.1 ppm~below the 0.2 ppm sen
sitivity of the mass spectrometer!. The weighted average fo
these samples was 0.660.1 ppm. This deuterium concentra
tion was low enough to guarantee that the photon ba
ground from the chainmp→md→m3He→RMC on 3He was
small relative to RMC in hydrogen. While this chain is e
pected to be dominant, other deuterium-related branches
contribute. To measure and subtract all deuterium-rela
backgrounds another RMC data sample was taken using
uid hydrogen with natural deuterium abundance, in this c
117 ppm. The number of photons from RMC on3He could
then be found by extrapolation to zero deuterium concen
tion. Using the measured rates@41–49# for the transitions
betweenm-atomic andm-molecular species shown in Fig. 5
the ratio

Rd5
G0.62G0

G1172G0.6
5~0.7760.11!31022 ~26!

was calculated. HereG0 is the theoretically predicted branch
ing ratio for RMC in 1H and G0.6 and G117 are the total
theoretical branching ratios for RMC in all atomic and m
lecular species for deuterium concentrations of 0.6 and
ppm, respectively. Because the muon transfer rate frommp
to md (1.031010 s21) is large compared to that frommp to
pmp (2.53106 s21), which in turn is large compared to th
many other transfer and reaction rates involved, the bran
ing ratiosG are nearly linearly dependent on the deuteriu
concentration. The ratioRd effectively removes all depen
dence on the other parameters, including the expected R
rates in1H ~0.03 s21) and 3He ~0.676 s21) @50#. Variation
of the RMC rates over wide ranges and of the transfer ra
over their measured uncertainties yielded the value and
uncertainty inRd given in Eq.~26!. Experimental values o
G0.6 andG117 were used along withRd to calculate the3He
background

G0.62G05Rd~G1172G0.6!. ~27!

For Eg.60 MeV this was 361 events.

7. Other backgrounds

About 0.1% of negative muons entering the liquid hydr
gen target and becoming bound in atomic orbitals unde
capture on the proton. The rest decay while bound, prod
ing a decay electron which may have energies up tomm and
which may undergo bremsstrahlung causing a potential b
ground for RMC. However, it has been shown@51,52# that
the electron spectrum falls rapidly aboveEe5mm/2, so that
the rate for this process above 58 MeV is 15 times less t
the rate for RMC on H. In addition, the rate of such eve
would be suppressed by a factor of order 104 because the
photon would be accompanied by a charged particle tr
from the target. The spectrum for bound radiative muon
cay has not been calculated but should be reduced by a fa
a from the nonradiative case and therefore will also be
negligible background.
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In the 63 MeV/c incident muon beam, the electron co
tamination is about 5%. Some of these electrons may
dergo hard bremsstrahlung, producing photons up to
MeV. Such events are very efficiently suppressed by cuts
low pulse height and prompt timing in the beam counte
The electron-induced events which survive are further s
pressed by a factor 104 by the charged-particle veto counter
This background is therefore negligible. The backgroun
subtracted from the after-cuts RMC spectrum are sum
rized in Table IV.

C. Normalization

The number of photons detected after cuts and ba
ground subtraction can be written analytically as

Ng5NstopsKE dk8E dk
dG

dk
~k!A~k8,k!, ~28!

whereNstops is the number of muons stopping in the targ
andK is the product of various corrections and efficienc
~see Sec. V D!. A(k8,k) is the measured detector response
a photon of energyk, and k8 is the reconstructed photo
energy.dG/dk is the RMC branching ratio, the integral o
which can be extracted onceNg has been measured.

The number of stops in the liquid hydrogen target cou
not be measured directly but had to be related to the m
sured flux of muons through the beam counter scintillat
located 17 cm upstream of the center of the target. Fo
muon to be counted it had to pass through all four be
scintillators in time with the cyclotron rf and in anticoinc
dence with the master veto from the data acquisition syst
The sumNbeam rfMV̄ was then corrected for each data run
several factors to get the true number of stops in the tar

Nstops5Nbeam rfMV̄f bmhohuhm /ebm . ~29!

f bm is the fraction of muons passing through all four bea
counters which also stop in the target. Due to several effe
such as beam divergence, multiple scattering and muon
cay, f bm,1. It was measured in a test run in which the liqu
hydrogen target was replaced by a copper-walled mock
target of the same size and shape. A plastic scintillat
counter was fitted tightly inside the target and its signal w
taken in coincidence with the four beam counters and
cyclotron rf signal.f bm was then given by

f bmm5Nbeam rfMV̄ TGT /Nbeam rfMV̄50.92660.005.
~30!

TABLE IV. Summary of subtracted backgrounds.

Source Counts

Total photons after cuts
(60,Eg,100 MeV! 397620

High-energy tail 4867
Cosmic ray1beam related 2969
RMC in Au and Ag 29611
p, m stops away from target 965
RMC in 3He 361

RMC in 1H 279626



d
r

e
in

s
rg
te
te
t
ili
th

ng
o
n
b

r
a

h
am
e

in

he

le
a

un

r

fi-
ria
in
ta

illa

od
t

c

he
tion
c-

e

tion
that
rlo
m-
t of
er,
ests
ho-
ed
to
ep-

ea-
ted

ep-
hat

er-

e
y
ef-

for
are

ec-

the
he
oen-
f

d to
C

ec-
ot.
fi-
ied
ore
ses
for

rela-

384 57D. H. WRIGHT et al.
This measured value was found to agree~to within 1%! with
a REVMOC @53# Monte Carlo simulation of the beam an
target arrangement. The same exercise was performed fo
MeV/c pions with the result

f bmp50.8560.01, ~31!

also in 1% agreement with the Monte Carlo simulation.f bmp

is smaller thanf bmm due to pion decay in flight and to th
fact that the incident pion momentum is higher than the
cident muon momentum.

ho is a correction for the overcounting of muon stop
Some electrons from muon decay in and around the ta
may have passed through and fired all four beam coun
thus registering spurious muon counts. The beam coun
subtend an average solid angle of 0.0318 from the poin
muon decay, assuming isotropic decay, and the probab
that an effectively random decay electron coincides with
rf time is 0.58. ho is therefore 120.0318(0.58)50.980
60.007 and is independent of beam rate.hu corrects for the
undercounting of stops due to the location of the rf timi
window used to reject pions and electrons in the beam. M
ing the window to efficiently reject beam electrons mea
that some muons may miss the coincidence and not
counted. The size of this effect was estimated using p
scaled beam-sample events which record beam counter
trigger information in the absence of a photon trigger. T
fraction of muons missed is given by the number of be
counter pulses whose heights are consistent with muon
ergy loss and which are out of coincidence with the rf w
dow. That fraction was found to be 1.6% leading tohu
51.01660.009. This correction is also independent of t
beam rate.

A further correction was required to account for multip
muons per beam burst and the microstructure of the be
hm is rate dependent and is given by Poisson statistics:

hm5
rDt

12e2rDt
51.014, ~32!

wherer 5658 kHz is the average beam rate andDt543.3 ns
is the time between beam bursts. For pion calibration r
the beam rate was lower and the effect smaller withhm
51.005. Finally,ebm is the combined efficiency of the fou
beam counters for muons and is 0.98460.003. For pions it is
1.00.ebm is the product of the individual beam counter ef
ciencies, each measured by taking the ratio of the approp
threefold coincidences to the fourfold coincidences. Us
Eq. ~29!, the number of true stops in the target for all da
runs is

Nstops5~3.4660.05!31012, ~33!

where the number of muons counted by the beam scint
tors Nbeam rfMV̄ over all data runs was 3.63731012.

D. Detector response

Over the course of the experiment the beam was peri
cally tuned for 81 MeV/c p2, which stopped in the target a
the same place as the 63 MeV/c m2. The resulting pion-
induced photons were subjected to the same geometrical
81
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as the muon-induced photons, but not to timing cuts. T
resulting spectrum was used to obtain the response func
A(k8,k) of the spectrometer to the well known photon spe
trum from pion capture@Eqs.~6!–~8!#. This was done with a
GEANT @54# Monte Carlo simulation which reproduced th
shape and absolute magnitude of the experimentalp2p
spectrum. It was then assumed that the response func
determined for pion-induced photons was the same as
for muon-induced photons. Included in the Monte Ca
simulation was a careful reproduction of the entire spectro
eter geometry and mass distribution, a detailed treatmen
electron drift characteristics in each cell of the drift chamb
muon and pion beam parametrizations verified by beam t
and all relevant physical processes down to 1 MeV for p
tons and electrons and 100 keV for muons. Not includ
were theC-counter efficiencies, various corrections due
cuts, muon pileup, electronic noise and changes in acc
tance over time, all of which comprise the factorK of Eq.
~28!. The effects not included, discussed below, were m
sured directly and then applied to the Monte Carlo genera
spectra to get the final response function.

1. Response function

The response function includes the geometrical acc
tance of photons in the spectrometer, the probability t
photons from the target are converted intoe1e2 pairs and
the energy resolution line shape. It is determined by gen
ating Monte Carlo photons sampled from the knownp2p
spectrum of Eqs.~6!–~8!, whose origins in the target ar
identical with the pion stopping distribution. Normalizing b
the number of pions stopping in the target and applying
ficiencies and cut corrections analogous to the factorK in
Eq. ~28! yields the photon spectrum

Ng~k8!5NpstopsKpE dk
dGp

dk
A~k8,k!. ~34!

Here dGp /dk is the known differentialp2p photon spec-
trum andNpstops is calculated in the same way asNstops of
Eq. ~29!, but with corrections and efficiencies measured
pions. If the efficiencies, corrections and number of stops
measured correctly,Ng(k8) will be identical to the measured
p2p spectrum. Figure 10 compares the Monte Carlo sp
trum with that obtained in a particularp2p calibration run.
Agreement between the two is excellent, especially in
RMC signal region of 60–100 MeV. The energy scale of t
spectrometer is determined by the response to both mon
ergetic photons fromp2p→gn and the sharp upper edge o
the photon distribution fromp2p→p0n, p0→gg. The un-
certainty in the measured energy scale, which was foun
be 0.25 MeV, introduces a 2% error in the measured RM
rate ~or 66 events!.

During the course of the experiment the shape of the sp
trum remained constant but the overall normalization did n
Due to variations in amplifier noise, trigger counter ef
ciency and event reconstruction efficiency, this factor var
by as much as 10% over a four year period, but never m
than a few percent over any one running period. In all ca
the RMC spectrum for each running period was corrected
the change in acceptance measured in thep2p calibration
runs. For all data taking periods the average acceptance,
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tive to Monte Carlo, was found to beAr50.96060.016. Us-
ing this same photon spectrometer, a measurement of R
on Ca @25# obtained excellent agreement with earlier me
surements, indicating that the detector’s response func
was well understood.

2. Cut corrections and efficiencies

Cuts applied to the RMC data sample to remove ba
ground events also removed a small number of valid eve
The background-free Monte Carlo data must then be c
rected for the removal of good events.

The correctionecos is the efficiency of the cut used t
remove cosmic-ray-induced photon events. As discusse
Sec. V B, this cut was applied only to events in which
accompanying charged particle was recorded in the cos
ray veto detectors.ecos was measured using pion-induce
prompt photons with energies between 100 and 140 M
These photons are above the RMC energy region and a
from pions in the muon beam which produce monoenerg
photons throughp2p→gn. The fractionecos of photons be-
tween 100 and 140 MeV which survived the cosmic cut w
found to be 0.9260.01. Because the cosmic cut remov
valid events largely due to accidental coincidences, it w
assumed that the value ofecos was energy independent an
applied as well to photons in the RMC signal region of 60
100 MeV.

The fraction 12ev gives the probability that a valid even
was vetoed by uncorrelated charged particles~usually from
normal m decay! striking theA, A8, or B scintillator rings.
An event was vetoed if it was in time~within 60 ns! with the
firing of one or more of the above scintillator rings.ev ,
which depends linearly on the stopping rate, was measu
by determining the number of events in which a scintilla
ring fired more than 150 ns before or after the event tim
This was far enough from the coincidence window to ens
that the time spectrum of the charged particles was flat.
eraged over all runs,ev was found to be 0.97560.005.

A cut which removes false photons was discussed in S
V A. The correction due to this cute f was measured usin
prompt photons with energies between 50 and 85 M
overlapping the RMC energy range. These photons a
from pions in the muon beam which underwent charge

FIG. 10. The Monte Carlo spectrometer response~histogram!
compared to data~bars! for photons fromp2p reactions@Eqs.~6!–
~8!#.
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change in the target@Eqs.~6!,~7!#. The fraction of such pho-
tons surviving the cut wase f50.97960.005.

A small number of events taken duringm2 running ex-
hibited prompt timing with respect to the beam counters a
yet were not removed by the prompt cut because onl
single beam counter fired. These may have been due to b
electrons undergoing hard bremsstrahlung and producing
tectable photons or to radiative muon decays in which
decay electron struck one of the beam counters. A single
prompt cut was added to the normal multihit prompt cut
order to reject these events. The correction to be applie
Monte Carlo data was measured by applying the modifi
prompt cut to the coincidence time spectrum in a reg
where only random coincidences occurred. The probab
es that a valid event survived this cut was found to
0.99760.006.

The correction factorP was discussed in Sec. V B. It
value is 0.75060.011.

The trigger efficiency of the spectrometer is given by t
product of theC-ring counter efficiency and theD-ring
counter efficiency since one or moreC counters and one o
more D counters had to fire to trigger an event. The me
sured D counter efficiencies were incorporated into t
Monte Carlo simulation while theC counter efficiencies
were not. The probabilityecc that aC counter was fired by a
converted photon was measured by collecting two-pho
events fromp0 decays fromp2p→p0n. Two spatially
separated, converted photons were required—one to trig
the event and the other to measure theC counter efficiency.
The standard photon trigger, described earlier, was modi
to bias in favor of such events by requiring that four or mo
D counters fired in conjunction with one or moreC counters.
ecc was then taken to be the ratio of the number of event
which two nonadjacentC counters fired to the number o
events in which the same twoC counters should have fire
based on the reconstructed photon conversion points. Fo
twelve counters in the ringecc was found to be 0.975
60.002.

Combining the above efficiencies yields

e tot5ecce fecosesev50.85460.012. ~35!

Including the corrections due to pileup and relative acc
tance yields

K5e totPAr50.61560.016. ~36!

E. Extraction of RMC branching ratio and gp

The RMC spectrum after all cuts have been applied
before any backgrounds have been subtracted is show
Fig. 11. Also shown is the spectrum of the high-energy t
mainly due to bremsstrahlung~see Sec. V B!, which is the
largest single background to be subtracted.

The net RMC spectrum after all cuts and background s
traction is shown in Fig. 12 and containsNsignal5279626
RMC events above 60 MeV. In order to extractgp and the
partial RMC branching ratio from this spectrum the calcu
tion of Fearing and Beder@29# was used. Taking the ratio
gp /ga and the ortho to parapmp transition ratelop as in-
puts, the Fearing-Beder code generated the differen
branching ratiodG/dk. The product of the integrated branch
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ing ratio, the measured number of stopped muons and
measured correction factors discussed in the previous se
gives the number of RMC photons produced in the targe

NRMC5RgNstopsK. ~37!

The number of RMC photons detected is given by

Nsignal5RgNstopsKAa , ~38!

whereAa is the absolute spectrometer acceptance for p
tons. The branching ratio

Rg5E dk
dG

dk
5E

60

kmax
dkE

365

`

dt
d2G

dkdt
~39!

is the ratio of the number of photons produced above
MeV and after 365 ns, to the number of muons present a
365 ns. Herekmax is the endpoint photon energy;100 MeV.
Rg includes the contributions to RMC from themp singlet
atomic state and thepmp ortho- and para-molecular states

Rg5 f sGs1 f oGo1 f pGp . ~40!

FIG. 12. Photon energy spectrum after all cuts and backgro
subtraction. Theoretical RMC spectra are shown for the bes
value of gp /ga59.8 ~solid curve! and for gp /ga56.6 ~dashed
curve!.

FIG. 11. Photon energy spectrum after all cuts but before ba
ground subtraction~unshaded! and bremsstrahlung backgroun
spectrum~shaded!.
he
ion

o-

0
er

Here Gs , Go , and Gp are the time-independent branchin
ratios fork.60 MeV for the singlet, ortho, and para state
and f s50.061,f o50.854, andf p50.085 are the relative oc
cupancies of the muon in these three states. These occu
cies were calculated using the measured transfer rates@41–
49# betweenm-atomic andm-molecular species shown i
Fig. 5, and integrating over all times longer than 365
While the sum of the relative occupancies is constrained
one, their individual values depend mainly onlop . Thus the
value ofgp deduced from the measuredRg also depends on
lop .

The Monte Carlo simulation generated 107 photons
sampled from the calculated spectrum shape and propag
them through the spectrometer. The surviving sample
Monte Carlo events, reconstructed with the same routi
used for actual data, was then normalized by a fac
NRMC/107 and compared to the measured spectrum of F
12. The value ofgp /ga was then changed and the abo
process repeated until the best fit with the data above
MeV was attained. The curve and corresponding va
gp /ga59.8 which gave the best fit is also shown in Fig. 1
The shape of the spectrum is well reproduced by the theo
ical curve, indicating that theq2 dependence is reasonab
well understood. The dependence ofRg(k.60) ongp /ga is
shown in Fig. 13 for three values oflop .

For gp /ga59.8 and the experimental value oflop
54.13104 s21 the partial RMC branching ratio is

Rg~k.60 MeV!5~2.1060.21!31028. ~41!

The error inRg(k.60) was obtained by solving Eq.~38! for
Rg , taking Aa to be its Monte Carlo value and propagatin
the combined statistical and systematic errors fromNstops, K,
andNsignal. These errors are summarized in Table V.

Referring to Fig. 13, an error of60.2131028 in the par-
tial branching ratio yielded an error of60.7 in gp /ga . For
Rg(k.60) constant at 2.1031028, the 30% error inlop led
to a separate systematic error ingp /ga of 60.3. Hence

gp /ga59.860.760.3. ~42!

d
fit

k- FIG. 13. Integrated RMC branching ratio (t.365 ns,Eg.60
MeV! as a function ofgp /ga for three values of the ortho to par
transition ratelop . The solid line box indicates the valuegp /ga

59.8 which corresponds to the branching ratioRg52.1031028 for
lop54.13104 s21.
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In generalgp is influenced not just bylop but by other muon
transfer and capture rates, a summary of which is given
@1#. However, variations of each of these rates over th
experimental error bars produced negligible effects. For
ample, the value of thepmp formation rate used in the
present analysis waslpmp52.53106 s21, an average of ex-
perimental values@41–44#. Using the most recent measur
ment, lpmp53.213106 s21 @55#, resulted in only a 2.3%
increase in the RMC rate.

The extracted values ofgp /ga andRg are independent o
variations in the low-energy photon cutoff and the blanki
time used in the analysis. Figure 14 shows thatgp /ga does
not vary with values of the low-energy cutoff greater than
MeV, indicating that backgrounds due to the high-energy
of bremsstrahlung and radiative muon decay have been p
erly removed. Figure 15 shows thatgp /ga is also indepen-
dent of the blanking timetb . Figure 16 shows that the num
ber of RMC events per muon stop, and thereforegp /ga , is
constant within statistics over all running periods. The d
point for run period 3 was taken using a hydrogen target w
natural deuterium abundance. It was used as a calibratio
the deuterium contamination in the target and was not
cluded in the final hydrogen RMC data sample.

VI. RESULTS AND CONCLUSIONS

The relevant energy and time windows for our experim
tal results arek.60 MeV and t.365 ns, wherek is the
detected photon energy andt is the time of detection relative
to the time of the last muon stop. In this time window and
the experimental value oflop the probabilities that the muo

FIG. 14. gp /ga as a function of low-energy photon cutoff. Fo
reference the dashed line indicatesgp /ga59.8.

TABLE V. Summary of contributions to the error inRg .

Source of error % error

Net RMC eventsNsignal 9.3
Relative acceptanceAr 1.7
Blank-time correctionP 1.5
Efficiencies and correctionse tot 1.4
Number ofm stopsNstops 1.4

Total percentage error inRg 9.8
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is in the mp singlet atomic state, thepmp para molecular
state, and thepmp ortho molecular state are 0.061, 0.08
and 0.854, respectively, at the time of muon capture. Th
probabilities allow a comparison of any new calculation
the partial branching ratioRg , which for photons in our
energy window was measured to be (2.1060.21)31028.

The extraction of the pseudoscalar couplinggp from Rg is
based on the latest calculation@29# of the branching ratio
usinggp as a parameter. BothRg anddRg /dk were evalu-
ated in terms ofgp with a q2 dependence given by

gp~q2!5Agpga~0!
mp

2 10.88mm
2

mp
2 2q2

~43!

for each of the contributing muonic states. The value
Agp5gp(q2520.88mm

2 )/ga(0) which gives best agreemen
with Rg is 9.860.760.3, where the first error is the quadr
ture sum of statistical and systematic errors and the sec
error is due to the error in the experimental value oflop .
This result forgp is independent of both energy and tim
cuts as shown in Figs. 14 and 15. It is also relatively ind
pendent oflop , decreasing by,5% if the higher theoretica
value of lop is used. However, it is 46% higher than th
predicted value. Removing theD terms (f ) and (g) of Fig. 1

FIG. 15. gp /ga as a function of blanking time forEg. 60 MeV.
For reference the dashed line indicatesgp /ga59.8.

FIG. 16. Number of RMC events~t.365 ns,E.60 MeV! per
muon stop versus run period. All run periods except number 3
deuterium impurities of less than 2 ppm. The dashed line indica
the average of all deuterium-depleted runs.
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388 57D. H. WRIGHT et al.
from Beder and Fearing’s calculation has a small effe
from the measured branching ratio 2.1031028 the extracted
value of gp /ga increases from 9.8 to 10.1. Earlier calcul
tions of RMC on H@27,56# agree with Beder and Fearing t
within 10%, which would seem to rule out differences
theory as the cause for the discrepancy.

Considering the complexity of the hyperfine structure
the pmp ortho- and para-molecular states@30#, and the fact
that most of the capture goes through the ortho state,
possible that some of the observed discrepancy ingp /ga may
be due to the presence of bound vibrational excited state
uncertainty in the muon wave function overlap with the p
ton. However, thepmp molecule has been investigated the
retically by many authors using a number of different calc
lational approaches@57–66#. The binding of the para groun
state and the bindings and hyperfine structure of the o
excited state appear to be well determined, and there ar
other bound excited states. The muon wave function ove
with the proton~expressed by the so-calledg factors! is also
well determined, indicating a negligible effect on the val
of gp /ga extracted here.

The result from this experiment is compared to previo
OMC results in Fig. 17. At the 1s level it is consistent with
all other measurements except the Saclay@18# value. The
world average ofgp /ga measurements, 7.861.4, is taken
entirely from OMC experiments and includes the old
bubble chamber data. It is dominated by the Saclay re
which is the most recent and most precise OMC meas
ment. If the Saclay result were not included in the wo
average, the latter would have a very large uncertainty, a
which motivated the present experiment. The present R
result is 26% higher than the OMC world average val
Including the RMC result, the world average becomes 9.6
0.7.

Figure 18 shows the dependence of RMC and OMC
sults onlop . The world average was derived from man
experiments with widely different conditions and results.
particular thelop dependence is much larger for the Sac
data than for the present RMC or older OMC results beca
that group used a lifetime technique to measure the cap
rate. The Saclay result agrees with the expected value ogp
only if the experimental value oflop is used. If the theoret-

FIG. 17. The TRIUMF RMC value, from this work, ofgp /ga

compared to previous measurements@18–24# which use the ordi-
nary muon capture reaction on1H. The dashed line indicates th
predicted value ofgp /ga56.7.
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ical value oflop should be correct, the Saclaygp would fall
by about a factor of 3 and be far below the theoretical val

In conclusion, the first measurement of the element
RMC process is reported. At the 1s level the extractedgp
value is consistent with all previous measurements exc
one; however, its deviation from expectation is substant
This is cause for concern because the prediction for the v
of gp is on firm theoretical ground; the chiral perturbatio
theory prediction has a precision of 3%. Provided that a la
background has not eluded detection and that parame
used in the analysis are not grossly in error, some assu
tions used in the calculation ofRg from gp need to be ques
tioned. One of these is the pion pole dominance of the m
mentum dependence of the pseudoscalar form factor. Fo
range of momentum transfers accessible to RMC, deviati
from the simple pole behavior are much more likely to
seen than they are in OMC. Another assumption to be qu
tioned is whether a calculation based on tree level Feynm
diagrams is adequate. Opat@27# anticipated a situation in
which gp measured using RMC would be higher than th
measured with OMC. He cautioned that the calculation
multiple pion exchange terms may not have been prop
handled. It is also possible thath andr exchanges need to b
considered, although their contributions are expected to
small. Finally, it has been assumed throughout the forego
analysis that the tensor form factorgt is zero for momentum
transfers typical ofb decay, OMC and RMC. Itsq2 depen-
dence is, in fact, unknown, so that it could possibly be sm
or zero forb decay and OMC, but large enough for RMC
explain some or all of the observed departure ofgp from the
PCAC prediction.

Work in progress may shed light on this apparent discr
ancy. New calculations of RMC on H are underway@67,68#
which are based on chiral perturbation theory. A measu

FIG. 18. gp(q2)/ga(0) evaluated atq2520.88mm
2 , versus the

ortho to para transition ratelop for OMC and RMC on hydrogen.
The result of the present RMC experiment is shown by the da
shaded band, the Saclay@18# result by the light-shaded band and th
world average of OMC results by the medium-shaded band.
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ment at TRIUMF of the ortho-to-para transition ratelop @69#
will soon have results which may affect the value ofgp ex-
tracted from both the OMC and RMC experiments.
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