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Precision measurement of charge symmetry breaking innp elastic scattering at 347 MeV
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A nonzero difference of the analyzing powers due to charge symmetry breaking has been measured with
high precision innp elastic scattering at a neutron beam energy of 347 MeV. The neutron beam and proton
target were alternately polarized for the measurements ofAn and Ap . A mirror-symmetric detection system
was used to cancel geometry-related systematic errors. From fits of the measured asymmetry angular distribu-
tions over the range of 53.4°<ucm<86.9°, the difference in the zero-crossing angles of the analyzing powers
was determined to be 0.438°60.054°(stat.)60.051°(syst.) in the center-of-mass system. Using the experi-
mentally determined slope of the analyzing powerdA/du5(21.3560.05)31022 deg21 ~c.m.!, this is equiva-
lent to DA[An2Ap5@5967(stat.)67(syst.)62(syst.)#31024. The shape ofDA(u) in the vicinity of the
zero-crossing angle has also been extracted. Predictions of nucleon-nucleon interaction models based on meson
exchange agree well with the results.@S0556-2813~98!06404-8#

PACS number~s!: 13.75.Cs, 11.30.Hv, 13.88.1e, 21.45.1v
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I. INTRODUCTION

In quantum chromodynamics~QCD!, the underlying
theory of the strong interaction, each and every violation
isospin symmetry has as its origin the mass difference of
up and down quarks and the electromagnetic interact
among the quarks. In QCD the charge symmetry opera
corresponds to the exchange of up and down quarks

PCSuu&52ud&, PCSud&5uu&. ~1!

The study of isospin symmetry has been pursued b
experimentally and theoretically for a long time. Much ev
dence has been accumulated over the years that charge
metry in general holds to the order of 1%~see various recen
review papers@1–4#!. Detailed tests should establish not on
the degree to which isospin symmetry is broken, but a
should establish the behavior of the isospin symmetry bre
ing amplitude as a function of the kinematical variables.
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The present paper reports on a precision measureme
charge symmetry breaking~CSB! in np elastic scattering a
347 MeV ~For a first account see Ref.@5#!. Thenp system is
a two-body system without the Coulomb interaction. Cha
symmetry breaking in thenp system belongs to a differen
class of isospin symmetry breaking than in the comparison
the nn andpp systems. In thenp system, charge symmetr
leads to the equality of the analyzing powers for polariz
neutrons scattering from unpolarized protons and vice ve
Any difference in the analyzing powers,

DA[An2Ap , ~2!

will signify the breaking of charge symmetry. The magnitu
of DA is expected to be small, generally less than a perc
Therefore, control of systematic errors is critical. Design
as a null experiment, the difference of the analyzing pow
was determined at the zero-crossing angle, the angle at w
the average of the analyzing powers vanishes,^A&50. In
general to measureDA to the accuracy of 1024, the polar-
ization needs to be known to a similar level, which is un
tainable at present. The difference of the asymmetries
the difference of the analyzing powers has the followi
simple relation:

De5
1

2
^Pbeam1Ptarget&•DA~u!1~Pbeam2Ptarget!•^A~u!&.

~3!

However, at the zero-crossing angle, the second term
associated systematic errors disappear. Rather than me
ing DA directly at the zero-crossing angle, the difference
the individual zero-crossing angles, where the respec
analyzing powers cross zero,
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57 2127PRECISION MEASUREMENT OF CHARGE SYMMETRY . . .
Dus[u~An50!2u~Ap50!, ~4!

is measured. The two measurements, with either the neu
beam polarized or the proton target polarized, were in
leaved and performed with the same detector system
identical beam and target properties~except polarization!.
The difference of the zero-crossing angles,Dus , is related
to the differenceDA by

DA52~dA/du!•Dus . ~5!

Figure 1 illustrates the method of deducingDA from the
measured difference of the zero-crossing angles of the
lyzing powers.

The first measurement of charge symmetry breaking innp
elastic scattering, was carried out at TRIUMF at 477 M
@6#. That experiment yieldedDA5@4762268#31024 from
data in the angular range of 59° – 80° in the center-of-m
system. The result is a little over two standard deviatio
from zero. It demonstrated CSB caused by nonelectrom
netic terms of the class IV force in the classification sche
of Henley and Miller@2# ~see below!. A similar experiment
was carried out at the Indiana University Cyclotron Facil
~IUCF! in np elastic scattering at 183 MeV@7#. Data were
taken with beam and target polarized simultaneously,
spin observables were extracted. The result reported,DA
[An2Ap5@34.866.264.1#31024 @8# is an average ove
an angular range in the center-of-mass system from 82.2
116.1°, for which the average of the analyzing powers,^A&,
is equal to zero. This represents a CSB effect of 4.5 stan
deviations and differs from the contribution expected fro
the electromagnetic spin-orbit interaction alone by 3.4 st
dard deviations. It represented the strongest experime
evidence of charge symmetry breaking innp elastic scatter-
ing and the most clear-cut observation of class IV CSB
teractions. At 183 MeV, ar°2v mixing contribution toDA
was clearly observed~an approximately two standard devi
tion effect!. The shape ofDA was also extracted in the IUC
experiment.

NN potentials have been classified by Henley and Mil
@2# into four classes according to their transformation pro
erties under isospin symmetry operations. The poten

FIG. 1. An illustration of the method employed to extractDA
[An2Ap from the difference,Dus , in the An and Ap zero-
crossing angles fornp elastic scattering.dA/du is taken from
phase-shift analyses or determined experimentally;Dus is mea-
sured in the experiment.
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which is responsible for CSB in thenp system is the so-
called class IV potential which can be written in the form

VIV5e@ I 3~ i !2I 3~ j !#1 f @ IW~ i !3 IW~ j !#3 . ~6!

This potential breaks both charge symmetry and charge
dependence and causes mixing of isospin. In a two-b
system, the potential causes the mixing of1L j and 3L j states
~e.g., 1P1-3P1 , 1D2-3D2 , 1F3-3F3¯). The potential will
only affect thenp system and has no effect on thenn or pp
systems. After taking consideration of the time reversal
variance of the class IV potential expressed above, the
tential can be written in the form

VIV5@ I 3~1!2I 3~2!#@sW ~1!2sW ~2!#•LW v~r !1@ IW~1!

3 IW~2!#3@sW ~1!3sW ~2!#•LW w~r !. ~7!

Heres denote the Pauli spin matrices for nucleons,LW is the
angular momentum, andv(r ) andw(r ) are scalar operator
independent of spin and isospin.

In recent years, various attempts have been made to
quark degrees of freedom to evaluate CSB effects@9#. These
calculations are still qualitative and very model depende
At low and intermediate energies, meson exchangeNN po-
tential models have been applied and more reliable pre
tions can be provided@10–15#. Calculations show that the
most important contributions are due to:~a! one-photon ex-
change, the electromagnetic interaction between the pro
charge current and the neutron magnetic moment,~b! one-
pion exchange, thenp mass difference in charged onep
exchange, this term has major contributions toDA at the
energies of the TRIUMF experiments; and~c! meson mixing,
arising from the isospin mixing of the neutral vector meso
r° andv. It is believed that the up-down quark mass diffe
ence has crucial contributions tor°2v mixing @3,9#. This
term gives an angular distribution similar to the shape of
analyzing powerA(u) for energies above 300 MeV. It there
fore changes sign near the zero-crossing angles of^A(u)&.
However, at 183 MeV, the IUCF experimental energy, t
r°2v mixing angular distribution changes sign at a cent
of-mass angle of 75° whereas^A(u)& changes sign near 97°
it accounts for about 40% ofDA at the zero-crossing angle
p2h mixing generates a class III potential and therefo
does not contribute toDA @10#, assuming one-boson ex
change. Thenp mass difference affecting chargedr ex-
change gives rise to a class IV potential, but its effect
much smaller than in one-pion-exchange. Other proces
including 2p exchange and indirect quark effects have be
calculated and shown to be small. Contributions due tog
2p exchange have been calculated and are shown to
tribute only in second-order processes@16#.

The one-boson-exchange model has provided quan
tively satisfactory predictions of CSB in theNN interaction.
In particular, the short ranger°2v mixing has to be in-
cluded in the calculation to interpret the IUCF experimen
result. Using complex phase-shift amplitudes, it has b
shown that inelasticity changes the value ofDA by at most
10% at 800 MeV; its effects become vanishingly small
lower energies~i.e., 477 MeV or below! @17#.
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2128 57J. ZHAO et al.
In Fig. 2~a!, various predictions ofDA at 347 MeV based
on meson exchangeNN potential models, by Williams, Tho
mas, and Miller~WTM @12,11#!, Holzenkamp, Holinde, and
Thomas~HHT @13#!, Ge and Svenne~GS @14#!, and Iqbal
and Niskanen~IN @15#!, are compared. Figure 2~b! shows the
different contributions toDA at 347 MeV as calculated b
Iqbal and Niskanen@15#. The treatment of the electromag
netic term accounts for much of the WTM-GS differenc
The WTM-HHT difference is due to the treatment of ther
andr°2v terms.

Concerns@18# have been raised regarding the applicat
of the on-shell meson mixing amplitudes to off-shell virtu
process such asr°2v mixing. The exchanged vector meso
has a spacelike momentum, far from the on-shell point. In
prior calculations, it was customary to assume that ther°
2v mixing amplitude is a constant over the whole range
four-momentum transfers. The on-mass-shell vector me
r°2v mixing was extracted from the cross-section measu
ment of the reactione1e2→p1p2 @19#. The strong inter-
action contribution to the mixing amplitude is the
^r°uHstruv&52(51606620) MeV2 @4#. Recent calculations
@20–26# reveal a node at or nearq250, with a consequen
change in the sign of the mixing amplitude. This off-sh
effect will cause ther°2v mixing contribution to CSB to
vanish or to become significantly smaller than the value t
is obtained using the on-shell mixing amplitude. On the ot
hand, it has been argued@4,27# that current experimenta

FIG. 2. ~a! A comparison of various predictions forDA at 347
MeV; the dashed lines show the angular range covered in this
periment and the arrow shows the position of the zero-cros
angle;~b! different contributions toDA as predicted by Iqbal and
Niskanen@15#.
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results support the previous calculations with on-shell m
ing amplitudes and that various calculations of off-shell
fects have imperfections and need support from experime
results. For instance, Coon and Scadron@28# argue that more
exact calculations will give results that do not differ mu
from those which use the on-shell mixing amplitude. Mo
recently, it has been shown@29# that other effects~e.g.,
isospin-violating meson coupling constants! would also con-
tribute to DA. This might offset the deficit in the contribu
tion to DA due to off-shell effects. It has also been argu
that mesonic width effects will influence the momentum d
pendence of ther°2v mixing matrix elements@30#.

II. EXPERIMENTAL ARRANGEMENT AND PROCEDURE

The experiment was performed with a 347 MeV neutr
beam scattering off a frozen spin proton target~FST!. The
neutron beam and the proton target were alternately po
ized for the measurements ofAn and Ap . Identical beam
properties and target composition~except for polarizations!
and the same detection system were used for these i
leaved measurements. Scattered neutrons and recoil pro
were detected in coincidence using a mirror-symmetric
tection system to cancel geometric systematic errors. F
quent flip of the neutron beam or proton target spin dir
tions further canceled systematic errors not correlated w
the spin direction. At the zero-crossing angle, all system
errors, except those due to background corrections and e
tive beam energy considerations~see Secs. III C and III D!,
were eliminated to second order in an expansion in the e
contributions. The protons were detected by a time-of-flig
~TOF!/range telescope and the neutrons were detected
scintillation detector array. Figure 3 shows schematically
beam line and the detection system. The following subs
tions will describe in detail the beam production and be
transport system, the beam monitors, and the data-taking
tectors~see also Ref.@31#!.

A. Proton beam production and transport system

Polarized H2 ions were obtained from the TRIUMF op
tically pumped polarized ion source~OPPIS! @32#. A beam
intensity of 40mA with a normalized emittance of about 0.
p mm mrad) at the source~an intensity of 15mA at the
injection with an acceptance of about 0.3p•mm mrad), and
polarization as high as 80% were achieved. The polariza
was measured by a low-energy polarimeter based on
6Li( p,3He)a reaction@33#. To minimize the possible corre
lation of beam position changes with spin direction revers
proton spin direction reversals were achieved at the
source by changing the wavelength and helicity of the opt
pumping laser light. A typical spin polarization cycle co
sisted of polarized:unpolarized:polarized beam periods
durations 60:15:60 seconds. Every polarization ‘‘on’’ sta
~spin up or down chosen randomly at OPPIS! was followed
by a polarization ‘‘off’’ state~unpolarized beam!.

During acceleration, there is a loss in polarization~about a
few percent! due to several cyclotron depolarizing res
nances. In the present experiment, a phase-restricted
was used@34# to keep the beam bunch time width within 1 n
full width at half maximum~FWHM! ~beam bunch separa
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57 2129PRECISION MEASUREMENT OF CHARGE SYMMETRY . . .
tion of 43 ns!. At the neutron production liquid-deuterium
(LD2) target, the 369 MeV proton beam had a polarizat
of about 75% with currents up to 2.5mA.

B. Neutron beam production and collimation

A polarized neutron beam with an average energy of 3
MeV and FWHM of about 11 MeV was produced using t
reactionD(pW ,nW )2p. The density of the target was kept stab
~to 60.0005 g/cm3) since density changes would affect th
average neutron beam energy and therefore the zero-cro
angles. A neutron beam intensity of about 105/(mA•cm2

•s!
at the FST was achieved. To take advantage of the la
sideways to sideways spin transfer coefficient (r t) of the
D(pW ,nW )2p reaction,~for the 364 MeV proton energy at th
center of the LD2 target, r t at 9° lab. is 20.880
60.010(stat.)60.011(syst.)@35#!, the proton spin polariza
tion was rotated from the normal direction~vertical trans-
verse direction! into the scattering plane~horizontal trans-
verse direction! by a superconducting solenoid.

The neutron beam was defined by a collimator at 9° w
respect to the proton beam. The apertures used in the ex
ment ranged in size from 39.1 mm~horizontal!322.5 mm
~vertical! to 46.1 mm337.3 mm, to approximate a tapere
shape over the collimator length of 3.35 m. The neut
beam profile, neutron beam energy, and polarization w

FIG. 3. Layout of the beam transport system and schematic v
of the experimental apparatus.
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monitored continuously during data taking and also chec
against Monte Carlo simulations@36#.

C. Proton polarimeter and beam energy monitor

In principle, the value of the beam polarization was n
required for the measurement of the zero-crossing angle
ference, but in fact it was measured as accurately as pos
to control systematic errors. The two polarimeters used in
experiment were labeled IBP and CSB@37,38#. The CSB
polarimeter was a two-branch system which included a be
energy monitor~BEM! and was used to monitor the proto
beam transverse vertical polarization and the beam ener

Because of the carbon content in the polarimeter tar
material, an effective analyzing power was required to
count for the contribution of C(p,2p) quasielastic scattering
to the measured asymmetry. To calibrate the polarime
different targets with differing hydrogen to carbon rati
were used, i.e., polyethylene (CH2), kapton~C22H10N2O5!,
and pyrolitic-graphite~C! targets. Calibrations were mad
several times during each data taking period. Instrume
asymmetries of the polarimeters were determined using
unpolarized state of the incident proton beam.

The IBP was a four-branch polarimeter and measu
both left-right and down-up asymmetries. Its design princi
was similar to that for the CSB polarimeter, but it had larg
solid angle coverage. The accidental coincidence rates w
kept to an acceptable level by using thin para-xylylene
@39# targets@~CH!x , ;200 mg/cm2). The IBP gave results
consistent with the CSB polarimeter.

Since the zero-crossing angles of the analyzing pow
change significantly with beam energy (dus /dEnbeam
.0.048°/MeV@40#!, the proton beam energy was monitore
by the beam energy monitor~BEM! @38# and kept stable
within 60.05 MeV by small adjustments of the cyclotron
or slight changes of the stripping foil position. The proto
beam energy was 368.361.0 MeV as obtained from a cali
bration of the cyclotron beam-extraction stripping-foil pos
tion @41,42#.

D. Proton beam position and secondary emission monitors

A shift in the beam position and/or direction, especia
when correlated with the reversal of the proton beam s
direction could cause significant systematic errors. The
fore, two split plate secondary electron emission monit
~SEM’s! @43,44# and a feedback system were installed in t
proton beam line to monitor and stabilize the proton be
position and direction at the LD2 target. The proton beam
position at the LD2 target was stabilized to within 0.05 mm
by the two SEM’s and the fast feedback system controll
two horizontal and two vertical steering elements.

E. Phase lock system

Timing with respect to the cyclotron rf system wa
needed to monitor the proton beam pulse width and to
culate the incident neutron beam energy. A specially
signed electronic module shifted the phase of the rf sig
such that a constant time difference was maintained betw

w
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2130 57J. ZHAO et al.
a scintillation counter~installed in the 6° port of the neutro
collimator! signal and the rf signal.

F. Neutron polarimeter and profile monitor

The neutron beam polarization and profiles were mo
tored by two neutron polarimeters, labeled NEW and OL
and a neutron profile monitor@31#. The NEW neutron polar-
imeter was located at the exit of the collimator, and the O
was located 4.07 m downstream from the FST~Fig. 3! and
thus after the spin precession dipole magnets. The neu
profile monitor was located directly upstream of the OL
neutron polarimeter, 3.65 m downstream of the FST. B
neutron polarimeters were based on the same principle
had a similar design, consisting of four branches in the h
zontal and vertical planes to measure left-right and down
asymmetries of the recoil protons produced by (n,p) reac-
tions in a CH2 target. The effective analyzing powers of th
neutron polarimeters were derived from the measured as
metries, the measured proton polarization, the known s
transfer coefficients and the calibrated spin precession m
net settings. A stability and consistency of a few percent
the value ofPn in the neutron polarization measurement w
achieved with both polarimeters.

The neutron profile monitor was used to monitor the ho
zontal and vertical neutron beam intensity distributions a
their centroids. All detectors of the profile monitor we
aligned to the neutron beam axis.

G. Frozen spin target

The frozen spin target~FST @45#! cell was 35 mm long,
20 mm wide, and 50 mm high and contained 3.53104 mm3

of 2-mm-diameter butanol beads immersed in a bath of 9
4He and 6%3He refrigerant. The butanol beads had a pa
ing fraction of 0.59. The volume occupied by the butan
beads in the target cell was determined from x-ray rad
graphs taken before, during and after each major data-ta
period. The neutron beam fully illuminated the entire inn
target canister but not the sides of the outer 80 mm diame
120 mm high flask. A holding field of 0.227 T was use
during the experiment and a polarization up to 90% an
decay time of.200 h at a temperature of approximately
mK were attained. The polarization of the FST was m
sured by an NMR system after the target was polarized
before it was depolarized. The NMR system was calibra
at a temperature of 1.36 K and a magnetic field of 2.51
giving a proton polarization of 0.19%. The procedure of t
NMR measurements was cross calibrated in app elastic
scattering experiment to an accuracy of 2.6%@46#.

H. Proton detection system

The recoil protons were detected by two proton time-
flight ~TOF!/range counter telescopes, placed mirror sy
metrically with respect to the beam axis. Along the rec
proton tracks, each telescope included a TOF ‘‘start’’ sc
tillator ~pTOF!, four delay line wire chambers~DLC’s! for
proton track reconstruction~see Ref.@47# for details!, two
scintillator E counters as proton TOF ‘‘stop’’ counters,
wedge-shaped brass degrader to stop protons fromnp elastic
scattering and a veto scintillator to reject high-energy ba
i-
,
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ground off-line. The degrader was made such that its we
shape compensated the kinematic spread of the energie
the recoil protons from elastic scattering. The proton det
tion systems were supported by aluminum booms centere
653.00° in the laboratory frame. Figure 4 is a detailed vi
of the detector system. The pTOF and E counters w
placed at radial distances of 0.30 and 1.70 m, respectiv
~the actual positions of the proton detectors were measu
to better than61 mm and60.02°), with respect to the pivo
which coincided with the intersection of the FST axis and
neutron beam axis. The four DLC’s on each arm were pla
in two groups. The front DLC’s were at radial distances
0.50 and 0.66 m and the rear DLC’s were placed at ra
distances of 1.40 and 1.57 m, respectively. The dimens
of various proton detectors is given in Table I.

The pTOF with two photomultiplier tubes~PMT’s! ~top
and bottom! and the two E counters with four PMT’s eac
~two top and two bottom! defined the trigger of the recoi
protons and gave the time-of-flight~TOF! for the protons
between the pTOF and the E counters. The latter were s
rated by 1.419 and 1.572 m for the physical right arm and
1.416 and 1.571 m for the physical left arm, respective
After the calibration and correction for the position depe
dence of the scintillation light traveling in the E counters,
average energy resolution of abouts59.0 MeV in the recoil
proton energy measurements or 0.6 ns in their time-of-fli
was achieved.

FIG. 4. A detailed view of the detection system.

TABLE I. Dimensions of the proton detectors~in mm!.

Detector Thickness3Width3Height

PTOF 1.631303152
DLC’s ~a!35803580
EI 636703650
EII 636703690
VETO 636703690

aThickness equivalent to 250 mg/cm2 Al for 50–250 MeV protons
@47#.
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57 2131PRECISION MEASUREMENT OF CHARGE SYMMETRY . . .
I. Neutron detection system

The scattered neutrons were detected by two la
position-sensitive neutron scintillator arrays located left-rig
symmetrically with respect to the beam axis. Each side c
sisted of a main neutron array and an auxiliary array cente
at 629.5° and640.0° with respect to the beam axis an
located at 3.96 and 3.02 m~centers of the detectors! from the
center of the FST, respectively~Fig. 4!. The actual positions
were measured to better than62 mm and60.03°.

The main neutron detection array@31# consisted of two
banks of NE110 scintillator bars, one behind the other, w
seven horizontal bars stacked in each bank. Each scintill
bar was 1.05 m long30.15 m high30.15 m thick and was
optically isolated from the others. The main array was p
ceded by scintillator panels to veto incident charged p
ticles. Small scintillators~button counters! mounted centrally
behind the second bank detected passing charged par
for gain control. Each auxiliary array consisted of two ver
cal scintillator bars~BC412!, one beside the other. Each b
had an identical geometry and light guide as the scintilla
bars in the main array. The auxiliary arrays had their o
separate veto and button counters.

The detection efficiency of the neutron detector syst
was estimated with a Monte Carlo simulation code@48#. A
single layer of neutron scintillation bars had an efficiency
about 16% and two banks combined had an average
ciency of about 30% with a reasonable threshold of 0.4–
MeV electron equivalent~MeVee!. The hardware threshold
was about 0.4 MeV and the software thresholds used in
analysis were 0.4–1.1 MeVee.

J. Run procedure

A number of tests and calibrations were made for
DLC’s, spin precession magnets, and various detectors
monitors. Final data taking took place in three consecu
periods, each of which spanned about a month of beam t

Possible systematic errors could arise from sp
correlated changes in the neutron beam and proton ta
holding field direction and detector efficiency changes w
time, or small misalignments of the monitors and detecto
To minimize the influence of systematic errors on the diff
ence of the analyzing powers, in addition to the use of
mirror-symmetric detector setup, polarized beam and ta
runs were interleaved nominally every~12 h! shift. The spin
polarization direction of the proton beam was frequen
flipped ~as described above! at the ion source with random
spin-flip selection of the ‘‘up’’ or ‘‘down’’ states. The spin
polarization and the holding field direction of the FST we
reversed once every day and once every two days, res
tively. To cancel the possible spin correlations between
longitudinal polarization of the beam~due to the neutron
production reaction and possible inaccurate rotation of
beam polarization! and sideways polarization of the FS
~due to a possible misalignment of the holding field! the field
direction of the last spin rotation magnet was reversed p
odically to have one more set of combinations. A typic
four-day cycle covered all 16 combinations of beam or tar
polarized, spin directions~up or down!, holding field direc-
tions ~up or down! and last dipole magnet polarities~normal
or reversed!.
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To study the background contribution due to quasiela
scattering from the carbon content of the butanol, C(n,np)
data were taken with a dummy target which was made
carbon beads replacing the butanol beads such that its
sity was approximately the same as the butanol target in
absence of hydrogen. The dummy target was operated u
exactly the same conditions as the butanol target, and w
the same holding field. Dummy target data were taken us
the same set of configurations as the butanol data, hold
field direction up or down, last dipole magnet field directio
normal or reversed, and polarized beam spin polarization
rection up or down. Only polarized beam data were requir
since the average of different spin polarization directio
would be equivalent to incident unpolarized beam provid
the amounts of data with spin direction up and down are
same.

III. DATA ANALYSIS

The procedure followed in the data analysis was as
lows. ~Further details of the data analysis and of system
error tests can be found in Ref.@49#.!

A. System parameter study

The system parameters recorded during data taking w
the proton and neutron beam polarization~polarimeter data!,
proton beam energy~BEM data!, SEM asymmetries, LD2
target temperature and pressure, holding field strength~Hall
probe readings!, neutron beam intensity profiles, and proto
target ~FST! polarizations~at the beginning and the end o
the polarized target cycle!. Events with charged particle
penetrating the neutron button counters~button events! were
recorded to calibrate the horizontal positions in the neut
scintillation bars and their pulse heights. The above para
eters could affect the systematic errors, and thus they w
monitored on-line and kept to specified values within ve
tight limits. A more detailed analysis of the parameters w
carried out off-line.

The average energy of each run, which took on aver
1–1.5 h of beam time, was calculated using BEM data
distribution of the average beam energies yieldss50.038
MeV ~for all the data!. A few runs with average energie
outside a window of60.05 MeV were excluded from the
analysis.

After correcting for the instrumental asymmetries, t
measured asymmetries of a given polarimeter target of
IBP and CSB polarimeters consisted of contributions fro
both the hydrogen and nonhydrogenous components of
target material. Effective analyzing powers were calcula
from the freepp analyzing power by multiplying with a
correction factora to account for the nonhydrogenous co
tents of the polarimeter targets.Aeff5a•AH

PSA whereAH
PSA is

the pp elastic scattering analyzing power taken from pha
shift analyses@40#. A typical value ofa for the CSB polar-
imeter with a Kapton target was 0.98–0.99. There are mi
differences between the two proton polarization measu
ments; the ratio varied slightly over the run periods. The I
polarimeter had larger solid angle coverage which cau
higher accidental rates and non-negligible variation of
analyzing power over the polarimeter angular range. T
change in the ratio of the polarizations with time shows
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2132 57J. ZHAO et al.
hydrogen loss of the para-xylylene target. Because of
smaller acceptance and lower counting rate, the proton b
polarization measurement with the CSB polarimeter w
considered more reliable than the one with the IBP polar
eter. This could be seen in the ratios of the measured neu
polarization to the measured proton polarization.

The SEM left-right ~horizontal! and down-up~vertical!
asymmetries were calculated from their integrated curr
signals. The SEM asymmetries were calibrated with resp
to beam position offsets by steering the beam away from
established center position by a known amount. The be
position was determined by a beam profile wire monit
This calibration gave an estimate of the SEM asymme
with about 0.15 corresponding to a beam centroid offse
;1 mm. A beam position stability of better than60.03 mm
was achieved. This implied stability of the proton beam
rection to better than60.002°.

The temperature and the pressure of the LD2 target were
monitored at regular intervals and at least once every
during the data taking periods. The density of the LD2 was
calculated from the recorded temperature and pressure
The density fluctuations of the LD2 target during the data
taking were all withindr<60.0005 g/cm3.

The neutron polarizations were calculated from the m
sured asymmetries in the two neutron polarimeters after
rection for instrumental asymmetries. The effective anal
ing power for the OLD neutron polarimeter was determin
to beAeff

OLD50.1860.01, while the effective analyzing powe
of the NEW neutron polarimeter wasAeff

NEW50.2060.01. At
the position of the NEW neutron polarimeter, the siza
down-up asymmetry was measured for the polarized be
phase; a small left-right asymmetry was also observed
responding to the induced neutron polarization for the re
tion D(pW ,nW )2p. Only the relative stability of the ratio
Pn /Pp was used as a cross-check with other measureme

The neutron beam intensity profile monitor informatio
was processed on-line and recorded. Shifts for the neu
beamx and y profile centroids.1 mm were corrected by
retuning the proton beam position. Figures 5~a!–5~c! show
the horizontal and vertical neutron beam profiles at the lo
tion of the profile monitor and a comparison with a Mon
Carlo simulation@36#. It was noticed that the horizontal neu
tron beam profile was displaced towards the right~negativex
direction! by about 8 mm. The Monte Carlo simulations@36#
showed that this displacement was equivalent to a mispl
ment of the LD2 target cell by about 6 mm upstream alon
the proton beam axis. The actual physical location of
LD2 cell was surveyed and confirmed to be displaced
stream along the proton beam axis by 6.263.9 mm. At the
FST location, the horizontal beam profile had a ‘‘flat’’ to
region (.90% of maximum intensity! of approximately 80
mm width which was enough to cover the whole FST, ev
with the beam displacement, and small enough to cause
ligible illumination of surrounding materials. The displac
ment resulted in a small error in the beam direction~0.6 mr!,
but it was a constant error throughout the experiment
caused negligible error in the zero-crossing angle differen
The vertical beam profile had a ‘‘flat’’ top (.90% of maxi-
mum intensity! of about 55 mm at the FST location whic
was sufficient to cover the whole target cell containing
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beads, again small enough to cause negligible illumination
the surrounding materials.

The zero offsets of the Hall probes, determining the F
holding field strength, were measured before and after ev
FST polarized measurement. The measured holding fi
strength showed that a stability and reproducibility of60.3
mT ~the average of the two Hall probe readings! was
achieved.

The FST polarization was measured at the beginn
@P(t1)# and at the end@P(t2)# of each polarized target mea
surement phase with the calibrated NMR system. An ex
nential function was used to interpolate the average polar
tion for each data run:P(t)5P(0) e2 t/t, where t is the
temperature-dependent decay constant of the polariza
The NMR system was calibrated several times before,
tween and after each data taking period. Four thermal e
librium ~TE! calibrations were performed during the fin
data taking period. The largest difference in the NMR ca

FIG. 5. ~a! Horizontal neutron beam profile at the profile mon
tor location compared to a Monte Carlo simulation, the connec
curve represents the data and the discrete curve the simulation~b!
vertical neutron beam profile;~c! neutron beam intensity distribu
tion in thex-y plane.
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brations was 0.59%. An error of 2% was assigned to
polarizations measured during the final data taking per
This value of 2% was based on a comparison to the ea
calibration of the NMR system in anpp elastic scattering
experiment to an accuracy of 2.6% where the error w
dominated by the reproducibility of the NMR valu
(62%) @46#. Since there was only one TE calibration of th
NMR system made during the second data taking period,
overall FST polarization measured in the experiment w
estimated to be known to63%. The average FST polariza
tion for the final data taking run was 85.6%, which was us
to determine the slope of the analyzing powerdAp /du. The
average FST polarization of all the polarized target data
73.2%.

The position of the FST cell and its filling by the butan
beads were surveyed during and after each data taking pe
by x-ray radiography. The measured offsets of the FST
from the target central position~about62 mm! and the fill-
ing level of the cell were taken into account in the sub
quent data analysis.

Kinematically well-defined~in angle and energy! charged
particles, penetrating the ‘‘button’’ counters behind the ne
tron scintillator detectors and therefore called ‘‘butt
events,’’ were used to calibrate the position and the pu
height. A position resolution ofs516 mm was determined
from the observed position differences of the button eve
in the front and rear banks of the scintillator bars. Duri
data taking, high voltages applied to the PMT’s were a
justed by matching centroids of the ADC distributions of t
button events to nominal values. Small differences in
pulse heights were matched by software rescaling to be
than 1 ADC channel.

B. Selection of elastic scatteringnp events

The recoil proton tracks were reconstructed from th
signatures in the DLC’s. To determine the ‘‘true’’ coord
nates in the DLC’s, geometrical and measured pulser p
tions were used as reference points. The typical widths of
pulser peaks weres50.521.0 ns which gave an error in th
mean of 0.005–0.010 ns for a typical data taking run. T
separation of two pulser peaks in terms of the delay line t
difference was about 1550 ns. The physical separation of
pulser positions was 552.560.7 mm @47#. Typical resolu-
tions of the reconstructed proton coordinates at the DLC
cations were61 mm for horizontal coordinates and60.6
mm for vertical coordinates.

The proton vertices were reconstructed by projecting
reconstructed tracks to they-z plane (x50) at the center of
the FST (z axis is along the neutron beam direction,y axis is
along the vertical pointing up, andx axis is towards the left
looking downstream, forming a right-handed coordinate s
tem!. Because the holding field deflected the proton tra
and shifted the reconstructed proton vertices differently
pending on the holding field direction, a shift of a few mm
the z vertices was observed when the holding field chan
direction. Therefore, only a loose cut could be applied to
reconstructed vertices.

The DLC efficiencies were about 95% each for the fro
pair and about 98% each for the rear pair at a proton be
current of about 2.5mA. Some runs were rejected when th
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efficiency changed by more than a few percent. Since e
group contained two chambers and the minimum numbe
good coordinates was onex and oney, the combined effi-
ciencies of each group were 99.75% and 99.96% for the fr
and rear pair of DLC’s, respectively.

The recoil proton time-of-flight was measured betwe
the proton TOF ‘‘start’’ scintillation counter~pTOF! and two
TOF ‘‘stop’’ scintillation E counters~E1 and E2! ~see Figs. 3
and 4!. Timing ~TDC! signals were required from both of th
pTOF PMT’s ~top and bottom!; the time average of the top
and bottom TDC’s was used as the proton TOF start sig
Each E counter was subdivided into five sections of
18328 grid. Three, or all four, timing signals from a total o
4 PMT’s of each E counter were required depending on
section in which a hit occurred. In the center region, va
timing signals from all four PMT’s were required to b
present, and the time average of all four was used. In
other four regions only three timing signals were require
and the time average of the three PMT’s timing signals w
used to calculate the stop time. This was because in the
gions at any of the four corners, one of the PMT’s accep
light mainly from reflections in the scintillator and these r
flections would degrade the timing resolution. Since the
erage absolute time of 3 or 4 TDC’s was position depend
~due to the time differences for light traveling within th
scintillator to the PMT’s!, a correction table which was a
18328 matrix corresponding to the 18328 grid of each E
counter was used to correct for this effect. The size of a
of the grid was chosen so that the intrinsic time spread
light to cross the cell was much smaller than the resolution
the detection system. The correction constants for adja
cells within the same section of a grid differed from ea
other by a few TDC channels~50 ps/per TDC channel!.

The proton path lengths from the pTOF counters to the
points at both E counters were calculated using the rec
structed tracks and the projected coordinates of the track
these detector locations. The proton kinetic energy (Ep) was
calculated from the known path length and TOF. This cal
lated energy represented the average energy of the pr
from the pTOF counter to the E counters. In order to ded
the proton energy at the scattering point in the FST, a fu
tion based on a further Monte Carlo simulation was us
Figure 6 shows the proton kinetic energy distribution,Ep ,
and the difference,DEp , of the measured and kinematical
expected proton energy at the given corrected proton p
angle. An average resolution of 9.0 MeV was obtained
DEp after the E counter calibrations.

To establish the correspondence between the meas
proton polar angle and kinetic energy at the scattering po
a Monte Carlo simulation was performed which took in
consideration the FST holding field deflection, and multip
scattering and energy loss of the protons. Functions w
generated which corrected the measured proton polar a
and the kinetic energy as an average effect~averaging be-
tween 1.2 and 1.8°! on an event-by-event basis.

The neutron positions at the scattering points in the tar
were assumed to be along the central vertical axis (x50,
z50) with y coordinates determined by the proton vertice
A neutron ‘‘track’’ was determined by the two points define
above, and the neutron polar and azimuthal angles (un and
fn) were calculated.
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2134 57J. ZHAO et al.
The neutron kinetic energy was calculated from its TO
and flight distance. The proton arrival time at the pTOF w
used as the neutron TOF ‘‘start’’ and the neutron arrival ti
at the neutron array was used as the neutron TOF ‘‘sto
The neutron arrival time at the array was taken as the t
average of the two ends of the scintillator bar. The neut
TOF was calculated from the time difference between
‘‘start’’ and ‘‘stop’’ timing signals, and a timing correction
for the coincident proton traveling from the FST to the pTO
was included. The neutron flight distance was calcula
from its coordinates at the neutron array and the assu
scattering position. The neutron kinetic energy,En , was then
obtained from its given flight length and TOF. The diffe
ence between the measured kinetic energy and the kinem
cally expected kinetic energy at the observed neutron an
DEn , was also calculated~see Fig. 7!. An average resolution
of s513.0 MeV was achieved inDEn .

The neutron bar pulse height signals~in ADC channels!
after pedestal subtraction were renormalized with refere
to the pulse height of the ‘‘simultaneous’’ button even
~passing protons!. The hardware discrimination thresho
was in a region where the pulse height distribution was ris
rapidly. A typical software threshold of 20 ADC channe
~about 1 MeVee! on the neutron bar pulse height was appli
to the data. In order to check for possible systematic er
associated with gain changes and the hardware thresh
software thresholds were varied from 15, 20 to 25 AD
channels.

FIG. 6. ~a! Distribution of the corrected proton kinetic energ
and ~b! distribution (s.9.0 MeV! of the difference between th
measured proton kinetic energy and the kinematically expected
ton energy from the measured proton angle.
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The neutron beam energy was determined in two wa
one was the sum of the scattered neutron and recoil pro
kinetic energies, the other was from the TOF of the neutr
from the LD2 target to the FST. The energy sum is shown
Fig. 8~c!. To calculate the TOF of the neutrons from the LD2
target to the FST, the rf phase stabilized timing signals w
used as the relative timing for the neutron beam TOF ‘‘sta
signal, and of the recoil proton triggered pTOF ‘‘stop’’ sig
nal. A timing correction was made for the time-of-flight o
the recoil proton from the presumed scattering point to
pTOF scintillator. The incident neutron beam flight distan
from the LD2 target to the FST was 12.85 m. Compared
the summed energies determination, a better energy res
tion was achieved due to the use of the phase restricted b
tune in the cyclotron.

For two-body scattering~with known particle masses! at a
known energy, one azimuthal angle and any other indep
dent kinematical parameter determine annp elastic scatter-
ing event. The over-determined kinematic observables w
combined into four variables forx-square tests fornp elastic
scattering events:

~1! Opening angle, defined as:uopen5un1up2ukin ,
whereukin is the kinematically expected opening angle,ukin
5(un1up)kin , at the nominal neutron beam energy of 3
MeV. In general,ukin is a function ofun and the incident
neutron beam energy~347 MeV in this case! according to
energy and momentum conservation and was approxim
by a polynomial inun .

o-

FIG. 7. ~a! Measured neutron kinetic energy and~b! distribution
(s.13.0 MeV! of the difference of the measured neutron kine
energy and the kinematically expected neutron kinetic energy a
measured neutron angle.
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57 2135PRECISION MEASUREMENT OF CHARGE SYMMETRY . . .
~2! Coplanarity angle, defined as:fcoplan5fn2fp
2180°. Vertical~perpendicular to the scattering plane! mo-
mentum conservation requiresfcoplan50.

~3! Kinetic energy sum, defined as:Esum5En1Ep . En-
ergy conservation determinesEsum to be the same as th
incident neutron beam energy.

~4! Horizontal momentum sum, defined as:Dpx5pn,x
1pp,x , where pn,x and pp,x are thex components of the
scattered neutron and recoil proton momenta. Horizontal
mentum conservation requiresDpx50 since the initial par-
ticle momentum was along thez axis.

Momentum-dependentx-squares of these four variable
were calculated for every event:x i

25(xi2xi
0)2/s i(p)2,

wheres i(p) is the momentum dependents of the distribu-
tion of each variable determined from the data,xi is one of
the kinematic variables as measured, andxi

0 is the nominal
centroid of the variable. Differentx2 tests were applied to
the data. These tests were either the individualx square:
x i

2<9, 7.5, 5, or the sum of thex squares of the four differ-
ent variables:xsum

2 5Sx i
2<20, 15, 10. Figure 8 shows th

distributions for the kinematic variables before and after
cuts on the other variables atx i

2<7.5.
For the np coincident events passing the software cu

scattering asymmetries were calculated. In order to ca
systematic errors to second order, an ‘‘overlap’’ meth
~which takes only the common angular acceptance regio
the detector system for different experimental configuratio
i.e., holding field direction up or down! was used, and a

FIG. 8. Distributions of~a! opening angle (s.1.3°), ~b! copla-
narity angle (s.1.9°), ~c! kinetic energy sum (s.17.0 MeV!, and
~d! horizontal momentum balance (s.16.8 MeV/c) before~upper
curves! and after~lower curves! the cuts.
o-

e

,
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combination was made of different spin states~up or down!
and physical orientations~left or right event!. A total of eight
asymmetries were calculated for beam or target polariz
holding field up or down, last dipole magnet field directio
normal or reversed, using the following equations:

e5
r 21

r 11
, ~8!

r 5FNL
1NR

2

NL
2NR

1G 1/2

, ~9!

where the superscripts indicate the initial proton spin po
ization directions. The measured asymmetries were fitte
the following function:

e5c0@~u2us!1c1~u2us!21c2~u2us!3#, ~10!

whereus is the zero-crossing angle to be determined fro
the measured asymmetry, andc0 is the slope of the asymme
try at the zero-crossing angle and is proportional to the sl
of analyzing power multiplied by the value of the corr
sponding beam or target polarization:

c05
de

du U
us

5P
dA

du
. ~11!

The zero-crossing angles forAn andAp were obtained as an
average of the extracted zero-crossing angles with the ab
fitting process applied to different holding field~up or down!
and last dipole magnet field directions~normal or reversed!.
The nonzero difference of the zero-crossing angles forAn
andAp is then due to charge symmetry breaking.

C. Corrections for residual quasielastic background

Background data obtained with the dummy target w
analyzed in the same manner as the FST data. Identical
of cuts were applied. Figure 9 shows the opening angle sp
trum for the dummy target data. Clearly, hydrogen peaks
also present. These were due to a hydrogen-containing r
tor at the bottom of the FST and superinsulation mate
around the target. To estimate the ‘‘true’’ carbon bac

FIG. 9. Opening angle distribution of the carbon data~bottom
curve! and the FST data~top curve! for normalizing the tails and
estimating the carbon contribution to the FST data.
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2136 57J. ZHAO et al.
ground, three different ways of implementing cuts in the o
line analysis of the dummy target data were used:

~1! A cut on they vertex reduced the hydrogen contrib
tion from the resistor but it leaves the hydrogen contribut
from the super-insulation material;

~2! Cuts of 1<x i
2<7.5 removed both the hydrogen pea

and the carbon contribution underneath it as seen in
opening angle distribution. A correction factor was calc
lated to compensate for the carbon contribution underne
the hydrogen peak. There were uncertainties in estima
both the carbon contribution within thex i

2<1 window and
the hydrogen contamination to the data inside 1<x i

2<7.5
~i.e., due to multiple scattering!;

~3! Through a combination of the FST data and t
dummy target data, the carbon contribution was estima
The FST data after cuts were used to estimate the hydro
contribution to the dummy target data by subtracting the
drogen peak in the dummy target data with scaled ‘‘clea
FST data.

For the results involving individualx i
2 cuts, the carbon

background contribution to the FST data was obtained
normalizing the tails of the opening angle distributions of t
dummy target data to the FST data~Fig. 9!. Similar results
were obtained for the carbon background contribution to
FST data with the methods~2! and~3! above. A 25% uncer-
tainty in the determination of the background contributi
was assumed, which includes uncertainties in normalizat
hydrogen contamination elimination from the backgrou
data and the different analysis procedures~as described
above!. The carbon data were further used to evaluate
analyzing powers of the remaining (n,np) background with
the given cuts. For this purpose, only method~3! was used,
because it gave the largest ‘‘net’’ carbon yield, and theref
the least statistical uncertainty of the deduced backgro
analyzing power. The asymmetry distribution of the carb
data was calculated in the same manner as the FST data
the same fitting function and fitting procedure were used
determine the analyzing power of the background at theAn

zero-crossing angle. For the results involvingxsum
2 cuts, the

carbon contributions and the analyzing powers for the v
ous cuts were estimated by comparing the yields and sca
to the results of the individualx i

2 cuts. The freenp analyzing
power, the measured analyzing power with background,
the analyzing power of the background have the follow
relationship:

Atrue5
Ameasured2r bAbackground

12r b
, ~12!

where r b is the ratio of background contribution to th
elastic-scattering contribution. The carbon contribution
fects the zero-crossing angle of the analyzing power with
beam polarized (An) but not the zero-crossing angle of th
analyzing power with the target polarized (Ap). Thus, a cor-
rection for the carbon contribution was applied to the ze
crossing angle of the polarized beam data. However,
slopes of the measured asymmetries for both polarized b
and polarized target were affected by the carbon contr
tion. This was taken into consideration when the slope ofAp
was evaluated. Corrections due to background on the z
crossing angles ofAn were calculated from the backgroun
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data with different cuts. The corrected zero-crossing ang
of An were compared to the results from a bin-by-bin su
traction of the carbon data from the FST~butanol! data. The
two procedures gave consistent results.

D. Corrections for effective neutron beam energy and
polarization

The effective average neutron beam energies of the po
ized and unpolarized beams differed by a small amount
to the correlation between the beam energy and the pola
tion in theD(pW ,nW )2p reaction. A correction was required t
account for this difference. The experiment was conducte
a neutron beam energy peaked at about 350 MeV wit
distribution of FWHM about 11 MeV and an average ener
of 347 MeV. The neutron beam energy as well as polari
tion distributions were simulated with a Monte Carlo sim
lation @36#.

For the polarized and unpolarized beam, the average n
tron beam energy was calculated from

Ēpolarized5
SPi

2
•Ni•Ei

SPi
2
•Ni

and Ēunpolarized5
SEi•Ni

SNi
,

~13!

respectively. The difference of the beam energies was fo
to be

DĒ5Ēpolarized2Ēunpolarized5~0.5460.11! MeV,

based on the Monte Carlo simulations~the quoted error is an
estimate and is discussed below!. The variation of the zero-
crossing angle with respect to the beam energy was ta
from phase-shift analyses@40# to be

dus /dEnbeam.~24.7560.25!31022 deg/MeV.

The uncertainty here is an estimate of the systematic erro
the phase-shift analyses. The 0.5460.11 MeV difference of
beam energy will give a difference of10.02660.005 degree
in the zero-crossing angle ofAn .

E. Slope of the analyzing power near zero-crossing angle

To interpret the finite difference of the zero-crossi
angles in terms of the difference of the analyzing powers,
slope of the analyzing powers at the zero-crossing an
(dA/du) is required. In principle, this parameter could b
obtained from phase-shift analyses@40#. Unfortunately the
phase-shift analysis results over the last few years sh
about 10% discrepancies. For the polarized target meas
ment (Ap) where the FST polarization was known to bett
than 62% as discussed above, the slope of the analyz
power around the zero-crossing angle was determined fr

dAp

du
5

1

12r b

1

PFST

dep

du
, ~14!

where r b is the ratio of the background contribution to th
np elastic events,PFST is the average polarization of the FS
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and dep /du is the measured slope of the asymmetry. T
quasielastic background did not affect the zero-cross
angle determination of the polarized target data, but it dilu
the slope of the measured asymmetry giving the correc
term 1/(12r b). The resulting slope of the analyzing pow
was determined to be

dAp

du
5~1.3560.05!31022 deg21,

where the error is due to the uncertainty in the absolute va
of the FST polarization, systematic errors as deduced by
ferent x2 cuts, and the uncertainty in the correction for t
background dilution.

F. The shape ofDA„u…

The angular distribution of the difference of the analyzi
powers is important because of its sensitivity to the differ
CSB contributions, in particular ther°2v mixing contribu-
tion. However, there is an intrinsic difficulty to extract th
angular distribution as pointed out above

en2ep5^A~u!&•DP1DA~u!•^P&. ~15!

In this experiment, the average neutron beam polariza
P̄n561.2%61.8% and the average FST polarizationP̄p

573.2%62.2% or ^P&[( P̄n1 P̄p)/2567.2%61.4% and
DP[ P̄n2 P̄p5212.0%62.8%. Here, the error in the neu
tron beam polarization was estimated to be63% which is
the quadrature sum of the estimated62% uncertainty in the
proton beam polarization~the effectivepp analyzing power
of the CSB polarimeter! and the62% uncertainty in the
average ofAr t

21r t8
2 . To obtainDA(u) at the 1024 level, the

polarizations would need to be known to a level not atta
able at present. The best one can determine is

‘‘ DA~u!expt’ ’ 5DA~u! true1c•A~u!. ~16!

Herec is directly related to the uncertainty ofDP/^P&. The
IUCF experiment@7# extracted the component ofDA(u)
which is ‘‘uncorrelated’’ withA(u) by adjustingc until the
variance (̂ ‘ ‘ DA’ ’ 2&2^ ‘ ‘ DA’ ’ &2) of the ‘‘DA(u)’’ data set
reached a minimum. In this manner, a 12-point angular
tribution of ‘‘DA’’ was obtained within limitations imposed
by uncertainties in the measured beam and target pola
tions. At the TRIUMF experimental energies~477 and 347
MeV!, the angular distribution ofDA(u) near the zero-
crossing angle of the analyzing powers has a shape simil
the analyzing power,A(u), itself. Therefore, the minimum
variance method used in the IUCF experiment can not
applied. In principle, if the theoretical prediction of the zer
crossing angle ofDA was very accurate and if the asymm
tries at that angle could be measured very accurately,
DP/^P& could be determined in the experiment and the
gular distribution ofDA could be extracted. In lieu of the
latter, a comparison of the shape ofDA with theoretical pre-
dictions can be made as the only alternative by adjusting
constantc until the chi-square between the measurement
the calculation is minimized

‘‘ DA~u!expt’ ’ 5DA~u! theory1c•A~u!, ~17!
e
g
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e
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to
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en
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‘‘ DA(u)expt’ ’ was obtained from the measured asymmetr
and DA(u) theory was taken to be the predicted theoretic
distribution of Iqbal and Niskanen@15#. A ten-point distribu-
tion giving the shape ofDA was obtained~Fig. 10!.

IV. SYSTEMATIC ERRORS

Various estimates of the systematic errors were made w
assumed system parameters. Details of the systematic
estimates can be found in Ref.@49#. Based on these esti
mates, very stringent limits were applied to the system
rameters during the experiment in order to constrain the
dividual systematic error contributions toDA to below 1024

at the zero-crossing angle~these limits also apply constraint
to the systematic errors away from the zero-crossing ang!.
Table II shows that indeed all systematic errors at the ze
crossing angle are below the 1024 level except for the un-
certainty due to background contribution which will be fu
ther discussed. Background contributions also dominate
systematic errors away from the zero-crossing angle
shown in Table II.

Estimates of the systematic errors were also made by
plying different tests on the data and investigating the va
tions of DA with the cuts. Differentx2 cuts were applied to
the data to eliminate the background due to C(n,np) and to
study the resulting errors of the residual background and p
sible bias to the cuts on the smeared distributions. The
included individualx2 cuts ofx i

2<5, 7.5, 9 and summedx2

cuts of xsum
2 5Sx i

2<10, 15, 20, wherei represents opening
angle, coplanarity, energy sum and horizontal moment
balance as defined above. Differentx2 cuts represent sam
pling different portions of the data within the same data
and provides different statistical significance. Individual

FIG. 10. The shape ofDA(u). The solid curve is from Iqbal and
Niskanen’s predictions@15#. The solid circles are obtained from th
x2 minimization between the experimental data and theoretical
dictions by varyingc of Eq. ~17!. The error bars on the experimen
tal data shown in the figure are statistical errors only. The ‘‘sta
point is the experimental result at the zero-crossing angle; the in
error bar is the statistical error and the outer error bar is the qua
ture sum of the systematic and statistical errors.
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TABLE II. Summary of the estimates of the systematic errors in the difference of the analyzing po

Sources of systematic error
Experimental
parameters

Contribution tod(DA)
at A50

Contribution tod(DA)
at A50.2a

Proton beam energy shift 0.038 MeV 331025 331025

Proton beam spot
modulation at the LD2 target

0.03 mm 131025 131025

Proton beam angle
modulation

0.005° 131025 131025

LD2 density stability 0.0005 g/cm23 ,1025 ,1025

Irreproducibility of holding
field ~HF!

,0.3 mT ,731025 ,731025

Dr of FST wrt HF 0.5 mm 331025 331025

Inequality of up/down
polarization

0.05 0 231025

Ppbeamprecession ;30 !1024 <231025

Pnbeamprecession ;30 !1024 <231025

HF tilt ,0.50 ,531025 531025

ResidualPn on polarized FST x;30,
f50.50

!1024

!1024
131025

<131024

Misalignment of detectors 0.030 !1024 !1024

Multiple scattering in FST ,0.70 !1025 !1025

Neutron detector instability <0.3% <231025 <231025

Residual background asymmetry <61% 2.831024

Ab5(2467)31023
731024

AB5(662)31022

aNot including those errors due to uncertainties ofDP as discussed in Sec. III. The value ofA510.2 is
reached atuc.m.560° towards the lower limit of the angular acceptance. The sign! implies at least a factor
10 smaller.
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summedx2 cuts provides the same statistical significance
provide different sampling of the data and therefore aids
understanding possible bias of the cuts. After hardware
then software gain matching of the neutron bar ADC sign
different software thresholds were applied to the data
study the systematic errors associated with the neutron
efficiency. A systematic error limit based on the differe
software thresholds, and therefore possible neutron dete
efficiency variations, was deduced. Systematic errors w
also studied by fitting the asymmetries with different angu
ranges and extracting the zero-crossing angles. At the
tremes of the detection system, the data have larger statis
uncertainties and may also have larger systematic error
general systematic errors increase with increasingA(u). Af-
ter all cuts had been applied and the background contribu
of quasielastic scattering from nonhydrogenous content
the target material had been subtracted, the systematic e
due to a residual background were estimated. There were
possible sources of errors associated with the backgro
one was the uncertainty in determining the ratio of the ba
ground contribution to the elastic-scattering events after
cuts, and the other one was the uncertainty of the backgro
analyzing power. The uncertainty in the ratio of the bac
ground contribution to the elastic scattering events was e
mated to be 25%~i.e., a 1% uncertainty with a 4% back
ground!. Combining the two factors, the systematic erro
associated with the background subtraction and correc
were deduced. The effective average beam energy differe
for the polarized and unpolarized neutron beam was c
rected with the result from Monte Carlo simulations@36#.
The systematic errors associated with this were estimate
t
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assuming that the correction was accurate to about 20%~up-
per limit! of the total differenceDE50.54 MeV, ord(DE)
50.11 MeV. Systematic errors on the zero-crossing an
difference and the difference of the analyzing powers w
so deduced. A summary of all systematic errors descri
above is shown in Table III for the difference in the zer
crossing angles and in Table IV forDA away from the zero-
crossing angles~e.g., A50.2). The quadrature sum of th
different systematic errors was used in the final result.
systematic errors inDA away from the zero-crossing angle
there is an additional contribution due to uncertainties inDP.
This uncertainty is used as an adjustable parameter when
shape ofDA is compared with theoretical predictions.

V. RESULTS AND DISCUSSION

The difference of the center-of-mass zero-crossing an
of the analyzing powers fornp elastic scattering at 347 MeV
is determined to be

TABLE III. Summary of the systematic errors in the differenc
of the zero-crossing angles.

Item d(Dus)

Different cuts 0.031°
Background 0.021°
Nbar ADC cuts 0.028°
Different fits 0.019°
Enbeamcorrection 0.005°
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Dus[uc.m.~An50!2uc.m.~Ap50!

50.438°60.054° ~stat.!60.051° ~syst.!,

based on fits of the measured asymmetry angular distr
tions over the angle range 53.4°<uc.m.<86.9° in the center-
of-mass system. The first error gives the statistical error
the second error is the systematic error which is obtaine
the quadrature sum of the various contributions. The slop
the analyzing powerAp at its center-of-mass zero-crossin
angles is given by

dAp

duc.m.
5~21.3560.05!31022 deg21,

based on least-squares fits of the asymmetry curves and
average proton target~FST! polarization. The error here i
dominated by the uncertainty in the FST polarization and
estimated systematic errors from different cuts and the ba
ground subtraction. Using the slope of the analyzing pow
Ap and assumingd^A(us)&/duc.m.5dAp /duc.m., the differ-
ence of the analyzing powers at the zero-crossing an
where^A(u)&50, is

TABLE IV. Summary of the systematic errors in the differen
of the analyzing powers at the borders of the angular range cov
~e.g., atA50.2).

Item d(DA)

Different cuts 1831024 a

Background 731024

Nbar ADC cuts 331024

Different fits 931024 a

Enbeamcorrection 131024

Total 2131024

aThese two items are strongly affected by the edge effects of ac
tance. IfA50.1 is considered, these terms reduce by more tha
factor of 2.
u-

d
as
of

the

e
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le,

DA52
d^A~us!&

duc.m.
•Dus

5@5967 ~stat.!67 ~syst.!62 ~syst.!#31024.

Here the first error is the statistical error, the second erro
the systematic error, and the third error is an additional s
tematic error due to the uncertainty in the slope param
dAp /duc.m.. The shape ofDA(u) is shown in Table V and
Fig. 10. Ax2518.7 for a total of 10 points is obtained from
fitting the experimentalDA(u) to the theoretical predictions
of Iqbal and Niskanen@15# by adjusting the value ofc
5d(DP/^P&) @see Eqs.~16! and ~17!#. One obtainsc5
20.03060.015. Thisc is well within the range of uncer-
tainty of d(DP/^P&) ~about64.2%) which follows from the
average polarizations of the beam and the FST as discu
above. The individual zero-crossing angles of the analyz
powers and the analyzing power angular distributions at
MeV have also been measured. These experimental re
will be reported separately.

The nonzero difference of the analyzing powers measu
in the present experiment shows clear evidence for cha
symmetry breaking and represents the largest effect~6 stan-
dard deviations! among the available experimental results
charge symmetry breaking innp elastic scattering. The re

ed

p-
a

TABLE V. Numerical results of the measured,x2 minimized
and predicted@15# DA(u).

uc.m. DA(u) measuredDA(u) x2 minimized DA(u) predicted

~deg! 1024 1024 1024

82.72 (78.5636.1) (115636.1) 68.0
79.55 (39.4630.0) (65.7630.0) 63.4
76.40 (41.2624.5) (56.3624.5) 58.0
73.26 (70.4623.3) (72.8623.3) 51.8
70.13 (82.8622.8) (72.3622.8) 45.0
67.02 (53.7622.6) (29.2622.6) 37.8
63.92 (116622.3) (78.7622.3) 30.2
60.84 (131622.2) (79.1622.2) 22.3
57.77 (53.7622.5) (210.2622.5) 14.4
54.71 (44.5624.6) (230.2624.6) 6.45
lts
e

nd
a-
rs.
n-
FIG. 11. Summary of the experimental resu
on CSB innp elastic scattering compared to th
theoretical predictions of Iqbal and Niskanen@15#
~IN! and Holzenkamp, Holinde, and Thomas@13#
~HHT!. The inner~smaller! error bars on the data
points represent the statistical errors alone a
the outer~larger! error bars represent the quadr
ture sum of the systematic and statistical erro
The horizontal lines are the various summed co
tributions obtained by IN and HHT.
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sults of the experiment, the difference of the analyzing po
ers @DA(us)# and the shape of theDA(u) in the angular
range 53.4°<uc.m.<84.2°, agree well with the theoretica
predictions of Iqbal and Niskanen@15# and Holzenkamp,
Holinde, and Thomas@13# @for the latter predictions only
DA(us) is compared# which are based on meson exchan
nucleon-nucleon potential models. At 347 MeV, the pho
exchange contribution and the dominant one-pion excha
contribution together account for most of the analyzi
power difference at the zero-crossing angle. Figure 11 p
sents a summary of the experimental results on CSB innp
elastic scattering compared to theoretical predictions of Iq
and Niskanen~IN! @15# and Holzenkamp, Holinde, and Tho
mas ~HHT! @13#. The r02v mixing contribution crosses
zero at the vicinity of the zero-crossing angles of the ana
ing powers,An and Ap , and therefore its contribution i
small. However, the angular distribution ofDA(u) depends
sensitively on ther02v mixing contribution. In the presen
experiment, the determination of the shape ofDA(u) is lim-
ited by the larger systematic errors away from the ze
crossing angles.

For incident energies above 300 MeV, the zero-cross
angle of ther02v mixing contribution occurs very closel
to the zero-crossing angle of the average analyzing po
^A&, and consequently its contribution toDA at the zero-
crossing angle of̂ A& is very small. Since the one photo
exchange contribution and the one pion~and r-meson! ex-
change contribution can be calculated with confidence,
difference between the measured and calculatedDA provide
an upper limit on the contribution of a parity conservin
-

tro
r

s.

.
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ge
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al
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time-reversal-invariance nonconserving~and simultaneously
charge symmetry breaking! NN interaction. As discussed b
Simonius@50# the upper limit on such an interaction so d
termined compares favorably with almost all experimenta
determined upper limits on such anNN interaction. In step
with improved calculations one may consider a higher pre
sion measurement ofDA to lower the present upper limit to
the level of what can be deduced from the electric dip
moment of the neutron.

In order to untangle the different contributions toDA, it is
necessary to perform even higher precision experiments
energies lower than 300 MeV. An optimum lower expe
mental energy should be sought to enhance ther02v con-
tribution both toDA at the zero-crossing angle as well as
the angular distribution ofDA(u). Other classes of CSB ex
periments can also provide information on ther02v mixing
contribution. Another TRIUMF CSB experiment in progre
measures the forward-backward asymmetry in the reac
np→dp0 as a sensitive test of thep2h mixing contribution
@51#. Further detailed studies of CSB in different system
could provide more information on the underlying qua
structure of the nucleon, and therefore help to form a dir
bridge between phenomenologicalNN potential models rep-
resented by the meson exchange theory and the fundam
theory of QCD describing the strong interaction.
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