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Final state interactions in ?H(y,pp#~) near the A(1232 resonance
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The 2H(y,pp# ") reaction cross section has been measured in the energy range 2208/e\280 MeV
at the Saskatchewan Accelerator Laboratory using the Saskatchewan-Alberta Large Acceptance Detector. This
is the first reported measurement of §fetH— ppm~ cross section covering a wide range of phase space in an
attempt to study final state interactions. The cross section for this reaction is compared to the calculation of
Blomqvist and Laget with various contributions from final state interactions. Blomqvist and Laget's theory is
successful in describing the shapes of the distributions, as well as the overall magnitude of the cross section.
The different final state interactions have an overall effect of 10%—15% on the single differential cross section,
with the calculation that includes thé-N interaction having the best agreement with the data.
[S0556-28188)00304-5

PACS numbgs): 21.45+v, 13.75.Cs, 25.20.Dc, 25.20.1]

[. INTRODUCTION [5—7]. The calculations include different ingredients of FSI's
(7-N rescatteringN-N rescattering, and thA-N interac-

Previousy’H— ppm~ experiments focused on kinematic tion) and the final state kinematics may be chosen to focus
conditions where the spectator model, which is independerain the FSI of interest. This method has been quite successful
of the nuclear medium, is expected to be vdfid. In con-  in reproducing a large body of experimental data. The data
trast, our experiment has emphasized measuring this reactistsed in these comparisons, however, were restricted to small
away from these quasifree kinematic conditions in order toegions of phase space, as only small acceptance detectors
examine the details of how the nuclear medium actuallywere used2,3]. In this paper, we expand such comparisons
modifies this basic interaction. These final state interactionto cover nearly 4r acceptance.

(FSI's) have been examined in many reaction processes; The experiment described here was performed at the
however, they’H— pp=~ reaction offers a unique system. Saskatchewan Accelerator LaboratofBAL). Outgoing

Of the different FSI's that may occur in this reaction, the charged particles were detected using the Saskatchewan-
A-N interaction is the least well understood. The experimenAlberta Large Acceptance Detect@ALAD). The high duty
tal difficulty in studying this interaction arises from the fact factor SAL machine and SALAD are described briefly be-
that theA is an unstable particle with a very short lifetime low; a detailed description may be found elsewhé&e10)].
(width, =115 MeV: mean life,r=6x10 24 s). The short This is the first successful measurement of tiyéH
lifetime introduces complications in the theoretical descrip-— pp7~ cross section with # acceptance. A similar mea-
tion as well. A complete calculation would require a solutionsurement was attempted at Mainz a few years ago and failed
to the coupled channel problem fdN— NA. This is a chal-  to obtain results consistent with Blomqvist and Laget's cal-
lenging job, and only approximate solutions have been atculations[11]. SALAD has been a useful device in the in-
tempted. The amount of data constraining the calculations igestigation of other reactions as well. Since it has been sta-
limited and confined to specific reactiofz-4]. There is a tioned at SAL, several experiments have been performed on
definite need for both complete theoretical calculations of theH, 3He, “*He, and **C targets. Most of the data ob-
A-N interaction as well as experimental data from varioustained have been analyzed and publisfie2i-18.
reaction mechanisms to allow for definite conclusions and
consistency checks.

To investigate FSI's iny’H— pp=, theoretical calcula-
tions were carried out by Blomqvist and Laget by expanding This experiment was performed at the Saskatchewan Ac-
the transition amplitude in terms of a few relevant processeselerator Laboratory using the Saskatchewan-Alberta Large

Acceptance Detector. SAL provides a high duty factor elec-
tron beam, produced by a linear accelerator and a pulse
*Present address: Physics Department, University of Northerstretcher ring, which may be used in conjunction with a 62-
British Columbia, Prince George, British Columbia, Canada V2Nchannel photon tagging systgr9]. The linac was tuned to
479. obtain the maximum electron energy possible at the time,
TPresent address: Physics Department, University of Ohio, Athresulting in 290 MeV and 284 MeV, for two different sets of
ens, Ohio 45701. measurements, with an average duty factor of 44%. The
*present address: Department of Physics, The George Washingttheam was then passed through a Jdf-thick aluminum
University, Washington, D.C. 20052. radiator, resulting in a photon beam with a flux of 3.5 MHz

Il. EXPERIMENTAL SETUP
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FIG. 2. Side view of the Saskatchewan-Alberta Large Accep-
05 | | ‘ tance DetectofSALAD).
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E_(MeV) from the beam line. The tagging efficiensummed over the
N

62 channelsaveraged to 49% at the lower electron energy
and 56% at the higher electron energy. The total number of
gphotons in the range 220 MeVE <280 MeV was deter-
mined to be 3.& 10" to within 4%.

in the range 220 Me¥:E. <280 MeV. While SAL is ca- The target in this experiment consisted of a pressurized
pable of providing a higyher flux thé rate was kept IOchlinderwith an overall length of 237 cm and an inner radius

enough to ensure a clean tracking of particles in the 'ré)f 5.05 cm. The main_ portion of th_e target is made up of a
cha#%ers . ng ot part ! W 208.3-cm-long Mylar-lined carbon fiber tubing. The cylinder
The system was adjusted to allow the tagging of photong"as filled with deuterium gas at room temperature with an

in the maximum energy range possible. This results in thénitial abso(ljutﬁ pressure of 78'8 kP?f. Small alTounts of liak'
tagging of photons in the energy range 187—229 MeV, with?9€ cause the pressure to drop o tq 65.0 kPa atmospheres
gging of b gy rang at the end of the 1-week-long production run. Both pressure

the upper limit dictated by the magnet geometry. In this ex- . ;

periment, only events that result in three signals in theand temp_erature were monitored throughout the experl_mer!t,

SALAD calorimeter were analyzed. In most cases, suc nd a weighted average was calculated for the uncertainty in
i ' éhe target density, resulting in a systematic uncertainty of

events result from photons above that of the tagged rang : .
Since the kinematics of these events are overdetermined, tﬁ'e% The target was mounted in the center of SALAD, with
ts axis parallel to that of SALAD.

photon energy was determined from the kinematics. The tad : : .

ger was useful, however, in the photon flux determination, ashThi detectgr systemSAL_AD)hconks)lsts of two inner vr\]nre It
the photon flux in the tagged region was extrapolated using gnham he_rs and two outer(;/wrfe chamt elrs opekr_atmg n the ?jed'
bremsstrahlung distribution to determine the flux in the un-dU€nching streamer mode for particle tracking, surrounde

tagged region. Figure 1 shows this extrapolation at the lowelY @ Set of 2AE-E plastic scintillators for energy measure-
electron energy. ment and particle identificatiofFig. 2). The inner chambers

The photon beam was collimated using two 12.6-cm-lon ontain 36 wires each, whereas the outer chambers contain

lead collimators of 1.5 and 2.0 cm diameter. The positions of 2 Wires each. The finite spacing between the wires limits
these two collimatoréperpendicular to the beam linere € ¢ resolution to aboutr,=2.6°. Thez-position resolu-
adjusted under computer control, and several tests were pdion of the wires results na resolution tnthat is § depen-
formed to fine-tune their positions by monitoring the in- dent, varying from~0.2° at the smallestand largest
crease of the background rate in SALAD as the collimators’?-angle acceptancéof 15° and 165°) to~5° at normal
positions were varied. A lead wall, 9 cm thick, was p|',;1ced|nC|dence_. The walls of the wire chambers are made up of
between the second collimator and SALAD to provide'OW Qensny polyurethane foam to reduce the energy loss of
shielding from backgrounds associated with the beam dum@ssing particles and allow them to be detected in the calo-
A third collimator was fitted in the lead wall, with a radius of "imeter, while avoiding dead zones that would result from
3.0 cm which was large enough so that the primary colli-th® use of supporting rods. Th&E scintillators have a
mated beam was not affected. To further reduce the backength of 180.3 cm and a thickness of 0.32 cm, while Ehe
ground, a 26-cm-long, 2.32-cm-thick removable lead shielgScintillators have a length of _182.9 cm ar_1d.a thickness of
ing of 12.1 cm diameter was mounted at the upstream end d2-75 ¢cm. The energy resolution of the scintillators was de-
SALAD as shown in Fig. 2. termined frorr; overdetermined kmer_naﬂcs ot_)talned fr_om
Tagging efficiency measurements were carried out using aHe(y,pd), H(,p)n, andp-p elastic scattering experi-
lead-glass detectafiocated behind the downstream end of Ments[12,10. Cosmic ray data obtained in conjunction with
SALAD) with a cross sectional area bigger than that of thédhese data sets determined the average stopping power for
collimated beam. These measurements were carried out atc@Smic rays tracked through SALAD.
much lower photon flux than production runs to avoid pileup
in the lead-glass detector. Tests were performed which show
that, in the range of interest, the tagging efficiency is flux
independent. After tagging efficiency measurements were Only overdetermined events were analyzed to reduce the
performed, the lead-glass detector was remotely moved awdyackground and allow an accurate determination of the kine-

FIG. 1. Bremsstrahlung photon energy distribut{snlid curve
fitted to the photon beam flux computed from the tagger countin
rates(circles.

IIl. DATA ANALYSIS
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matics. At least two calorimeter signals exceeding a set 40
threshold were therefore required to occur in coincidence

with the tagger for a valid trigger. As most events with three 800 - ° Pions -

calorimeter signals will result from photons with energies * Protons

above that of the tagger range, the requirement for the pres- 600 I{ L

ence of a tagger signal was dropped in this case. 30 2 t B
The combined effect of low particle energies and rela- g 4001 E o ’, -

tively high detector thresholds results in drastically reducing
the number of detectedH(y,pp7~) events. The highest
photon energy was-290 MeV. Since a pion is formed,
139.6 MeV are lost, and the remainingl50 MeV are dis-
tributed as kinetic energy among the three outgoing patrticles.
In this energy region, the quasifree process is dominant and
one of the protons is a spectator which does not share this
energy. This proton will likely lose its energy before it gets 10
to the AE scintillators; thus the two-tracky’H— ppmr™
events will typically result from quasifree processes. These
events are mixed with a large background due/tee*e”

20 — |\

AE/AX (MeV/cm)

events which produce two coincident hits in the SALAD 0 : ' : : |
calorimeter. Analysis of the two-calorimeter trigger events 0 20 40 60 80 100
shows that these events are mostly background; therefore, E (MeV)

only three-calorimeter trigger events were selected as g 3. Stopping power versus energy fai(y,ppm—) events.

2 — . . .
H(y,ppm ) candidate events. While this greatly reducesthe figure in the top right corner is a linearized stopping power
the size of the data set, and thus reduces the effective effjpid) nistogram.

ciency of the event selection, the events discriminated
against tend to be those generated by the quasifree procestermined from the fitg; is the detector’s resolution for
The selected data set has increased sensitivity to the mofgat variable, andN is the number of variables in the fit.
interesting FSI's. Results from the kinematic fit were compared to analytic
An additional concern arises from the strong absorption okolutions. A fit has two advantages over an analytic solution:
pions in the SALAD calorimeter. The strong interaction of First, a y? distribution may be used to characterize and
the absorbed pions with the nucleus occurs on a time scalliminate the background, and second, a fit allows a more
that is much shorter than that of the signal processing eleGgccurate determination of the unknown kinematic variables
tronics (10°* s for pion absorption compared with 10s a5 well as the measured quantities. In this analysis, only two
for the signal gating time in the electronjcéf a pion stops types of events were accepted ad(y,pp7 ) candidate
in the E scintillator and is absorbed, the processed signal is @vents: those for which measurementséof ¢, and AE
sum of the pion’s kinetic energy and the energy deposited byenergy deposited in th&E scintillaton have been made for
the particles released in the proc¢86]. The energy depos- gj| three tracks and where dh signal (energy deposited in
ited in theE scintillator may thus be larger than the pion the E scintillatorg exists for one or both of the proton tracks
kinetic energy, and therefore was not used in the analysigthe pion energy was not used as it may be obscured due to
Furthermore, the pion energy shift results in a fair amount othe absorption processThese quantities were used as inputs
mixing between pions and protons on a stopping power histg the kinematic fit together with their respective weights,
togram (Fig. 3). It was determined that about 20% of the ca|culated from the angular and energy resolutions discussed
pions will have a particle ID valuid, obtained by linear-  apove. The constraints of the fit were minimized by varying
izing the stopping power plof14]) that corresponds to a the measured variables within their respective weights. Once
proton as a result of this process. Many of thé(y,pp7~)  the measured variables were constrained, the unknown kine-
events will be interpreted as three-proton events. In such atic variablegthe energy deposited by the pion in the
case, stopping power information was disregarded. Since thgintillators, the photon energy, and the energy deposited by
kinematics of these events are overdetermined, permutatiorésproton in theE scintillators if not measurédwere calcu-
were made over the possible particle typps ( ), and the  |ated. A kinematicy? value was calculated for each event.
permutation best satisfying the kinematics was chosen as thﬂgure 4 shows they? distribution for the 2H(y,ppm")
correct one. This resulted in lowering the systematic uncerayents. A cut was imposed on this distribution as shown in
tainty due to particle misidentification to 1%. Figure 3 showsthe figure to eliminate the background. The solid histogram
a stopping power histogram for tiéd(y,pp7~) events, as js a Monte Carlo simulation of SALAD(to be described

well as a linearized stopping powgpid) histogram. below). A slight disagreement may be seen as a result of the
A kinematic fitting program was used to analyze the datauncertainty in the detector resolution.

A x? distribution was defined by The Monte Carlo simulation generates events according

m fi 2 to a three-body phase space distribution, taking into account

X2=£ (”i _”i) 1) the spatial distribution of the photon beam. For untagged

N4 T ' events, the Monte Carlo simulation uses a bremsstrahlung

distribution calculated at the proper electron energy. Each
wherev" is theith measured variablci:z,if is theith variable particle was tracked through the various layers of the detec-
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FIG. 4. Kinematicy? distribution for 2H(y,pp7~) events. A FIG. 5. Radial position of the vertex fdtH(y,ppm~) events.

cut is imposed on this distribution 2= 3. The solid histogram is  The solid histogram is a Monte Carlo simulation.
a Monte Carlo simulation.
that determined from the kinematic fit. This distribution was

tor, and the energy deposited in each layer was calculatedised as an input to the Monte Carlo simulation, and pion
As each particle was tracked in the wire chambers, the wirenergies were shifted according to this probability distribu-
chamber cells intersected by the track were determined, a#®n.
well as thez position of the hit on the wire. Thig position A full account of the pion decay process was also in-
was smeared out to take into account the wire chamber resaluded in the Monte Carlo simulation. The lifetime of the
lutions, as measured using afFe collimated source. The pion was taken from the pion decay probability distribution
analog-to-digital convertefADC) values at each end of the and the decay length was determined. For decays occurring
wire were then calculated. The wires’ efficiencies were alsanside the target or the wire chambers, the muon’s emission
calculated for each of the 216 wires and incorporated into thangle and energy were selected consistent with the kinemat-
Monte Carlo simulation. Events frortfC(y,pp) were used ics of the decay process, and the muon was tracked instead of
for this purpose, where the efficiency of a wire cell wasthe pion. The wire chamber hits were then modified to ac-
determined by the frequency of the occurrence of a signal iount for the muon track and the resulting hits were used to
that wire cell when cells in each of the other three chamberattempt to reconstruct a track, assuming it was due to a
register a hit. The overall systematic uncertainty due to thesingle particle. Since this was not the case, a track is unlikely
wire chamber calibrations and efficiencies was less than 5%0 be successfully reconstructed, the event falls in the two-

Once the ADC values of the wires were determined, tharack category, and was thus discarded. If a track was suc-
particle tracking proceeded to the calorimeter and the energgessfully reconstructed, thieand ¢ angles were likely to be
deposited in the\E andE scintillators was determined. The off the values expected from th&H(y,ppm~) kinematics,
light output was then calculated by reversing the light cor-resulting in a large value fog? which would fail they? cut.
rection proces$21]. This requires knowledge of the attenu- By simulating Monte Carlo events with and without pion
ation lengths, which were calculated separately for eéaEh  decay, it was determined that 6% of the events are lost due to
andE scintillator from overdetermined kinematics for eventsthis process. It is worth noting at this point that since the
of other reactions. The resulting light outputs were smearegion’s energy was not used, muons that decay outside the
out to account for theAE and E energy resolutions men- wire chambers need not be tracked.
tioned above, and the ADC values were calculated for the The simulated events were then tested to determine
upstream and downstream ends of each scintillator. Sincehether they satisfy the experimental trigger. Thresholds
this calculation is sensitive to small uncertainties in the mawere determined for eacAE and E scintillator separately
terial thickness and density in the walls of SALAD, a sys-from the raw ADC spectra and used as input to the Monte
tematic uncertainty of 5% was assigned to the particle enercarlo. Monte Carlo events that do not satisfy the threshold or
gies. do not fall within the detector’s acceptance had their ADC

Other corrections were included in the Monte Carlo simu-values set to zero. Events that satisfy this threshold were
lation, including proton reaction losses and pion absorptionwritten to disk. The Monte Carlo events were then read by
The GEANT Monte Carlo simulation packageHEISHA was  the same analysis code used to analyze the actual experimen-
used to simulate the process of reaction losses. This procet data, using the same calibration parameferergy loss
has a small contribution in our energy range. The number ofables, light correction tables, etcThis ensures that any
protons that deposit a different amount of energy than exdeviation of the data from the Monte Carlo simulation is due
pected due to nuclear interactions was less than 0.5%. The dynamical physical effects. In addition, the Monte Carlo
pion absorption process, on the other hand, is difficult tesimulation allows for a large number of variables to be com-
simulate exactly. To account for this process an approximatpared to the data at any step of the analysis, starting with the
solution was chosen. The shift in the observed pion energDC values, and ending with kinematic quantities. This al-
was determined from the data, by taking the difference belows us to demonstrate our understanding of the detector,
tween the actual energy deposited in tBescintillator and  and provides additional confidence in the calculation of the
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FIG. 6. Average minimum distance between outgoing tracks for
2H(y,pp7 ") events. The solid histogram is a Monte Carlo simu-
lation.

efficiency of the SALAD detector. o FIG. 7. A schematic diagram of th&H(y,ppm~) reaction,
Figure 5 shows the radial position of the vertex distribu-showing the intermediate process resulting in the creation of the

tion for the H(y,pp7~) events. The distribution matches A(1232) resonance and its subsequent decay. The definition of the

that predicted by the SALAD Monte Carlo simulation. A cut kinematic variables used to calculate the cross section is also shown

was imposed on this distribution to eliminate the backgroundn the plot.

as shown in the figure. No cuts were imposed on the distri-

bution of the minimum distance between outgoing tracks

(mindis). As may be seen from Fig. 6, good agreement with

the simulation is obtained, and no background is evident. For three-body final states, six variabl@acluding the

incident energyare needed to uniquely identify the kinemat-

ics of the event. However, for an unpolarized beam and tar-

get, one of these variables is a trivial overall azimuthal rota-
When aA is produced in the intermediate state, the thredion which need not be considered, and so the cross section

particles involved(photon, proton, and\) lie in a single may be described by a set of five variables. In this experi-

plane as required by momentum conservation. Similarly, thénent, the dynamics of th& are of particular interest, and so

particles involved in the\ decay process lie in one plane. the variables chosen are those that best describe the reaction

This results in two planes with the track defining the direc-in terms of the intermediaté-N state. The photon energy

tion of the A being common to both, as shown in Fig. 7. E,, thep-m invariant mas®), , the A scattering angl@, ,

With no dynamical physical processes present, the tw@nd the pion scattering anglés and ¢, were usedsee Fig.

planes have a random orientation with respect to each othef). The A scattering angle is boosted to thye’H center-of-

with the direction of theA defining the axis of rotation. In a mass frame and labelegi™. The pion’s scattering angles

coordinate system where the direction of thelefines the ~ were boosted to thA rest frame and labeled, and ¢ . In

axis, the angle between the two planes is the azimuthal angterms of these five variables, the fivefold differential cross

of the pion, ¢, . section may be written as

IV. RESULTS AND DISCUSSION

Y(E, Qx,co89;™,cod; , b7)
dc AE,AQ Acof{MAcogEA ¢

E, Q4 ,cod™, cops , p%)= . (2
dEdeAdcosﬁimdcosﬁ;d(b;( 7 Qa . ¢ N(E,) XN X&(E,,Qy,cof;™, cod’ , %)
|
Defining a set of variableg; as flux, N, is the number of target nuclei per unit area, and
e({q;}) is the efficiency of the detector.
(g} ={E,,Q, ,co85™ cog* ,p*1 &) The geometrical acceptance of SALAD is dependent on
iy Yy ’ A v a1 P

the position of the target nuclei along thexis, being maxi-
mum at the center and dropping down towards either end. On
the numerator on the right-hand side of E2). may be writ-  the other hand, the geometrical acceptance is different for
ten asY({q;})/11;Aq; . This factor is the experimental yield different events originating from the same position along the
in a given bin divided by the bin widtitN,(E,) is the photon  z axis due to the coincidence requirement, and depends on



57 FINAL STATE INTERACTIONS IN 2H(y,pp7~) NEAR ... 2123

the direction and energies of the outgoing particles. The in- ¢  SALAD DATA — — QF + RESC
trinsic efficiency of the detector is also strongly dependent - oo oOF QF + RESC + 4-N
on the kinematics of the event, as the energy deposited ir~ 0.300 (a)
each layer of the detector is strongly dependent on both thes” 5 02257
particle’s energy and emission angle. Whether an event will g = 0.1501
cause a three-calorimeter trigger requires knowledge of theZ §0.075—
kinematics of all three outgoing particles so that the energyg 0.000; 50 180 590 80
loss in the walls of SALAD may be calculated for each track & *(degrees)
separately to determine whether each particle will have 60 i
enough energy to cause a trigger. One has, therefore, to de~ (b)
termine whether the event generated will be detected fors’ = 7]
each event separately. An efficiency may be defined as g = 30
T3 15
e(E, Qs ,COS™ cOH , 47) AUy Lo
Neel E, Qs ,COHL™, coy, , db7) @ —~ 60 =
= C
Ngerd E;,Qa ,cO™, cod% , %) i“ El 451
g &30
whereNge{{q;}) is the number of Monte Carlo—generated % § 15
events, andNge({0;}) is the number of detectetand ac- = L R 00 05 10
cepted events. cos(0,%™)
In addition to the geometric acceptance and intrinsic effi- L.00
ciency of the detector, the facte({q;}) takes into account — 05 (d)
all the cuts applied in the analysis, including cuts aimed atg“g 0501
eliminating the background. The efficiency factor thus ac-75 &
counts for any good events lost due to the cuts. The Monte® = 9-29]
Carlo simulation, however, does not account for background 0.005 1100 1150 1200 1250
events that may have survived the cuts. This contaminatior Q,(MeV)
is estimated to be less than 2%, as verified by the gooc 0.8 - -
agreement between the data and the Monte Carlo simulatior _ 4]
for the various distributions. In particular, the mindis distri- g“g 0.4
) ) . . 4
bution of Fig. 6 has no cuts imposed on it, but no events arey
seen with a mindis value greater than 45 mm. Similarly, the™ = 0%/
pid spectrum of Fig. 3 shows no evidence of an electron 0975 235 260 285 310
contamination. E (MeV)

Calculation of the efficiency factor was quite cumber- g5 g Single differential cross sections f8H(y,pp=") in
Some. The number of generated and dete_ct_ed events WaS &fms of ther (a) azimuthal anglep* and(b) scattering angle@? ,
quired to be large enough so that the statistical uncertainti§$y calculated in the\ rest frame where the direction of the
in the determination of the efficiency factor does not imposgjefines thez axis, (c) the A scattering angley’, calculated in the
a limit on the accuracy of the cross section. In this experi-y.2 center-of-mass framég) the p-=~ invariant mas€Q, , and
ment, a threefold coincidence was required. The highly sete) the beam energf,, . The curves represent the theoretical cal-
lective nature of the anaIySiS resulted in a very low effiCiencycu|ation3 of Blomqvist and Laget, and are corrected for the effi-
(detected events/generated evgntdere 45<10° Monte  ciency of SALAD. The short-dashed curve includes only quasifree
Carlo events had to be generated and analyzed, and the effieynman diagrams, and the long-dashed curve includes rescattering
ciency was determined in terms of the five variables, binnediiagrams, whereas the solid curve included diagrams as well.
the same as the data. A systematic uncertainty of 9% is not included in the error bars.

The fivefold differential cross section calculated in E).
was binned in 10 bins for each variable resulting iR bs.
To calculate a single differential cross section, a summatio
is required over the other four variables. For example, t
calculate the cross section as a function of the varigplee
have

measurements, but do not include systematic uncertainties
rom the other sources mentioned above. If added in gquadra-
0ture, these sources result in an overall additional systematic
uncertainty of 9%. The shapes of these distributions are a
convolution of both the actual physical procesdmsth phase
do d5o space and dynamigsas well as the geometrical acceptance
d—(QK)IE ——{ah]] Agil. (5  of SALAD and the cuts imposed in the analysis. For ex-
Qi i7k | 1;dq; i£k . L . 0
ample, if the cross section is plotted in terms of the pion’s

The resulting cross sections in terms of the five variable§cattering angle in the laboratory frame, a certain range of
{q;} are shown in Fig. 8. The error bars are a combination oforward and backward angles would be identically zero due
the statistical uncertainties in the data as well as the systento the acceptance of SALAD. This would result in a non-

atic and statistical uncertainties in the tagging efficiencytrivial effect on the shapes of the cross section when plotted
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TABLE . Total cross section fofH(y,pp ™) calculated atthe ciency calculation yields a zero value in the corresponding
center of the photon beam energy ran@20 MeV<E,<280  pin. As may be seen from the figures, the theoretical calcu-
MeV). Also listed are the results of Blomqvist and Laget’s calcula-|ations describe the data reasonably well except forqil;e
tions including different FSI's. A systematic uncertainty of 9% is yigyrip tion. In addition the overall normalizations are in
not included in the error quoted in the table. good agreement, particularly with the calculation that in-

Description o (ub) cludes both rescattering effects and theN interaction, as
This work 141.9-1.5 may be seen from Table I.

Quasifree 127.0 We conclude from these comparisons that the overall ef-
Quasifree- rescattering 102.1 fect of the FSI's on thg single diﬁerentialicrolss sectiorj is
Quasifreet rescattering A-N interaction 141.0 about 10%—-15%. This is a small effect, which is not particu-

larly surprising, since we are looking at a single differential
cross sectiofiintegrated over the other four variable®/hen

in terms of other variables, as the measured variables atigtegrating over many variables, any interesting effects that

effectively integrated over. This makes it hard to draw anyMaY b€ present in particular regions of phase space as a
significant conclusions directly from the figures. A compari- result of a strong contribution from a particular diagram will

son to an actual model is required, in which the abovele washed out in the integration process. The best method to
mentioned effects are taken into account. single out a particular diagram is to focus on a specific re-

The particular shape of the* distribution[Fig. 8(a)] is a gipn pf phase space where that diagram makes a strong con-
good example of how the cuts imposed in the analysis ma§r|but|on. To do this, we have extracted the two-dimensional
affect the shapes of these distributions. A strong dip is noCross section with respect to tie mass and each of the
ticed at¢* =0°/360° and 180°. These values ¢t corre- ~ Other four variables and compared that to Blomqvist and
spond to one of the decay products going out at the sameaget's calculation. In each case our statistical uncertainties
azimuthal angle(in the laboratory frameas the spectator are bigger than the variations between the different ingredi-
nucleon, thus hitting the same scintillator bar. Such eventents of the theoretical calculation. The comparison of the
are excluded from the analysis as energies deposited in ttsingle differential cross section confirms, however, that there
AE and E scintillators are not independently available for are no strong effects of FSI's that contribute in a wide range
each particle. Figures(8) and &c) show the single differen- of phase space to the extent that they prevail when a single
tial cross section in terms of the variables ab9( and  differential cross section is calculated.
cos(f,), respectively. The regions where the cross section
goes to zero are inaccessible due to the acceptance of
SALAD. Although the inaccessible regions in the scattering V. CONCLUSIONS
angle distribution are expected to be the same at forward and
backward angles due to the symmetry of the detector, the This is the first measurement of th&H—ppm~ cross
particular choice of coordinate system and reference frameection covering a wide range of phase space which success-
results in shifting this symmetry. fully constrains the FSI's including the short-rangeN in-

The cross section as a function of ther invariant mass teraction. Blomqvist and Laget's theory is quite successful in
and the photon energy are shown in Figéd)8and 8e),  describing the shapes of the distributions, as well as the over-
respectively. ThekE, distribution has the expected shape, all magnitude of the cross section. The different FSI's have
showing a rise as a result of the production of theeso-  an overall effect of 10%—15% on the single differential cross
nance. TheQ, distribution has the expected shape as well.section, with the calculation that includes theN interac-

The production of thé\ resonance results in the initial steep tion having the best agreement compared to the data.

rise of the cross section. Because of the maximum photon Explicit comparisons to other experiments are hard to
energy, however, the amount of phase space accessible to theake in this case. Most pre-existing data sets were obtained
A decreases as higher photon energies are not possible, awith small acceptance detectors and are thus confined to a
the distribution decreases monotonically until it hits zero atvery limited range of phase space. Our data, on the other
the point where the highest photon energy has been reacheathnd, are spread over ardacceptance with limited statistics,
Table | lists the total cross section obtained by integratingand the shape of our cross section in terms of the different
thedo/dE, distribution over the measured range of photonvariables is highly dependent on the geometrical acceptance
energy. of SALAD and the cuts imposed in the analysis. It should be

The only theoretical calculation available to us is that ofnoted, however, that the good agreement with Blomqvist and
Blomqvist and Laget. The curves in Fig. 8 show the resultd aget’'s theory implies a good agreement with other experi-
of this calculation including different FSI's. The short- ments as well, as Blomqvist and Laget's theory has been
dashed curve includes the quasifree diagram only, and theompared to the various experimental data availgh/8).
long-dashed curve includes rescattering effgtisth N-N We were unable, however, to single out the effects of the
and 7-N rescattering whereas the solid curve includes the different diagrams. This is a result of the limited statistics
short-rangeA-N interaction as well. The theoretical calcula- achieved in this experiment. In order to do such a detailed
tion was binned in the same 3@ins as the data and then comparison, one needs to focus on the particular range of
integrated in the same manner. The acceptance of SALAPhase space in which a certain diagr@fsl) has a strong
was applied to the theoretical calculation by setting the theeontribution. This requires looking at a multidifferential
oretical calculation to zero in any bin for which the effi- cross section, which in turn requires high statistics.
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