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Final state interactions in 2H„g,ppp2
… near the D„1232… resonance
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The 2H(g,ppp2) reaction cross section has been measured in the energy range 220 MeV<Eg<280 MeV
at the Saskatchewan Accelerator Laboratory using the Saskatchewan-Alberta Large Acceptance Detector. This
is the first reported measurement of theg2H→ppp2 cross section covering a wide range of phase space in an
attempt to study final state interactions. The cross section for this reaction is compared to the calculation of
Blomqvist and Laget with various contributions from final state interactions. Blomqvist and Laget’s theory is
successful in describing the shapes of the distributions, as well as the overall magnitude of the cross section.
The different final state interactions have an overall effect of 10%–15% on the single differential cross section,
with the calculation that includes theD-N interaction having the best agreement with the data.
@S0556-2813~98!00304-5#

PACS number~s!: 21.45.1v, 13.75.Cs, 25.20.Dc, 25.20.Lj
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I. INTRODUCTION

Previousg2H→ppp2 experiments focused on kinemat
conditions where the spectator model, which is independ
of the nuclear medium, is expected to be valid@1#. In con-
trast, our experiment has emphasized measuring this rea
away from these quasifree kinematic conditions in order
examine the details of how the nuclear medium actua
modifies this basic interaction. These final state interacti
~FSI’s! have been examined in many reaction proces
however, theg2H→ppp2 reaction offers a unique system

Of the different FSI’s that may occur in this reaction, t
D-N interaction is the least well understood. The experim
tal difficulty in studying this interaction arises from the fa
that theD is an unstable particle with a very short lifetim
~width, G5115 MeV; mean life,t56310224 s!. The short
lifetime introduces complications in the theoretical descr
tion as well. A complete calculation would require a soluti
to the coupled channel problem forNN→ND. This is a chal-
lenging job, and only approximate solutions have been
tempted. The amount of data constraining the calculation
limited and confined to specific reactions@2–4#. There is a
definite need for both complete theoretical calculations of
D-N interaction as well as experimental data from vario
reaction mechanisms to allow for definite conclusions a
consistency checks.

To investigate FSI’s ing2H→ppp2, theoretical calcula-
tions were carried out by Blomqvist and Laget by expand
the transition amplitude in terms of a few relevant proces
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@5–7#. The calculations include different ingredients of FS
(p-N rescattering,N-N rescattering, and theD-N interac-
tion! and the final state kinematics may be chosen to fo
on the FSI of interest. This method has been quite succes
in reproducing a large body of experimental data. The d
used in these comparisons, however, were restricted to s
regions of phase space, as only small acceptance dete
were used@2,3#. In this paper, we expand such compariso
to cover nearly 4p acceptance.

The experiment described here was performed at
Saskatchewan Accelerator Laboratory~SAL!. Outgoing
charged particles were detected using the Saskatche
Alberta Large Acceptance Detector~SALAD!. The high duty
factor SAL machine and SALAD are described briefly b
low; a detailed description may be found elsewhere@8–10#.
This is the first successful measurement of theg2H
→ppp2 cross section with 4p acceptance. A similar mea
surement was attempted at Mainz a few years ago and fa
to obtain results consistent with Blomqvist and Laget’s c
culations@11#. SALAD has been a useful device in the in
vestigation of other reactions as well. Since it has been
tioned at SAL, several experiments have been performed
2H, 3He, 4He, and 12C targets. Most of the data ob
tained have been analyzed and published@12–18#.

II. EXPERIMENTAL SETUP

This experiment was performed at the Saskatchewan
celerator Laboratory using the Saskatchewan-Alberta La
Acceptance Detector. SAL provides a high duty factor el
tron beam, produced by a linear accelerator and a p
stretcher ring, which may be used in conjunction with a 6
channel photon tagging system@19#. The linac was tuned to
obtain the maximum electron energy possible at the tim
resulting in 290 MeV and 284 MeV, for two different sets
measurements, with an average duty factor of 44%. T
beam was then passed through a 115-mm-thick aluminum
radiator, resulting in a photon beam with a flux of 3.5 MH
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57 2119FINAL STATE INTERACTIONS IN 2H(g,ppp2) NEAR . . .
in the range 220 MeV<Eg<280 MeV. While SAL is ca-
pable of providing a higher flux, the rate was kept lo
enough to ensure a clean tracking of particles in the w
chambers.

The system was adjusted to allow the tagging of phot
in the maximum energy range possible. This results in
tagging of photons in the energy range 187–229 MeV, w
the upper limit dictated by the magnet geometry. In this
periment, only events that result in three signals in
SALAD calorimeter were analyzed. In most cases, su
events result from photons above that of the tagged ra
Since the kinematics of these events are overdetermined
photon energy was determined from the kinematics. The
ger was useful, however, in the photon flux determination
the photon flux in the tagged region was extrapolated usin
bremsstrahlung distribution to determine the flux in the u
tagged region. Figure 1 shows this extrapolation at the lo
electron energy.

The photon beam was collimated using two 12.6-cm-lo
lead collimators of 1.5 and 2.0 cm diameter. The positions
these two collimators~perpendicular to the beam line! were
adjusted under computer control, and several tests were
formed to fine-tune their positions by monitoring the i
crease of the background rate in SALAD as the collimato
positions were varied. A lead wall, 9 cm thick, was plac
between the second collimator and SALAD to provi
shielding from backgrounds associated with the beam du
A third collimator was fitted in the lead wall, with a radius o
3.0 cm which was large enough so that the primary co
mated beam was not affected. To further reduce the ba
ground, a 26-cm-long, 2.32-cm-thick removable lead shie
ing of 12.1 cm diameter was mounted at the upstream en
SALAD as shown in Fig. 2.

Tagging efficiency measurements were carried out usin
lead-glass detector~located behind the downstream end
SALAD! with a cross sectional area bigger than that of
collimated beam. These measurements were carried out
much lower photon flux than production runs to avoid pile
in the lead-glass detector. Tests were performed which s
that, in the range of interest, the tagging efficiency is fl
independent. After tagging efficiency measurements w
performed, the lead-glass detector was remotely moved a

FIG. 1. Bremsstrahlung photon energy distribution~solid curve!
fitted to the photon beam flux computed from the tagger coun
rates~circles!.
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from the beam line. The tagging efficiency~summed over the
62 channels! averaged to 49% at the lower electron ener
and 56% at the higher electron energy. The total numbe
photons in the range 220 MeV<Eg<280 MeV was deter-
mined to be 3.631011 to within 4%.

The target in this experiment consisted of a pressuri
cylinder with an overall length of 237 cm and an inner rad
of 5.05 cm. The main portion of the target is made up o
208.3-cm-long Mylar-lined carbon fiber tubing. The cylind
was filled with deuterium gas at room temperature with
initial absolute pressure of 70.8 kPa. Small amounts of le
age caused the pressure to drop off to 65.0 kPa atmosph
at the end of the 1-week-long production run. Both press
and temperature were monitored throughout the experim
and a weighted average was calculated for the uncertain
the target density, resulting in a systematic uncertainty
4%. The target was mounted in the center of SALAD, w
its axis parallel to that of SALAD.

The detector system~SALAD! consists of two inner wire
chambers and two outer wire chambers operating in the s
quenching streamer mode for particle tracking, surroun
by a set of 24DE-E plastic scintillators for energy measure
ment and particle identification~Fig. 2!. The inner chambers
contain 36 wires each, whereas the outer chambers con
72 wires each. The finite spacing between the wires lim
the f resolution to aboutsf52.6°. Thez-position resolu-
tion of the wires results in a resolution inu that isu depen-
dent, varying from ;0.2° at the smallest~and largest!
u-angle acceptance~of 15° and 165°) to;5° at normal
incidence. The walls of the wire chambers are made up
low density polyurethane foam to reduce the energy loss
passing particles and allow them to be detected in the c
rimeter, while avoiding dead zones that would result fro
the use of supporting rods. TheDE scintillators have a
length of 180.3 cm and a thickness of 0.32 cm, while theE
scintillators have a length of 182.9 cm and a thickness
12.75 cm. The energy resolution of the scintillators was
termined from overdetermined kinematics obtained fro
3He(g,pd), 2H(g,p)n, andp-p elastic scattering experi
ments@12,10#. Cosmic ray data obtained in conjunction wi
these data sets determined the average stopping powe
cosmic rays tracked through SALAD.

III. DATA ANALYSIS

Only overdetermined events were analyzed to reduce
background and allow an accurate determination of the k

g

FIG. 2. Side view of the Saskatchewan-Alberta Large Acc
tance Detector~SALAD!.
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2120 57M. A. QURAAN et al.
matics. At least two calorimeter signals exceeding a
threshold were therefore required to occur in coincide
with the tagger for a valid trigger. As most events with thr
calorimeter signals will result from photons with energi
above that of the tagger range, the requirement for the p
ence of a tagger signal was dropped in this case.

The combined effect of low particle energies and re
tively high detector thresholds results in drastically reduc
the number of detected2H(g,ppp2) events. The highes
photon energy was;290 MeV. Since a pion is formed
139.6 MeV are lost, and the remaining;150 MeV are dis-
tributed as kinetic energy among the three outgoing partic
In this energy region, the quasifree process is dominant
one of the protons is a spectator which does not share
energy. This proton will likely lose its energy before it ge
to the DE scintillators; thus the two-trackg2H→ppp2

events will typically result from quasifree processes. Th
events are mixed with a large background due tog→e1e2

events which produce two coincident hits in the SALA
calorimeter. Analysis of the two-calorimeter trigger even
shows that these events are mostly background; there
only three-calorimeter trigger events were selected
2H(g,ppp2) candidate events. While this greatly reduc
the size of the data set, and thus reduces the effective
ciency of the event selection, the events discrimina
against tend to be those generated by the quasifree pro
The selected data set has increased sensitivity to the m
interesting FSI’s.

An additional concern arises from the strong absorption
pions in the SALAD calorimeter. The strong interaction
the absorbed pions with the nucleus occurs on a time s
that is much shorter than that of the signal processing e
tronics (10225 s for pion absorption compared with 1028 s
for the signal gating time in the electronics!. If a pion stops
in theE scintillator and is absorbed, the processed signal
sum of the pion’s kinetic energy and the energy deposited
the particles released in the process@20#. The energy depos
ited in the E scintillator may thus be larger than the pio
kinetic energy, and therefore was not used in the analy
Furthermore, the pion energy shift results in a fair amoun
mixing between pions and protons on a stopping power
togram ~Fig. 3!. It was determined that about 20% of th
pions will have a particle ID value~pid, obtained by linear-
izing the stopping power plot@14#! that corresponds to a
proton as a result of this process. Many of the2H(g,ppp2)
events will be interpreted as three-proton events. In suc
case, stopping power information was disregarded. Since
kinematics of these events are overdetermined, permuta
were made over the possible particle types (p, p), and the
permutation best satisfying the kinematics was chosen as
correct one. This resulted in lowering the systematic unc
tainty due to particle misidentification to 1%. Figure 3 sho
a stopping power histogram for the2H(g,ppp2) events, as
well as a linearized stopping power~pid! histogram.

A kinematic fitting program was used to analyze the da
A x2 distribution was defined by

x25
1

N(
i

S v i
m2v i

f

s i
D 2

, ~1!
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determined from the fit,s i is the detector’s resolution fo
that variable, andN is the number of variables in the fit
Results from the kinematic fit were compared to analy
solutions. A fit has two advantages over an analytic soluti
First, a x2 distribution may be used to characterize a
eliminate the background, and second, a fit allows a m
accurate determination of the unknown kinematic variab
as well as the measured quantities. In this analysis, only
types of events were accepted as2H(g,ppp2) candidate
events: those for which measurements ofu, f, and DE
~energy deposited in theDE scintillator! have been made fo
all three tracks and where anE signal ~energy deposited in
theE scintillators! exists for one or both of the proton track
~the pion energy was not used as it may be obscured du
the absorption process!. These quantities were used as inpu
to the kinematic fit together with their respective weigh
calculated from the angular and energy resolutions discus
above. The constraints of the fit were minimized by varyi
the measured variables within their respective weights. O
the measured variables were constrained, the unknown k
matic variables~the energy deposited by the pion in theE
scintillators, the photon energy, and the energy deposited
a proton in theE scintillators if not measured! were calcu-
lated. A kinematicx2 value was calculated for each even
Figure 4 shows thex2 distribution for the 2H(g,ppp2)
events. A cut was imposed on this distribution as shown
the figure to eliminate the background. The solid histogr
is a Monte Carlo simulation of SALAD~to be described
below!. A slight disagreement may be seen as a result of
uncertainty in the detector resolution.

The Monte Carlo simulation generates events accord
to a three-body phase space distribution, taking into acco
the spatial distribution of the photon beam. For untagg
events, the Monte Carlo simulation uses a bremsstrahl
distribution calculated at the proper electron energy. E
particle was tracked through the various layers of the de

FIG. 3. Stopping power versus energy for2H(g,ppp2) events.
The figure in the top right corner is a linearized stopping pow
~pid! histogram.
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57 2121FINAL STATE INTERACTIONS IN 2H(g,ppp2) NEAR . . .
tor, and the energy deposited in each layer was calcula
As each particle was tracked in the wire chambers, the w
chamber cells intersected by the track were determined
well as thez position of the hit on the wire. Thisz position
was smeared out to take into account the wire chamber r
lutions, as measured using an55Fe collimated source. The
analog-to-digital converter~ADC! values at each end of th
wire were then calculated. The wires’ efficiencies were a
calculated for each of the 216 wires and incorporated into
Monte Carlo simulation. Events from12C(g,pp) were used
for this purpose, where the efficiency of a wire cell w
determined by the frequency of the occurrence of a signa
that wire cell when cells in each of the other three chamb
register a hit. The overall systematic uncertainty due to
wire chamber calibrations and efficiencies was less than

Once the ADC values of the wires were determined,
particle tracking proceeded to the calorimeter and the ene
deposited in theDE andE scintillators was determined. Th
light output was then calculated by reversing the light c
rection process@21#. This requires knowledge of the atten
ation lengths, which were calculated separately for eachDE
andE scintillator from overdetermined kinematics for even
of other reactions. The resulting light outputs were smea
out to account for theDE and E energy resolutions men
tioned above, and the ADC values were calculated for
upstream and downstream ends of each scintillator. S
this calculation is sensitive to small uncertainties in the m
terial thickness and density in the walls of SALAD, a sy
tematic uncertainty of 5% was assigned to the particle e
gies.

Other corrections were included in the Monte Carlo sim
lation, including proton reaction losses and pion absorpt
The GEANT Monte Carlo simulation packageGHEISHA was
used to simulate the process of reaction losses. This pro
has a small contribution in our energy range. The numbe
protons that deposit a different amount of energy than
pected due to nuclear interactions was less than 0.5%.
pion absorption process, on the other hand, is difficult
simulate exactly. To account for this process an approxim
solution was chosen. The shift in the observed pion ene
was determined from the data, by taking the difference
tween the actual energy deposited in theE scintillator and

FIG. 4. Kinematicx2 distribution for 2H(g,ppp2) events. A
cut is imposed on this distribution atx253. The solid histogram is
a Monte Carlo simulation.
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that determined from the kinematic fit. This distribution w
used as an input to the Monte Carlo simulation, and p
energies were shifted according to this probability distrib
tion.

A full account of the pion decay process was also
cluded in the Monte Carlo simulation. The lifetime of th
pion was taken from the pion decay probability distributi
and the decay length was determined. For decays occur
inside the target or the wire chambers, the muon’s emiss
angle and energy were selected consistent with the kinem
ics of the decay process, and the muon was tracked instea
the pion. The wire chamber hits were then modified to
count for the muon track and the resulting hits were used
attempt to reconstruct a track, assuming it was due t
single particle. Since this was not the case, a track is unlik
to be successfully reconstructed, the event falls in the tw
track category, and was thus discarded. If a track was s
cessfully reconstructed, theu andf angles were likely to be
off the values expected from the2H(g,ppp2) kinematics,
resulting in a large value forx2 which would fail thex2 cut.

By simulating Monte Carlo events with and without pio
decay, it was determined that 6% of the events are lost du
this process. It is worth noting at this point that since t
pion’s energy was not used, muons that decay outside
wire chambers need not be tracked.

The simulated events were then tested to determ
whether they satisfy the experimental trigger. Thresho
were determined for eachDE and E scintillator separately
from the raw ADC spectra and used as input to the Mo
Carlo. Monte Carlo events that do not satisfy the threshold
do not fall within the detector’s acceptance had their AD
values set to zero. Events that satisfy this threshold w
written to disk. The Monte Carlo events were then read
the same analysis code used to analyze the actual experi
tal data, using the same calibration parameters~energy loss
tables, light correction tables, etc.!. This ensures that any
deviation of the data from the Monte Carlo simulation is d
to dynamical physical effects. In addition, the Monte Ca
simulation allows for a large number of variables to be co
pared to the data at any step of the analysis, starting with
ADC values, and ending with kinematic quantities. This
lows us to demonstrate our understanding of the detec
and provides additional confidence in the calculation of

FIG. 5. Radial position of the vertex for2H(g,ppp2) events.
The solid histogram is a Monte Carlo simulation.
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2122 57M. A. QURAAN et al.
efficiency of the SALAD detector.
Figure 5 shows the radial position of the vertex distrib

tion for the 2H(g,ppp2) events. The distribution matche
that predicted by the SALAD Monte Carlo simulation. A c
was imposed on this distribution to eliminate the backgrou
as shown in the figure. No cuts were imposed on the dis
bution of the minimum distance between outgoing trac
~mindis!. As may be seen from Fig. 6, good agreement w
the simulation is obtained, and no background is evident

IV. RESULTS AND DISCUSSION

When aD is produced in the intermediate state, the th
particles involved~photon, proton, andD) lie in a single
plane as required by momentum conservation. Similarly,
particles involved in theD decay process lie in one plan
This results in two planes with the track defining the dire
tion of the D being common to both, as shown in Fig.
With no dynamical physical processes present, the
planes have a random orientation with respect to each o
with the direction of theD defining the axis of rotation. In a
coordinate system where the direction of theD defines thez
axis, the angle between the two planes is the azimuthal a
of the pion,fp .

FIG. 6. Average minimum distance between outgoing tracks
2H(g,ppp2) events. The solid histogram is a Monte Carlo sim
lation.
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For three-body final states, six variables~including the
incident energy! are needed to uniquely identify the kinema
ics of the event. However, for an unpolarized beam and
get, one of these variables is a trivial overall azimuthal ro
tion which need not be considered, and so the cross sec
may be described by a set of five variables. In this exp
ment, the dynamics of theD are of particular interest, and s
the variables chosen are those that best describe the rea
in terms of the intermediateD-N state. The photon energ
Eg , thep-p invariant massQD , theD scattering angleuD ,
and the pion scattering anglesup andfp were used~see Fig.
7!. TheD scattering angle is boosted to theg-2H center-of-
mass frame and labeleduD

c.m.. The pion’s scattering angle
were boosted to theD rest frame and labeledup* andfp* . In
terms of these five variables, the fivefold differential cro
section may be written as

r

FIG. 7. A schematic diagram of the2H(g,ppp2) reaction,
showing the intermediate process resulting in the creation of
D(1232) resonance and its subsequent decay. The definition o
kinematic variables used to calculate the cross section is also sh
in the plot.
d5s

dEgdQDdcosuD
c.m.dcosup* dfp*

~Eg ,QD ,cosuD
c.m.,cosup* ,fp* !5

S Y~Eg ,QD ,cosuD
c.m.,cosup* ,fp* !

DEgDQDDcosuD
c.m.Dcosup* Dfp*

D
Ng~Eg!3Nt3«~Eg ,QD ,cosuD

c.m.,cosup* ,fp* !
. ~2!
nd

on

On
for

the
on
Defining a set of variablesqi as

$qi%5$Eg ,QD ,cosuD
c.m.,cosup* ,fp* %, ~3!

the numerator on the right-hand side of Eq.~2! may be writ-
ten asY($qi%)/P iDqi . This factor is the experimental yiel
in a given bin divided by the bin width,Ng(Eg) is the photon
flux, Nt is the number of target nuclei per unit area, a
«($qi%) is the efficiency of the detector.

The geometrical acceptance of SALAD is dependent
the position of the target nuclei along thez axis, being maxi-
mum at the center and dropping down towards either end.
the other hand, the geometrical acceptance is different
different events originating from the same position along
z axis due to the coincidence requirement, and depends
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the direction and energies of the outgoing particles. The
trinsic efficiency of the detector is also strongly depend
on the kinematics of the event, as the energy deposite
each layer of the detector is strongly dependent on both
particle’s energy and emission angle. Whether an event
cause a three-calorimeter trigger requires knowledge of
kinematics of all three outgoing particles so that the ene
loss in the walls of SALAD may be calculated for each tra
separately to determine whether each particle will ha
enough energy to cause a trigger. One has, therefore, to
termine whether the event generated will be detected
each event separately. An efficiency may be defined as

«~Eg ,QD ,cosuD
c.m.,cosup* ,fp* !

5
Ndet~Eg ,QD ,cosuD

c.m.,cosup* ,fp* !

Ngen~Eg ,QD ,cosuD
c.m.,cosup* ,fp* !

, ~4!

whereNgen($qi%) is the number of Monte Carlo–generate
events, andNdet($qi%) is the number of detected~and ac-
cepted! events.

In addition to the geometric acceptance and intrinsic e
ciency of the detector, the factor«($qi%) takes into accoun
all the cuts applied in the analysis, including cuts aimed
eliminating the background. The efficiency factor thus a
counts for any good events lost due to the cuts. The Mo
Carlo simulation, however, does not account for backgro
events that may have survived the cuts. This contamina
is estimated to be less than 2%, as verified by the g
agreement between the data and the Monte Carlo simula
for the various distributions. In particular, the mindis dist
bution of Fig. 6 has no cuts imposed on it, but no events
seen with a mindis value greater than 45 mm. Similarly,
pid spectrum of Fig. 3 shows no evidence of an elect
contamination.

Calculation of the efficiency factor was quite cumbe
some. The number of generated and detected events wa
quired to be large enough so that the statistical uncertain
in the determination of the efficiency factor does not impo
a limit on the accuracy of the cross section. In this expe
ment, a threefold coincidence was required. The highly
lective nature of the analysis resulted in a very low efficien
~detected events/generated events!. Here 453106 Monte
Carlo events had to be generated and analyzed, and the
ciency was determined in terms of the five variables, binn
the same as the data.

The fivefold differential cross section calculated in Eq.~2!
was binned in 10 bins for each variable resulting in 105 bins.
To calculate a single differential cross section, a summa
is required over the other four variables. For example,
calculate the cross section as a function of the variableqk we
have

ds

dqk
~qk!5(

iÞk
S d5s

P jdqj
~$qi%!)

iÞk
Dqi D . ~5!

The resulting cross sections in terms of the five variab
$qi% are shown in Fig. 8. The error bars are a combination
the statistical uncertainties in the data as well as the sys
atic and statistical uncertainties in the tagging efficien
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measurements, but do not include systematic uncertain
from the other sources mentioned above. If added in qua
ture, these sources result in an overall additional system
uncertainty of 9%. The shapes of these distributions ar
convolution of both the actual physical processes~both phase
space and dynamics!, as well as the geometrical acceptan
of SALAD and the cuts imposed in the analysis. For e
ample, if the cross section is plotted in terms of the pio
scattering angle in the laboratory frame, a certain range
forward and backward angles would be identically zero d
to the acceptance of SALAD. This would result in a no
trivial effect on the shapes of the cross section when plo

FIG. 8. Single differential cross sections for2H(g,ppp2) in
terms of thep ~a! azimuthal anglefp* and~b! scattering angleup* ,
both calculated in theD rest frame where the direction of theD
defines thez axis, ~c! the D scattering angleuD* calculated in the
g-2H center-of-mass frame,~d! the p-p2 invariant massQD , and
~e! the beam energyEg . The curves represent the theoretical c
culations of Blomqvist and Laget, and are corrected for the e
ciency of SALAD. The short-dashed curve includes only quasif
Feynman diagrams, and the long-dashed curve includes rescatt
diagrams, whereas the solid curve includesD-N diagrams as well.
A systematic uncertainty of 9% is not included in the error bars
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in terms of other variables, as the measured variables
effectively integrated over. This makes it hard to draw a
significant conclusions directly from the figures. A compa
son to an actual model is required, in which the abo
mentioned effects are taken into account.

The particular shape of thefp* distribution@Fig. 8~a!# is a
good example of how the cuts imposed in the analysis m
affect the shapes of these distributions. A strong dip is
ticed atfp* 50°/360° and 180°. These values offp* corre-
spond to one of the decay products going out at the s
azimuthal angle~in the laboratory frame! as the spectato
nucleon, thus hitting the same scintillator bar. Such eve
are excluded from the analysis as energies deposited in
DE and E scintillators are not independently available f
each particle. Figures 8~b! and 8~c! show the single differen-
tial cross section in terms of the variables cos(up) and
cos(uD), respectively. The regions where the cross sec
goes to zero are inaccessible due to the acceptanc
SALAD. Although the inaccessible regions in the scatter
angle distribution are expected to be the same at forward
backward angles due to the symmetry of the detector,
particular choice of coordinate system and reference fra
results in shifting this symmetry.

The cross section as a function of thep-p invariant mass
and the photon energy are shown in Figs. 8~d! and 8~e!,
respectively. TheEg distribution has the expected shap
showing a rise as a result of the production of theD reso-
nance. TheQD distribution has the expected shape as w
The production of theD resonance results in the initial stee
rise of the cross section. Because of the maximum pho
energy, however, the amount of phase space accessible t
D decreases as higher photon energies are not possible
the distribution decreases monotonically until it hits zero
the point where the highest photon energy has been reac
Table I lists the total cross section obtained by integrat
the ds/dEg distribution over the measured range of phot
energy.

The only theoretical calculation available to us is that
Blomqvist and Laget. The curves in Fig. 8 show the resu
of this calculation including different FSI’s. The shor
dashed curve includes the quasifree diagram only, and
long-dashed curve includes rescattering effects~both N-N
andp-N rescattering!, whereas the solid curve includes th
short-rangeD-N interaction as well. The theoretical calcul
tion was binned in the same 105 bins as the data and the
integrated in the same manner. The acceptance of SAL
was applied to the theoretical calculation by setting the t
oretical calculation to zero in any bin for which the ef

TABLE I. Total cross section for2H(g,ppp2) calculated at the
center of the photon beam energy range~220 MeV<Eg<280
MeV!. Also listed are the results of Blomqvist and Laget’s calcu
tions including different FSI’s. A systematic uncertainty of 9%
not included in the error quoted in the table.

Description s(mb)
This work 141.961.5
Quasifree 127.0
Quasifree1 rescattering 102.1
Quasifree1rescattering1D-N interaction 141.0
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ciency calculation yields a zero value in the correspond
bin. As may be seen from the figures, the theoretical ca
lations describe the data reasonably well except for thefp*
distribution. In addition the overall normalizations are
good agreement, particularly with the calculation that
cludes both rescattering effects and theD-N interaction, as
may be seen from Table I.

We conclude from these comparisons that the overall
fect of the FSI’s on the single differential cross section
about 10%–15%. This is a small effect, which is not partic
larly surprising, since we are looking at a single different
cross section~integrated over the other four variables!. When
integrating over many variables, any interesting effects t
may be present in particular regions of phase space a
result of a strong contribution from a particular diagram w
be washed out in the integration process. The best metho
single out a particular diagram is to focus on a specific
gion of phase space where that diagram makes a strong
tribution. To do this, we have extracted the two-dimensio
cross section with respect to theD mass and each of th
other four variables and compared that to Blomqvist a
Laget’s calculation. In each case our statistical uncertain
are bigger than the variations between the different ingre
ents of the theoretical calculation. The comparison of
single differential cross section confirms, however, that th
are no strong effects of FSI’s that contribute in a wide ran
of phase space to the extent that they prevail when a si
differential cross section is calculated.

V. CONCLUSIONS

This is the first measurement of theg2H→ppp2 cross
section covering a wide range of phase space which succ
fully constrains the FSI’s including the short-rangeD-N in-
teraction. Blomqvist and Laget’s theory is quite successfu
describing the shapes of the distributions, as well as the o
all magnitude of the cross section. The different FSI’s ha
an overall effect of 10%–15% on the single differential cro
section, with the calculation that includes theD-N interac-
tion having the best agreement compared to the data.

Explicit comparisons to other experiments are hard
make in this case. Most pre-existing data sets were obta
with small acceptance detectors and are thus confined
very limited range of phase space. Our data, on the o
hand, are spread over a 4p acceptance with limited statistics
and the shape of our cross section in terms of the differ
variables is highly dependent on the geometrical accepta
of SALAD and the cuts imposed in the analysis. It should
noted, however, that the good agreement with Blomqvist
Laget’s theory implies a good agreement with other exp
ments as well, as Blomqvist and Laget’s theory has b
compared to the various experimental data available@2,3#.

We were unable, however, to single out the effects of
different diagrams. This is a result of the limited statisti
achieved in this experiment. In order to do such a deta
comparison, one needs to focus on the particular rang
phase space in which a certain diagram~FSI! has a strong
contribution. This requires looking at a multidifferentia
cross section, which in turn requires high statistics.

-



useful

57 2125FINAL STATE INTERACTIONS IN 2H(g,ppp2) NEAR . . .
ACKNOWLEDGMENTS

The authors would like to thank J. M. Laget for providing the theoretical calculations and F. C. Khanna for many
discussions. This work was supported by the Natural Sciences and Engineering Research Council of Canada.
n-

5.
.

.

@1# P. Benzet al., Nucl. Phys.B65, 158 ~1973!.
@2# P. E. Arganet al., Nucl. Phys.A296, 373 ~1978!.
@3# P. E. Arganet al., Phys. Rev. Lett.41, 86 ~1978!.
@4# Erasmo Ferreira and H. G. Dosch, Phys. Rev. C40, 1750

~1989!.
@5# I. Blomqvist and J. M. Laget, Nucl. Phys.A280, 405 ~1977!.
@6# J. M. Laget, Nucl. Phys.A296, 388 ~1978!.
@7# J. M. Laget, Phys. Rep.69, 1 ~1981!.
@8# L. A. Dallin, in Proceedings of the 1989 IEEE Part. Acc. Co

ference, 1989~unpublished!, p. 1.
@9# E. B. Cairnset al., Nucl. Instrum. Methods Phys. Res. A321,

109 ~1992!.
@10# P. P. Langill, M.Sc. thesis, University of Alberta, 1989.
@11# S. Kerhoas, Ph.D. thesis, Universite´ de Paris Sud, 1993.
@12# N. R. Kolb et al., Phys. Rev. C49, 2586~1994!.
@13# N. R. Kolb et al., Phys. Rev. C54, 2175~1996!.
@14# E. D. Hackettet al., Phys. Rev. C53, R1047~1996!.
@15# E. D. Hackett, Ph.D. thesis, University of Alberta, 1995.
@16# M. A. Quraan, Ph.D. thesis, University of Alberta, 1997.
@17# D. E. Tiller, M.Sc. thesis, University of Saskatchewan, 199
@18# G. V. O’Rielly, Ph.D. thesis, University of Melbourne, 1996
@19# J. M. Vogt et al., Nucl. Instrum. Methods Phys. Res. A324,

198 ~1993!.
@20# G. Mechtersheimeret al., Nucl. Phys.A324, 379 ~1979!.
@21# G. V. O’Rielly, N. R. Kolb, and R. E. Pywell, Nucl. Instrum

Methods Phys. Res. A368, 745 ~1996!.


