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The differentialnp scattering cross section has been measured at 162 MeV in the angularéange
=72°-180°, using the neutron beam facility at The Svedberg Laboratory in Uppsala. Special attention was
paid to the absolute normalization of the data. In the angular range-1B800°, the data are steeper than those
of most previous measurements and predictions from energy-dependent partial-wave analyses or nucleon-
nucleon potentials. At 180°, the difference is of the order of 10—15%, an important change since this cross
section is considered as a primary standard. It has also consequences for fundamental physics. Moreover, a
value of the chargeerNN coupling constanlgiiz 14.52+0.26 (fii:0.0803t 0.0014), is deduced from the
data, using a novel extrapolation method. This is in good agreement with the classical text book value, but
higher than those determined in recent partial-wave analyses of the nucleon-nucleon data base.
[S0556-28188)01703-9

PACS numbd(s): 13.75.Cs, 13.75.Gx, 21.36x

I. INTRODUCTION value of the charged pion coupling constargit
=14.28+0.18 from 7=p scattering data. Krol[2] deter-

The precise value of therNN coupling constant is of mined the neutral pion coupling constant @0:14_52
crucial importance for the quantitative discussion of a large+ g 40, from analysis opp scattering data by means of for-
number of phenomena in hadron and nuclear physics, as Weljard dispersion relations. In the early 1990's the Nijmegen
as for the predictions by low-energy theorems of pion phoyroup[3-5] found substantially smaller values for the cou-
toproduction and leptoproduction, for the Goldberger-pling constants, on the basis of extensive and global energy-
Treiman relation, etc. Its strength governs the properties oflependent partial-wave analys¢¥VA) of nucleon-nucleon
the two-nucleon system to such an extent that only a fewNN) scattering data. They obtained the vallg§75=13.47

percent difference in its value is sufficient to either unbind_, 14 andg2. =13.58+0.05. Similar coupling constants

the deuteron or to produce a bound diproton, in both cases. > .
with major consequences for the world as we know it. with values aroundj, =13.7, have been found by the Vir-

Around 1980, it was believed that tReN N coupling con- ginia Tech grouf6—8] from analysis of bothr™N andNN

stant was well known. Koch and Pietaringh| obtained a data. Recently, Meissner and H_en[egj have est|mated_ the
charge dependence of the coupling constant due- gpmix-

ing and theu-d quark mass difference. They find tl”gftwo is

*Present address: Gammadata AB, Box 15120, S-75015 Uppsal@xpected to be a few % larger thgéz- These results have
Sweden. stimulated an intense debate, and it has forced a critical re-

TPresent address: Tandem Accelerator Laboratory, Uppsala Unappraisal of the entire reasoning on which the previous val-
versity, Box 535, S-75121 Uppsala, Sweden. ues were based. Reviewing this issue, it has become evident

*present address: National Defense Research Establishmetinat the basis for the standard text book value is weaker than
Dept. 41, S-17290 Stockholm, Sweden. previously thought. It has therefore become urgent to deter-
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minegfTI andgio to high precision, convincingly and model The TSL Neutron Beam Facility
independentlyf10].
In the analysis by the Nijmegen gro({ip] the determina- LTI CLEARING
tion of the coupling constant appears to be insensitive to the
backwardnp cross section. In our work at 162 MdX(1], we + ,,,,,,,,,,, —
have explicitly demonstrated the contrary using “pseudo <?
data” generated from models in common use, including the 7 PECTROMETER
Nijmegen potentia[12]. The experimental normalization of PROTON COLLIMATORS

the cross section is, however, crucial to the sensitivity and ~ PEiLECTING
this has been a notorious problem in the past. Most groups
working with energy-dependent PWA'’s have therefore cho-
sen to let the normalization of individual data sets float more
or less freely. Once this is done, the direct sensitivity tothe o + 2 3
np cross section might be lost, and as a consequence, the
coupling constant can depend diffusely on many observ-
ables. With this procedure, the bulk of the large data base FIG. 1. Overview of the Uppsala neutron beam facility. The
has no direct experimental cross section scale outside thesutron production, shielding, and collimation are shown, as well as
low-energy region, since polarization data rely on ratios. Thehe magnetic spectrometer arrangement.
potential dangers are obvious, even when extreme care is
exercised. down to the error of the experimental total cross section, i.e.,
Our conclusion from this discussion is that precision dataabout 1%, by measuring the full angular distribution. This
of the differentialnp cross section in the backward hemi- involves, however, the difficult problem of detecting the
sphere should be one of the best places inNiNesector to  scattered neutron in the forward hemisphere, since the recoll
determine the charged coupling constant. In our recent worRroton has too low energy to be reliably detected. But also a
[11,13, we have shown that it is both ttehapeof the an-  limited extension of the covered angular range would make
gular distribution at the most backward angles, andahe the extrapolation safer, and thus bring down this uncertainty.
solute normalizatiorof the data, that are of crucial impor- Particularly, it is of great value to cover the region around
tance in this context. 90°, where the solid angle element is at its maximum.
Moreover, thenp scattering cross section, in particular at  These arguments have motivated an extension of our pre-
180°, is of utmost importance for many applications of to-vious data to cover a larger angular range, and to improve on
day, including medicine and accelerator-driven transmutathe normalization. Thus, in this paper we present new mea-
tion technologies. The reason is that this cross section isurements of thenp differential scattering cross section at
considered as a primary standard for measurements of oth&62 MeV in the angular range, ,,=72°—180°, performed
neutron-induced cross sections. Large uncertainties for suaksing the neutron beam facility at the The Svedberg Labora-
an important cross section are therefore unacceptable. tory (TSL) in Uppsala. Special attention was paid to the pre-
We have previously measured the relative differertipl  cision of the data, and particularly to the absolute normaliza-
scattering cross section with high precision in the center-oftion.
mass(c.m) angular range 120°180° at energies of 96 A description of the experimental arrangement is given in
MeV [14] and 162 MeV11] by detecting the recoil protons. Sec. Il, while the procedure of the data reduction is treated in
We found significant deviations when comparing our dataSec. Ill. The experimental results are presented in Sec. IV,
with other measurements, as well as with theoretical modeltogether with a detailed discussion of uncertainties and the
for the NN interaction. This is especially true for the angular normalization procedure. The determination of th&N
range 150%180°, where our data are much steeper tharcoupling constant from ounp data is discussed in Sec. V,
most previous data and model predictions. The discrepancgnd finally, a summary and the conclusions are given in Sec.
amounts to as much as 10-15% at 180°. A study ofrthe V1.
scattering data base up to the present fEigshows that the
data seem to fall into two main families with respect to the Il. EXPERIMENTAL ARRANGEMENT
angular shape. The first one is dominated by the Bonner
et al. data[16], which have a flattish angular distribution at ~ The experimental setup has been described in detail in a
backward angles. The second one, which includes our medecent publicatior{21], and only a short summary will be
surements and the ‘ldster et al. [17] data, have a steeper given here, together with a more detailed description of the
angular shape. special arrangements used for this particular measurement.
Since our measurements were relative, and only covered An overview of the TSL neutron beam facility is shown in
about one third of the total angular range, we extrapolatedfig. 1. Neutrons were produced by thi( p,n) 'Be reaction
the data by using the Arndt energy-dependent phase shiétt 0°, which gives a quasimonoenergetic neutron beam,
solution VZ40[7,18). In that way we could normalize the originating from the unresolved transitions to the ground
absolute scale to the totalp cross section, which has been state and first excited stat&(=0.43 MeV) in "Be. In addi-
measured very accurate[y19,20. We estimated that this tion, there is an almost flat low-energy tail in the neutron
procedure introduced a normalization uncertainty of abouspectrum. Lithium discs, enriched to 99.98% ihi, and
4%, in addition to statistical and other uncertainties. Thehaving thicknesses of 427 mg/érand 801 mg/crhfor the
normalization uncertainty could in principle be broughtangular regionsé. ,,=118°-180° and 6. ,,=72°—130°,
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TABLE I. Experimental parameters for the different magnet settings.

Angular Li-target Magnetic Vertical Energy resolu- Angular resolu-
Setting rangdc.m.) thickness field acceptance tion, FWHM tidab), rms
(deg (mglcn?) (M (deg (MeV) (deg
1 73-107 801 0.70 +0.8 5.3-7.0 0.6-1.1
2 89-129 801 0.80 +0.8 4.2-5.3 0.4-0.7
3 119-153 427 0.85 +0.8 3.1-45 0.4-0.5
4 137-167 427 1.20 +0.8 29-34 0.3-0.4
5 151-179 427 1.25 +1.0 3.0-3.2 0.3-0.4

respectively, were bombarded with a proton beam of a fewegion studied. The targets were stacked in the following
hundred nA from the cyclotron. The neutron beam was def{downstream order: two CH, two carbon, and three GH
fined by a system of three collimators, where the first ondayers.
consisted of a 1.1 m long iron cylinder. The vacuum system The momenta of the recoil protons were determined by a
was terminated after this collimator with a 1.0 mm thick spectrometer, consisting of an H-shaped dipole magnet and
aluminium plate. Charged particles produced in this platdour drift chamber§DCH's), two in front of and two behind
and along the first collimator were deflected by a clearinghe magnet. The scattering angles were determined by the
dipole magnet. The second collimator was made of sandtrajectories through the first two DCH's. The spectrometer
wiched iron and paraffin slabs, while the third one containectould be rotated around a pivot point, located just below the
iron only. The total length of these two was about 3 m. center of the target box, to cover different angular regions.
The diameter of the neutron beam at the target posi- The magnet had a pole face area ofa®0 cnt and a pole
tion, locatel 8 m from the neutron production target, was 7 gap of 14 cm, subtending a solid angle of about 14 msr, as
cm, which corresponds to a solid angle of g@r. Typically,  seen from the target. The field was determined by NMR to
the neutron yield was of the order of L&~ over the full an accuracy of-1G. With one position and one magnetic
target area in all runs. The energy of the centroid of the mairfield setting, the spectrometer had a horizontal angular ac-
peak in the neutron spectrum was determined to 162eptance of about 15° in the laboratory system. To minimize
+1MeV. The finite width of this peak was caused by thethe effects of multiple Coulomb scattering along the trajec-
energy spread of the proton beam, which was of the order dbries, helium bags were placed in the pole gap and between
0.3 MeV [full width at half maximum(FWHM)], and the the two DCH'’s in front of the magnet.
straggling in the neutron production target, resulting in a The DCH’'s were of double sense-wire type with two-
total energy spread for the two target thicknesses of 1.3 andimensional readou{22]. The detection area was 192
2.3 MeV (FWHM), respectively. The unaffected neutron X960 mnf, divided into 40 horizontal and 8 vertical drift
beam was dumped in a tunnel about 10 m after the spectroneells, each being 24 mm wide. The chamber windows were
eter. There was essentially no background in the experimemnade of 25um thick mylar foils. The DCH counting gas
tal hall, due to the very good shielding between the protorwas a mixture of 50% argon and 50% ethane, which has the
beam dump and the experimental area. advantage that the drift time is insensitive to small changes
To maximize the count rate, threp target should contain in the mixing ratio or in the voltage. The position resolution
as much material as possible, without impairing the energyf each DCH was 0.3 mrtFWHM) for both the vertical and
resolution. Therefore, a sandwiched multitarget system wathe horizontal coordinates. The detection efficiency for a
used, in which sheets of target material were interspaced bsingle DCH plane was typicall 98%.
multiwire proportional chambe@WPC's). In this way, it For the most backward angles, i.€,,,,=118°-180°, a
was possible to determine in which layer the reaction tookrigger signal for the data acquisition system was generated
place, and corrections for the energy loss in the subsequeby a triple coincidence between two large plastic scintilla-
targets could be applied in the off-line analysis. The multi-tors, being 4 and 10 mm thick, respectively, located behind
target box contained in total nine MWPC'’s, each having arthe last DCH, and a thin 1 mm scintillator, positioned imme-
efficiency of=99%. The cathode planes were made @fi6  diately after the multitarget box. In the angular regién,,
polypropylene foils, coated with a 0.08m thick layer of = =72°—130° a 2 mmthick scintillator was added as the first
aluminum. To optimize the background conditions, alayer of the telescope behind the magnet. A double coinci-
hydrogen-free counting gas, consisting of a mixture of 80%dence between the 1 and 2 mm thick scintillators was used as
argon and 20% Cg& was used. When performing the presentthe trigger in this case, in order not to lose events by absorp-
experiment, the nonhydrogen background originating frontion in the thicker scintillators at these lower proton energies.
the empty target box was found to be less than 0.1%, an@he timing signal from the trigger, determined by the small 1
was therefore neglected. During the measurements, the firatm plastic scintillator, was used as the common stop for the
two MWPC planes provided a veto signal for rejection of thedrift time of the DCH's.
few charged particles that contaminated the neutron beam. Measurements were performed over the proton angular
The target box was filled with five 100 mg/énthick CH,  range 6,,,=0°—54° by using five different settings of the
and two 185 mg/crithick carbon targets. The carbon layers spectrometer position, as is shown in Table I, where some
were included for subtraction of thé*C(n,p) spectrum, relevant experimental parameters are given. These settings
which interferes with thep scattering in part of the angular were chosen to give large angular overlaps. The multitarget



1080 J. RAHM et al. 57

box was always rotated to be parallel with the first DCH, in
order to minimize the target thickness seen by the recoil 1000 — (a)
proton. Depending on the magnet position and the field set- -
ting, the lithium target thickness, and the angular region of € 750 -
interest, the energy resolution in the measured spectra was %
2.9-7.0 MeV (FWHM). The angular resolution due to mul- > 500 =
tiple Coulomb scattering, mainly in the target foils, was es- =
timated to be 0.3°-1.1(rms). The best energy and angular 8 250
resolution was, however, obtained in the most important an-
gular region, i.e.f. = 140°—180° (see Table)l 0_33 _'5 c') é 10
The data acquisition system consisted of a VME-bus con- AE (MeV)
figuration in conjunction with CAMAC and NIM electronic
modules. For each event the time information from the
DCH’s and the MWPC'’s of the multitarget box, together ~ 50
with the linear signals from the scintillators, were stored on g
magnetic tape. Preliminary spectra could also be monitored ~ oL
on line. 3
(e
$ -50

ll. DATA REDUCTION AND CORRECTIONS :
: | | |

_ The data were analyzed off line on an event-by-event ba- 00 —50 0O 50 100
sis. Before an event was accepted, a number of tests were Hor. pos. (mm)
applied. First, events originating from charged particles con-

|
=

taminating the neutron beam, and detected in the first two 91000 G
planes of the multitarget system, or produced in the thin € .
scintillator just behind the target system, were removed. This s 750
could be done reliably because of the high efficiency of the o
MWPC's. £ 500

The energies of the charged particles from the targets ©
were determined by an iterative ray-tracing procedure, using v 250
measured magnetic field maps and the position information E e
from the DCH's. To this end, both the horizontal and vertical o L1 : L
coordinate information of the first two DCH’s were needed, 0 250 500 750 1000

together with the horizontal coordinate from one of the Pulse height (arb. unit)

Chambers after the magnet. If any of _th's '_nformat'on_ was g 2. (a) Difference of proton energies determined using DCH
lacking, the event was rejected. By using either the third 0k o 4 The vertical lines show the gate for accepted evebis.
the fourth DCH, two energy values were obtained. By takingscatter plot of the reaction vertices at target plane 5. A circular gate
the difference between those values, a consistency check @hs applied to reject events that do not originate from the tafget.
the energy could be applied, and events with dubious energgcatter plot of pulse heights from the 4 mm versus the 10 mm thick
determination could be rejected. This is illustrated in Fig.large plastic scintillators. The solid line represents the gate used to
2(a). If the ray-tracing iteration did not converge, or the par-reject most of the deuterons.
ticle trajectory was outside the magnetic field limits, the
event was considered spurious and removed. Such events drem the area of the neutron beam spot, and the small num-
mainly due to deuterons. ber of spurious events outside this area could be rejected, as
The scattering angle was determined by calculating thés shown in Fig. 2o).
particle trajectory through the first two DCH's, using both  Together with information on the particle momentum, the
the horizontal and vertical coordinate information. In this pulse heights from two of the large scintillators were used for
way we also account for scattering out of plane. To avoidparticle identification, enabling separation of protons from
complicated, angle-dependent, vertical acceptance correcther charged particles, mostly deuterons. This is illustrated
tions, software gates aof 0.8° were applied on the vertical in Fig. 2(c), where the pulse heights of the 4 mm and 10 mm
scattering angle, ensuring that all accepted particles coulthick scintillators are plotted versus each other, for events
freely pass the magnet gap. For the highest magnetic fieldyith a momentum corresponding to a proton energy in the
the vertical focusing by the fringe field allowed a slightly range 146-180 MeV. The protons are seen in the bottom
larger acceptance of 1.0° to be used. It should be noted left corner, while the deuterons give slightly larger pulse
that because of the extended target and beam spot size, laights. Also shown is the cut used to reject most of the
least three drift cells of the DCH’s contribute at each angledeuterons(solid line). Finally, all accepted events were
thus smearing any effects of inefficiencies that in principlestored in matrices with angular and energy binning in the
could be present within a drift cell. The reaction coordinatedaboratory system of 1° and 0.25 MeV, respectively.
at the target planes were also determined from the particle Before extracting the hydrogen peak content, the carbon
trajectories through the first DCH’s. Thus, it could be contribution to the CH spectra was subtracted. This is illus-
checked that the charged particle for each event originatettated for a few selected angles in Fig. 3, where an energy
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correct the data for this effect, we used experimental neutron
spectra for the’Li(p,n) reaction determined by Byrd and
Sailor [23]. These authors give 0° data B{,=90.1 and
139.9 MeV, which have a resolution of 1.11 and 1.72 MeV
(FWHM), respectively, i.e., much better than in the present
experiment. In these spectra, a minimum is clearly seen be-
tween the rather flat continuum and the full-energy peale

Fig. 4). To estimate the continuum contribution under the
peak, a straight line was drawn from the minimum to the last
point on the high-energy side of the pe@otted ling. The
dashed line corresponds to the peak after subtraction of the
continuum, and the solid line is the sum of the two contribu-
tions. To simulate the finite resolution of our experiment,
both parts of the Byrd and Sailor spectra were folded with
Gaussian resolution functions, having widths from 1 to 10
MeV (FWHM). From these folded spectra, the continuum
contribution to the peak, as defined above, could be deter-
mined as a function of the peak width. The resulting correc-
tion factors at the two energies are shown as circles in Fig. 5.

Counts/channel (arb. units)

60 80 100
Er (MeV) The solid line is a fit to the two data sets, and it is assumed
that this correction is valid in the range 90-160 MeV. It can
FIG. 3. Proton energy spectra from €kbpen histogramsand  be seen from the figure that the maximum correction to our
carbon(cross-hatched histograintargets, respectively, at various data, i.e., fol'= AE=7MeV (FWHM), is about 5%.
scattering angles. The part of the £bpectra at lower energies not  Ag the measurements are relative, recoil proton absorption

accounted for by the carbon contribution originates fropscat-

_ _ effects should not be important to leading order. But since
tering of neutrons from the low-energy neutron tail.

the energy of the recoil protons varies with scattering angle,
the variation of the absorption with energy has to be taken
binning of 1 MeV was used. The open histograms represerinito account. The removal of protons can be caused by elas-
the energy spectra from the GHoils, while the cross tic scattering or by nonelastic reactions. To first order, the in
hatched histograms are those of the pure carbon targets, af@fd out scattering of particles are expected to cancel, and
normalization to the same number of target nuclei. The highus only nonelastic losses have to be considered. To that
efﬁciency of the MWPC'’s ensured a very precise identiﬁca_end, we calculated these losses in targets, detectors, and he-
tion of the various target layers (GHr ©). This could also lium gas, using the total reaction cross sections given by
be verified by comparing the spectra from the Clayers ~ Carlson[24]. It turned out that the proton attenuation is only
positioned before and after the carbon targets. As can be se§Rportant in the angular regiofi, ,=72°—100°, and the

in the figure, there is no interference from the carbon backmaximum correction amounts to 1.6%or the 73° data
ground at extreme backward angles due to the strongly neg@Dlm)-

tive Q value of the 2C(n,p)'?B reaction 12.6 MeV),

whereas it contributes below aboﬂ@,m; 145° because of IV. EXPERIMENTAL RESULTS
the difference in kinematics. The carbon spectra account for . .
most of the background, and the small remainder on the left A. Relative cross sections

side of the peak is attributed to scattering of neutrons from The problem is now to link the relative differential cross
the low-energy tail of the incident neutron beam. There is asections for the five different magnetic settings. Usually this
indication of a small peak in the GtHpectra at 10-15 MeV s achieved using an external neutron beam monitor, which
below the main peak, which is in the same region as the peak principle could introduce extra systematic errors caused
structure in the tail of the'Li( p,n) spectrum(cf. Fig. 4). by monitor drifts, etc. Such problems can be avoided using
The np scattering peak contents were determined by inthe overlapping regions as an internal monitor, if these re-
tegration. To take into account the variation of the energygions contain sufficiently good statistics. We have matched

resolution with scattering angle, different energy windowsthe five data sets pairwise in each of the overlapping regions
had to be used. To reduce the systematic errors introduced Riing a minimumy? criterion

this procedure, the peak widths had to be defined in a con-

sistent way. To this end, a Gaussian distribution was fitted to 5 i (X;— kjyi)2

thenp peak at each angle to determine the centroid and the Xj :E > 12 > 1)

width. The peak content was finally determined by integrat- =1 (AX)"Fkj(Ayi)

ing the data in a region of AE around the centroid, where

AE is the peak FWHM. With this definition, the carbon Wherex; andy; are the relative cross sections of data sets

background amounted to maximum 25% of the hydrogerandy at anglei, Ax; andAy; are the corresponding un-

peak, which occurred for the largest recoil angles. certaintiesk; is the matching coefficient of data sgtand
Since the width of thenp peak varies with angle, the N; is the number of points in the overlapping regipriThe

low-energy continuum, originating from thé.i(p,n) reac- N; and )(12 per degree of freedom for the four overlapping

tion, will give different contributions at different angles. To regions are given in Table Il. The coefficiersare almost

N




1082 J. RAHM et al. 57

TABLE Il. Overlapping angular regions, number of angle bins ) ]

in these regionsy? per degree of freedom, and the relative uncer- | Correction for continuum

tainty of the matching coefficients. e Data ot £, = 90.1 MeV
. 1 o Data at E, = 139.9 MeV

Overlap region j N; XZI(N;—1) Ak; 1k Is

(deg c.m) (%) 8

89— 107 1 10 3.4 *+1.6 g

119-129 2 6 0.69 *+1.6 ]

137—-153 3 9 0.23 *1.1 §

151-167 4 9 2.4 +0.8 5
© 09t

uncorrelated, since there is no overlap between three or more

data sets, except betweép,,=151° and 153°, where three . .

data sets overlap. The result of this matching is shown in the 0 2 | 4 ' 6 ' 8 ' 10 | 12
c.m. system in Fig. 6. The agreement in the overlapping
regions is generally very good, although the individual points " (FWHM) (MeV)

scatter at the few percent level. Final relativp scattering FIG. 5. Low-energy continuum correction of the full-eneryy
cross sections were obtained by averaging the data from thsak versus energy resolution. Shown are datf,at90.1 MeV
different data sets in each 2° angular bin. (filled circles and 139.9 MeMopen circles[23]. The solid line is

Many sources of uncertainties contribute to the total era fit to the two data sets.
rors in the relative cross section. These errors are of both
random and systematic character. Since the measurementiri]s

) | the particle identification analysisee Fig. 2c)]. How-
relative, only those systematic errors that affect the shape oefver, most of those protons are of low energy and come from

the angular distribution have to be considered. A comphca—he 12C(n,p) reaction, and therefore do not affect the total

tion, however, is that some of the systematic errors affec o - X
. . . np angular distribution. The remaining part can at most give
only a narrow angular interval, while others are important for :
an error of about 0.1% per point.

a large fraction of the angular distribution. Thus, the differ- The most important contribution to the systematic error is

ent systematic errors cannot easily be fully disentangled related to the subtraction of the background from carbon in

The random error is dominated by counting statistics, anﬁhe CH, samples. First, the uncertainty in the relative target
amounts to between 1.0 and 3.8%, including the contributior), . pes. Frst, the Y g
thicknesses, which is estimated to be less than 4%, intro-

from the carbon background subtraction. The smaller valug . . . .
. . X . L uces an error in the extracted cross sections. This error is
is valid for scattering angles close to 180°, which is the mos oo g :

about 1% atf. ,=73° and decreases with increasing angle

|mpor'tant region for, e.g., the determination qf .ﬂ"“N Guntil it vanishes at about 150°. Second, the relative energy
coupling constant. Another small, random error is introduce . :
uncertainty between the GHand carbon spectra, which

when defining the boundaries in the peak integration PrOCEs riginates from the energy loss correction applied for each
dure, originating from bin truncation. The error contribution 9 gy PP

from this procedure is at most 0.6% per point.

There are several contributions to the total systematic er- 15
ror. In the off-line analysis, up to 0.6% proton events are cut "H(n,n) at 162 MeV o
*
2 .
10“¢ — e 151°-179°
— : "Li(p,n) Be iz 0 137°—167° '
% E, = 139.9 MeV ‘c 10 4 119°—15%° h
% 10 kb [ewm = 1.72 MeV 3 o 89°— 129° .BD
& 2 " 73°-107° o
5 £ 3
J
E = iy
Ll ~ @
g _F E 5k a2
L 10 & o) Q4
(\IE © 000626.
o [ : o a8°
1 0_2 ! . ! . L ‘ ""'“'5;"5-“
100 120 140
E, (MeV) 0 ' ' '
60 90 120 150 180
FIG. 4. Experimental 0° neutron spectrum for tH&( p,n) re- 0., (deg)

action atE,=139.9 MeV[23] (filled circles. The estimated con-

tinuum contribution to the full-energy peak is shown as a dotted FIG. 6. Relative differential cross sections B{=162 MeV.

line. The dashed line corresponds to the full-energy peak after subFhe different symbols represent data from the five magnetic set-
traction of the continuum, while the solid line is the sum of the twotings. These were normalized to each other in the overlapping re-
contributions. gions.



57 np SCATTERING MEASUREMENTS AT 162 MeV AND . .. 1083

target type and plane, causes an error in the angular range
135°—155°, where the carbon background partly interferes oMo Pl ieee
with the hydrogen peak. An estimated uncertainty of » Harvard 1966
+1MeV in the relative energy of protons from GHind Ly ooee Nimegen P (f.o'lidé e
carbon yields an error in the background subtraction, which % §oss S‘ﬁgg%i&%%gghsd)( otted)
in turn causes an error in thep cross section of at most & €0 *
1.8%. Above 155°, the hydrogen peak is well separated from &
the carbon spectrum, and below 135° the hydrogen peak is .
superimposed on a rather flat carbon continuum, and hence a 2
relative energy uncertainty will not affect the data in these
regions.
The correction £5%) for the contribution from the low-
energy continuum of théLi( p,n) spectrum to thenp scat- 40
tering peak introduces a systematic uncertainty that varies ‘ ‘ ‘ . .
with the peak width, or, with angle. Assuming a relative 100 150 200 250

uncertainty of 10% in the correction, an error in the data of at .
most 0.5% arises. The error from the small correction due to » (MeV)
the energy-dependent attenuation of the protons is estimated 5 7 Totalnp cross section versus energy in the range 100~

to be less than 0.5%. _ 250 MeV. The different symbols represent experimental data
When summing all the mentioned effects, the total Sys{19 20,27, while the lines are from PWA's andiN potentials,
tematic error varies from 0.3t0 1.9 % in the measured anrenormalized to the data in the shown energy region.

gular region. The maximum error is found in the range

Oc.m=135°—155°. energy-dependent PWA NI9@Ref. [25]) was fitted to the

In addition to the random and systematic errors discusse@ata in the 100—250 MeV region, as is illustrated in Fig. 7. A
the shape of the full angular distribution is affected by thesjight renormalization of 0.995 was needed to obtain a good
matching of the five data sets. The uncertainties of the fittegit. Also other PWA's and potentials were tested, but it was
coefficientsk;, emerging mainly from the finite counting found that the NI193 PWA best represented the energy depen-
statistics, are given in Table Il. A quadratic addition resultsdence of the data. The resulting total cross section at 162
in a shape error of-2.6% between the first and fifth data meV is
sets, i.e., in the 73° to 179° cross section ratio.

o7P=48.47+0.48+0.22=48.470.53 mb, (4)
B. Normalization procedure

) 0 .
Absolutenp scattering cross sections were obtained usinq\’)\:‘hfhrg r_rifo]:/l\::tkieagotgczrrrlzstph%n22;8;21rlrgor ?zséi':?gctﬁermlr
the totalnp cross section, which is assumed to be eXPeriy 1 \/ neutron beam energy uncertainty, for which the total
mentally well known. If our measurement had covered the ross section has a slope of 0.46%/MeV
full angula_r range, a normalization of th_e angle-lnteg_ratedc To determine the fractioR of.the total c.ross section cov-
cross section tar; would have been straightforward, since ered in the experiment, we used information on the 72°
other reaction channels are negligible at 162 MeV. With the™ o e :
lack of data at forward angles, we instead consider our exéeiﬁgn ;?ct,i?r?ffgdps\g?;eg:\lﬂaé;r(\)/szs4ge;trl%nv?_1% tgftir(r:]rdotss
periment as a measurement ofraction of the total cross 718,26, and NI93 from Nijmeg’gerﬁ25]’ VZ40. VL40. and
section, i.e., the part between 72° and 180°. By using a nunt- '~ "~ = 3 ' !

P . . . 193 are energy-dependent PWA's fitted to data in the 0—
ber_ of PWA'’s or potential models found in the literature, 350 or 400 Me%/yregi%n while SM95 was obtained by fitting
which are based on the bu]k of the an@ daFa, we can get up to 1.6 GeV. The result is shown in Table Ill, where also
an estimate of the mag”'“%d'e of ”“? fraction, and thus integrated cross sections and fractions for the P8
correct the total cross section to which our data should b%onn [29], and Nijmeger[12] potentials are given. As \’Ne
ggrrlréag?%%r gggz:sr\:\cl) iléegglzae Jg?tothe integral over SOIIdbelieve that the PWA's are more reliable, since they describe

9 q the total cross section much better, the potential models were
180°d not included in the determination &f. For the final value of
70— 180°= f —dQ=Fo¥®, (20 F we took the average value for the four PWA'’s mentioned,

722 dQ) i.e., F=0.636. Thus, our data have been normalized to

where 02 o0=F0SP=0.636x48.47=30.83 mb.  (5)
F=obph god af VA, ©)
The result is shown in Fig. (8), where the differential
The total cross section has recently been measured to highioss section, multiplied with the solid angle element

accuracy at Los Alamos by Lisowskt al. [19] and at PSI 24 sin 6, is shown. In this representation, each angle bin
by Grundieset al.[20]. The statistical errors of these data aredirectly shows its contribution to the total cross section. It is
very small, while the systematic uncertainty in the formerobvious that at angles close to 180°, where the differential
measurement is less than 1% and in the latter below 1.5%ross section is at maximum, the contribution to the total
To interpolate between these precision points, the Nijmegenross section is very small. Instead, it is the data in the region
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TABLE llI. Total cross sectionsdt) and fraction valuesK) of different PWA’s andNN potentials.

PWA or pOtentIa| oT Ope—72° O072°-180° F= 0’72"*1800/0-1— (T?—Xp/(TT
SM95 49.06 18.52 30.54 0.6225 0.9880
VZ40 48.23 17.62 30.61 0.6347 1.0050
VL40 48.18 17.50 30.68 0.6368 1.0060
NI93 48.68 17.04 31.64 0.6500 0.9957
Average 48.54 17.67 30.87 0.6360 0.9987
Paris 51.22 18.04 33.18 0.6478 0.9463
Bonn 48.32 16.60 31.72 0.6565 1.0031
Nijmegen 50.74 18.15 32.59 0.6423 0.9553

100°-160° that have a dominating impact on the normal-mum deviations occur for SM95—(2.1%) and the Bonn
ization. Also shown in the figure are the angular distributionspotential (+3.2%). From this comparison, we believe it is
of the PWA'’s used to determirte, all slightly renormalized fair to estimate the normalization uncertainty 12%. To

to the experimental total cross section of 48.47 mb. It isthis should be added the “intrinsic” uncertainty S of
interesting to note that with this double-hump structure, anyl.1%. Thus, we assign a total uncertainty-02.3% to the
enhanced cross section in the region around 140° has to bgrmalization of our data.

compensated by a corresponding reduction around 40°, or

vice versa, in order to conserve the total cross section. It is C. Absolute cross sections

also obvious that the main difference between the various ) ) ) ) )
PWA's or potential models is found in the balance between The resulting expenment_al dl_fferentlal cross sections
the 40° and 140° humps. Thus, a future extension of precisk®™m the present work are given in Table IV, and are also

data down to 30° would be of great value to disentangle thi$"0Wn as filled circles in Fig.(B). The errors given are the
problem and ultimately settle the normalization. quadratic sums of the statistical and systematic uncertainty

The spread irF for the various PWA's or potential mod- contributions to the relative cross sections, as discussed

els could give an estimate of the precision of the normaliza200Ve: T this should be added errors froom two sgurt’e)s:
tion procedure. One can see from Table IIl that the maxi-the .shape.uncelrt:_;unty of 2.6% in Fhe 73° to 179 cross
section ratio, originating from the internal matching of the
5 five data sets and2) the overall normalization error of
(@ H(n,n) at 162 Mev +2.3%. These two errors are, however, correlated. With the
4L normalization method used, a different shape of the angular
: distribution gives a different normalization. Within the given
shape uncertainty, one can get an angular distribution that is,
e.g., flatter by 2.6%. After normalization, this leads to
changes oft 1.3% in the firs{most forward data set and of

\ —1.3% in the fifth(most backwargldata set, and less for the

intermediate sets. With a steeper angular distribution the
signs of the changes are reversed. Also shown in the figure
are the PWA's used for the normalization. It is immediately

27 sin@ do.,,/dQ (mb/sr)
o

14l « Present dota seen that the present data set is steeper than the PWA's in the
éﬁgg(@?fh!ﬁne> N 150°—180° angular region, while they are well described

2r NI93 (dotted line) / from 70° to 150°, especially by SM95.

10 - (All normalized to 07=48.47 mb)

The present data have a normalization that on the average
is about 3% lower compared to the preliminary data in the
120°—180° rangg11]. This renormalization is well within
the normalization error of 4% stated in that work.

The result of the present experiment is compared with
previous measurements at energies close to 162 MeV in Fig.
9(a). The Measday30] and Palmieri and Wolf¢31] data
6. (deq) were originally normalized to the Yale PWA YLANL_lMP

=m 1089 [32], but have been renormalized to VZ@Q18] by us, using

FIG. 8. Angular distributions for the SM95, Vz4(r,18,24,  factors of 0.96 and 0.88, respectively. The Boneteal. data
and NI93[12] PWA’s, and the present experimental dafiled ~ [16] at 162 MeV are only relative, and have been made ab-
circles at 162 MeV. The VL40 PWA solution of Arndét al. is  Solute by normalization to VZ40. The forward-angle data by
almost identical to VZ40 and is not shown for claritg) Differen-  Bersbach, Mischke, and Devlii83] are given as absolute
tial cross sections multiplied by the solid angle element<in 6. cross sections by measuring the neutron yield in the beam.
(b) Differential cross sections farp scattering. As can be seen, the present data are much steeper in the

do.../dQ (mb/sr)

1 1
0 30 60 90 120 150 180
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TABLE IV. Differential cross sections of the present work fop scattering at 162 MeV. The given
uncertainties are a combination of statistical and systematic errors. The errors from the internal matching of
the five data sets and the overall normalization are not included.

Oc.m. do/dQ Oc.n. do/dQ Ocm. do/dQ

(deg (mb/sp (deg (mb/sp (deg (mb/sp

73.0 2.2070.089 109.0 2.7950.094 145.0 5.73%70.111
75.0 2.226-0.087 111.0 3.0410.098 147.0 6.2140.106
77.0 2.116-0.084 113.0 3.2450.098 149.0 6.3520.099
79.0 2.206-0.083 115.0 3.1250.098 151.0 6.5590.076
81.0 2.157-0.080 117.0 3.3750.102 153.0 6.87080.074
83.0 2.18%-0.081 119.0 3.3330.074 155.0 7.2160.089
85.0 2.199-0.080 121.0 3.5960.076 157.0 7.6800.091
87.0 2.06%0.079 123.0 3.8230.077 159.0 8.1280.093
89.0 1.999 0.056 125.0 3.9530.078 161.0 8.5390.096
91.0 2.065-0.057 127.0 4.2380.080 163.0 9.1830.099
93.0 2.207-0.058 129.0 4.21%0.079 165.0 9.6350.101
95.0 2.297-0.058 131.0 4.3550.119 167.0 10.4460.105
97.0 2.211-0.058 133.0 4.62#40.122 169.0 11.3780.160
99.0 2.314-0.059 135.0 4.8830.126 171.0 11.9870.163
101.0 2.5180.060 137.0 5.1290.087 173.0 12.5820.167
103.0 2.47%0.059 139.0 5.2150.090 175.0 12.7480.166
105.0 2.539%0.059 141.0 5.7160.099 177.0 13.53%10.163
107.0 2.7040.061 143.0 5.57%0.102 179.0 13.6150.164

150°—180° region, and the discrepancies amount to as muchnalization, or a large uncertainty in the absolute scale, we
as 10-15% at 180°. renormalized the different data sets to agre¢=ad, which

In Fig. 9b) the data are compared with thrBEN poten-  corresponds tmp scattering at 180°. This was done by fit-
tial models, namely the Parj28], Bonn[29], and Nijmegen ting the data according to an empirical two-exponential form
[12] potentials. The Paris and Nijmegen potentials are simi{34]
lar and describe the data well close to 180°, while a 10%
overprediction is seen in the 1008°60° region. On the d
other hand, the ratio of the 180° cross section to that in the _U:aleﬁlt+ et (7
70°—90° region is well described by the models. One should dt
keep in mind, however, that both of these potentials overpre-
dict the total cross section by 5%ee Table IlJ. The Bonn
potential, which gives a good value for the total cross sec
tion, coincides with the other models and the data aroun
70°—90°, while it shows an underprediction of 10% at 180°.
It can also be seen that the data set is steeper than all thr
models in the 150%180° region.

To be able to compare the present results with data
other energies, the differential cross sectiahsg'd() have
been converted intda/dt, wheret is the Mandelstam vari-

which has been frequently used previously when comparing
different data sets.

A few data sets are plotted in this way together with our
data in Fig. 10. The plots cover the range up to
€%.06 (GeVkt)?, corresponding tap scattering angles of
about 127° at 160 MeV and 153° at 580 MeV. The fit to the
aﬁresent data is shown as a solid line, whereas the fits to other
data are represented by dashed lines. All the fits were per-
formed up tot=0.08 (GeVE)2. The left panel shows data
%5t Bonneret al. [16] from 212 to 588 MeV. At the lower
energies, these data are less steep than the present data set,
just as was the case at 162 MgRig. Aa)]. The deviation is

do of the order of 15%. The agreement improves, however,
pﬁd— (6)  when going to higher energies. The 451 MeV data set agrees
t well with the present one up to=0.03(GeVEt)?, and at 588
MeV the Bonner data set is even steeper than ours at small
when plotted versus, should look the same for all data sets The right panel shows data of Heret al.[17] at approxi-
only if the pion pole term plays a significant role. Deviations mately the same energies. These data show a remarkable
from such a universal behavior could be attributed to, e.g.agreement with the present ones at all energies, with shape
effects of other interactions, such as multiple pion exchangedeviations within a few percent. The Haler data, which
Since a majority of the data sets have either a floating noreriginally covered the angular range 144180°, have re-

change momentum transfer. pf, denotes the neutron inci-
dent laboratory momentum, the product
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FIG. 10. Differentialnp scattering cross sections for data at

1 | | | 1
0 0 30 60 90 120 150 180 various energie$16,17 plotted asdo/dt versust. The different

data sets were normalized to each other=a0.
Ocm. (deg)

=0) be determined to somewhat better than 1%, assuming
. . . . that the chiral corrections can be controlled to this level. The
FIG. 9. (a) Differential np scattering cross sections of the

present work(filled circles. Also plotted are other data from the coupling Conft_am IS ,demed_at the PIOI’I pole tﬁ': m
literature at energies close to 162 Me\6,30,31,3% (b) The and not forg°=0. It is then instructive to express the GT

present differential cross sections plotted together with the Pari§élation in terms of the coupling constant directly. A m;)no-
[28], Bonn[29], and Nijmeger{12] NN potentials. pole form factor for the vertex with a cutoff gives ag

increased by a factor—ELmeT/Az, i.e., by 6% forA =800
cently been extended down to 8085], and it will be ex- MeV. This correspondsto agiizgz(qé —m?) of about
tremely interesting to perform a new comparison when thesg@4.0. One should note, however, that the GT discrepancy

data have been published. depends in addition on a low-energy chiral parameter, which
cannot be determined from other reactiq89]. Presently,
V. THE NN COUPLING CONSTANT DETERMINATION the GT relation is consistent with all values of the pion cou-

. . ... pling under discussion.
The most stringent present requirement for precision i 'is in this perspective that we analyze the present data
the pion-nucleon coupling constant is set by the Goldbergeryit the aim of extracting therNN coupling with precision.

Treiman(GT) relation[36] The analysis is based on the fact that the charged pion ex-
change contributes importantly to thg charge exchange at
9(q2=0)= 9aM ’ (8) small momentum transfers. This was realized already in
Janf 1958 by Chew, who suggested a model-independent extrapo-

lation to the pion pole for the determination of the coupling
where all quantities should be taken in the chiral limit of aconstant(the Chew extrapolation procedurp40,41). It is
vanishing pion mass. Herg(q?=0) is the 7NN vertex based on a polynomial expansion in the square of the mo-
function, taken atj?=0. With the latest value for the axial mentum transfeg?. The basic idea is sound. However, it has
coupling constang,=1.266+0.004[37] and with the pion
decay constant,=92.42+0.26 MeV[38] andM the aver-
age nucleon mass, this relation giveg(q®=0)=13.16 Two different definitions of the coupling strength are frequently
+0.16 using the physical values for all the other quantitiesused, with different notation. The pseudovector couplﬁ‘?
The error comes from the experimental uncertaintgjrand  ~0.08 and the pseudoscalagi «~14, are related byg:.
f.. The latest determination @f, has increased it from the =f2.(2M,/m,+)2, whereM, andm, - are the proton and charged
previous lower valugg?(q?=0)=12.81+0.12[13]. A pre-  pion masses, respectively. Throughout this articleghe and f2 .
cise test of the GT relation therefore requires thafq® include the 1/4 factor.
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proved difficult to apply this method with precision. On the  Corresponding to these five amplitudes there are five
one hand, data have not been sufficiently accurate and, aegularized pion Born amplitudes with the coupling constant

the other, the method requires information on relatively highgii and with ther-spaces function subtracted45], viz.,
momentum transfers. The value of the polynomial expansion

is then questionable. Improvements have therefore been in- gz+

troduced. In particular, Ashmoret al. have made explicit a,=——[Fo(pd)+2F(g?)],
use of the pion Born terms with an additional phenomeno- 6/s

logical background term42]. This simulates in part the im-

portantp exchange, which improves the convergence at the 2

cost of some model dependence. Another approach is the b_=—"—[—Fq(p?) —6Il.(q?)F.(q?) +4F.(q?],

difference method introduced previously in the first report on 6v/s

the present work11] and also applied tgpp charge ex- g

changd43]. We take the attitude that it is an advantage in ac,=—=[ —3I(p?) Fo(p?) + 2Fo(p?) —2F (9?1,

precision and model-independent procedure to determine the Vs

value of thedifferenceof the coupling with respect to its

known value in an approximate model, rather than the full a*

value directly. In this way we obtain a simpler procedure dWZZ—\/g[—HO(pZ)FO(pZ)+2HC(q2)FC(qZ)],

with suppression of contributions from higher momenta and

one which is more readily amenable to tests of the systematic

uncertainties in the method. This will be discussed in detail

n tgeffollowmg. di ith the di . K . where we use the subscript 0 fof andc for 7= exchanges.
efore proceeding with the discussion we make two Im-r,, pion form factors=(z?) and the pion propagatdi (z?)

portant remarks. First, as already noticed in the previous seg o given by

tion for energies up to 600 MeV, it is striking that timg

unpolarized charge exchange cross sections in a very large

range of energies from about 100 MeV to several GeV, have F(2?)

with only minor variation, similar shape and similar normal-

ization (in the laboratory systemConsequently, these data

contain essentially the same physical information as far agjere the momentum transfer corresponding to charged pion
the extrapolation to the pion pole is concerned. Accuratexchange igj?>=2k?(1+cosé, ) with the c.m. momentum
information on the cross section at any one of these energieguared?= M T /2. The momentum transfer corresponding
is therefore equivalent to such data at another energy. Only iy ;0 exchange ip?=2k?(1—cos6, ). The charged pion
systematic experimental effects can be ignored, is it advanmgass is denoted by, and the range of the form factor is
tageous to pool data from many energies so as to improvgnosen to be\ =800 MeV. This corresponds to a rms radius
statistics. Second, it is essential to understand in some detgjf 0.6 fm for the nucleonic pion source. A very small con-
the nature of contributions to the cross section, their charaggipytion to g2 from thenp mass difference is neglected. For
teristic behavior and physical origin. This is so, even when ane present purpose, which only concerns the charged pion
model-independent procedure is used in the analysis. Thisole the pion mass splitting is irrelevant, as well as the
has not been done in the past, but it immediately clarifiegharge dependence of the coupling. The amplitudes above
which aspects must be handled with special care. We find iRave of course the correct normalization at the pion pole.
particular that the absolute normalization is crucial for the oy the discussion of the qualitative contributions of pion
accurate determination of the coupling constant. exchange we have chosen for convenience this special form
for the pion pole terms. Both the Chew extrapolation proce-
dure and the difference method depend only on the value of
the coupling constant at the pole and make no assumption on
The total amplitudes and cross sections are defined in thghe particular form of the pion pole terms. In principle this is
usual fashion in terms of the five amplitudasb, c, d, e  also the case in the Ashmore approach, but since one wants
allowed by the invariance propertigé4]. Both the c.m. un-  to decrease the number of expansion parameters, an efficient
polarized cross section and the polarization transfer one argescription of the pion pole terms is desirable. It is of no

e,=0, (11

2 2

(2= z ) (12)
’ 22+ m?

A2_m2

m

2+ A?

ko

A. Pion exchange amplitudes

incoherent combinations of five amplitudes fundamental importance to any of the methods whether we
q 1 define the pion Born terms with or without a form factor,
g2 2 2 2 2 2 whether thed function is included or not, or whether the
—=(q9)=5(|a|+|b|“+|c|*+|d|*+|e|9), 9
dQ(q ) 2(| [+ oI+l +[d|*+ef%) © pseudoscalar or pseudovector definition for thN cou-

pling is used. The only important point is that the residue at
the pion pole remains unaffected. However, since the pure
o, ) 5 pion Born term fails to give a qualitatively correct angular
d_Q(q )(1=Konno) =[b|*+1d[%, (10 distribution, it is convenient as an orientation to the impor-
tance of pion exchange to use these regularized pion Born
amplitudes. We have subtracted a constant from the ampli-
whereq? is the squared momentum transfer from the neutrorfude to ensure a nonzero cross section at 180°, which corre-
to the proton. sponds to the suppression of thespaces function at the
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FIG. 11. lllustration of the characteristic contributions to thz FIG. 12. Same as Fig. 11 for the amplitude combinations of Eq.
differential cross section at 162 MeV using the standard amplitude§13). (a) the regularized pion Born termid) the Paris potential
a, b, c, d, e according to Eq(9). (a) the regularized pion Born model.
terms(b) the Paris potential model.

of polarization experiments, since in both cases we need to
origin. This procedure is routinely used since many years irknow absolute unpolarized or polarized differential cross
many-body applications of pion physif46]. sections to similar precision, respectively.

The characteristic shape and magnitude of the contribu- Giving up the separation of the amplitudes into terms with
tions from the amplitudes, b, c, d, ande are shown in Figs. obvious physical characteristics it is also interesting to iso-
11(a) and 11b) for the leading order pion exchange and for late the combinatiofo—d|2, which contains the entire pion
a realistic model, respectively. We have, somewhat arbipole term. The corresponding cross section has the following
trarily, chosen the Paris model for illustration, but any one ofform:
the modern descriptions of the amplitudes would have served
the same purpose. According to Ed.1), wherell, is the d_‘T
charged pion propagator, the charged pion pole terms con-dQ}
tribute only to the amplitudeb andd. To leading ordeb
has contributions from the central, spin-spin, and tensor in-
teractions, whiled has pure tensor charac{é’5]. The terms
|al? and |c|? give a slowly varying background, while the
spin-orbit term|e|? is negligible. We note that the tensor
interactiond, which plays a dominant role in thgN force,
vanishes a®=0, since it requires at leaf® waves; this
term has an important pion component. The amplitbgle The different components for the leading order pion terms
which contains the spin-spin interaction term, plays a speciallefined above, as well as for the more realistic Paris poten-
role in the extrapolation, since it dominates the physical retial, are displayed in Figs. 18 and 12b), respectively. We
gion in the backward direction closest to the charged piomote that/b—d|? for the Paris potential, which contains the
pole atq?=—m?. It is of particular importance to determine entire effect of the pion pole, is remarkably close to the Born
this backward region well experimentally, since it is likely to term, particularly at smakj>. The characteristic zero in the
be less constrained by other observables than the regigsion Born term for charged pion exchangegdt=m?/2 ap-
dominated by the tensor amplitude. The extrapolation to thgpears here as a deep minimum close to this value. This con-
pion pole can also be made using the polarization data for thegibution is thus nearly perturbative and the deep minimum
quantity Konno in Eg. (10). It is, however, clear from this indicates a nearly real amplitude. Similarly, although of
equation that this also requires a simultaneous knowledge afiuch less importance for the understanding of the pole ex-
the unpolarized differential cross section. Nearly the samérapolation, the remaining terms have remarkable features.
precision is required whether one uses polarization data dFhe term|a+c|? is very small in both the pion Born term
unpolarized data for the pole extrapolation. For our purposeapproximation and in the realistic Paris approach and nearly
there is little or no advantage in the additional complicationnegligible. The termja—c|? is more important, but once

1 1
§(|a+c|2—l—|a—c|2)+§(|b+d|2+|b—d|2)

1
(q2)=§

+lef?|, (13

do 1 2 2
d_Q(q )(1_K0nn0):§(|b+d| +lb—d[?). (19
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more quite close to the Born term. Although less accurate, alhg term in the other amplitudes requires one order less. It is
the corresponding features are also prominent in the case tierefore to be expected that the Chew method requires at
antiproton charge exchange. The same pionic features thusast five terms in thg? expansion.

show up C|ear|y in botmp and pp Charge exchange reac- A second me-thOd, which improves the Convergencg of the
tions [43]. The large modification occurs in the terfh ~ Chew method, is the Ashmore methpt2]. It parametrizes
+d|?, which is enhanced by an order of magnitude com-do(x)/d(} in terms of a pion Born amplitude with an addi-
pared to the Born term, although it is still varying slowly. tional background term. In the present context we use the
The corresponding antiproton amplitude appears alséegularized pion Born amplitudes,, b,, c,, andd,,
strongly modified, but in this case it is nearly totally given in Egs.(11) and(12). Since one expects also an im-
quenched by annihilation. In conclusion, the contributionsPortant contribution to thep backward scattering from the
from the pionic background terms, consisting of pion formp-meson exchange, we model the Ashmore background am-
factors andr® exchange, have qualitatively a behavior simi- plitude by a pole term simulating exchange with adjustable

lar to that in a realistic model. The well understood contri-strength. This expression is fitted to the data and gives in
bution of the pion pole term gives considerable confidencdrinciple a model-independent result for the coupling con-

that the extrapolation can be achieved realistically. stant as before. More physics is now built into the procedure,
so fewer parameters should be needed. We consider

B. Extrapolation methods

The basic idea in extrapolating to the pion pole is to first d_U(qz): Bo (a2 +b2+c2+d2)
construct a smooth physical function, the Chew function, by d(2 Zgir oo
multiplying the cross section bygf+m?2)?, which removes

the pole term, after which the extrapolation can be made far 2

more safely and controllably. More exactly, we define this +,81Pp(q2)(aw+bw+c7,)+,82Pp(q2)Fd,,
function y(x): p
n-1 q2 i—3
s@ do b TP 2 B | (17
X)=——7 35 X)=2, aXx. 15 = b
y(x) miggdﬂugo. (19

where the functioer(qZ) is defined as

Heres is the square of the total energy axe g%+ me. At

the pion polex=0, the Chew function gives > m2

m,

1
QP+ mE 5

The determination of the coefficier8, of the pion Born
term gives the coupling constant from data. We apply this
in terms of the pseudoscalar coupling consgijgg: 14. The  model with A ,=3/2A ;=1200 MeV andm,=768.1 MeV
quantity g3 is a reference scale for the coupling chosen forand use it below as an alternative to the Chew method.
convenience. It is important to realize that the model- The difference method, which we introduced so as to ob-
independent extrapolation requires accurate data with abs&ain a substantial improvement in the extrapolation procedure
lute normalization of the differential cross section. If the dif- [11], is also based on the Chew function, but it recognizes
ferential cross section is incorrectly normalized by a factorthat a major part in the cross section behavior is described by
N, the extrapolation determine@gii. This is one of the Models with exactly known values for the coupling constant.

most important sources of uncertainty in the practical ex-It therel;]or? apphes the k? h_ew dTethOd to (tjﬁl]é‘er%n;:ebe-h
trapolation from data. tween the functiory(x) obtained from a model and from the

In the actual analysis the Chew method has been the mogf(perimental data, i.e.,

2_ .2
Ap m,

q2+A§

P,(0%)= (18)

y(0)=a,=g’./g} (16)

common procedure in the past. It expands the Chew function n-1
y(x) in terms of a polynomial irg?. This obviously raises YM(X) = Yexd X) = Z dix, (19
the question of the number of terms which must be included i=0

as well as the systematic extrapolation error. The latter point
will be examined below. At this point it is valuable to exam- With r of Eq. (15) replaced by the model valig, . At the

ine how many powers af? are necessary in the Chew poly- POl€
nomial expansion to obtain a plausible extrapolation. One gt —g
: : MO
can convince oneself that if the effects of form factors can be Yaa(0) Yo 0) = do= . (20)

neglected and all background terms are constant, then the
contributions from the tensor interactiod|? will be purely

pionic unless at least terms to the third powergh are  This should diminish systematic extrapolation errors and re-
included and to this order also the leading effect of #ié¢N move a substantial part of the irrelevant information at large
form factor is accounted for. Even a minimal account of themomentum transfers. It is important to realize that we have
shape dependence of the background tensor term requiresfatmally not introduced a model dependence by using such a
least terms to the fourth power gf, while the correspond- comparison function and that comparison procedures are

M
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TABLE V. Values of the coupling constant obtained from polynomial fits witterms to data and “pseudodata” at 162 MeV for the
reduced range € g%<4 me. The experimental values at the minimw® Np are indicated in boldface. The results are given for the Chew
method, the Ashmore method, and the difference method. The comparison models are the Nijmegen (bbperatigdn and the Nijmegen
(N193) and Virginia(SM95) energy-dependent PWA's. The results are given both for the actualdippesala as well as for “pseudodata”

in the models. The model coupling constants @i@yNijmegen:gfri'N,%: 13.58, anogit'SM%: 13.75 with 59371 being the systematic shift
from the true model value.

n x*INpg g,z,r x*/Npg gf,: 59371 x*/NpE gf,: 59371 x*/Npg gf,: 59371
Uppsala “Nijmegen” “NI193” “SM95”
Chew method
3 7.16 7.140.24 7.23 495035 8.63 6.55 4.7960.37 8.88 5.91 5.580.31 7.84
4 1.13 12.6&:0.36 1.19 11.560.39 2.08 1.19 11.120.40 2.46 1.13 11.240.40 2.54
5 1.07 13.90+0.82 1.00 13.380.85 0.20 1.00 13.040.87 0.54 1.00 13.150.87 0.60
6 1.10 14.9%31.93 1.00 1354220 0.04 1.00 13.462.22 0.18 1.00 13.482.21 0.27
Ashmore method
4 1.03 14.37:0.46 1.00 13.4%0.48 0.15 1.01 12.990.50 0.59 1.02 12.980.50 0.77
5 1.06 14.180.97 1.00 13.761.01 —0.18 1.00 13.441.03 0.14 1.00 13.541.02 0.21
Difference method
Nijmegen-Uppsala NI93-Uppsala SM95-Uppsala
1 19.46 13.430.02 12.0 13.660.02 2.390 14.050.02
2 1.001 14.630.05 0.99 14.58+0.05 1.079 14.37+0.05
3 0.996 14.51+0.12 1.02 14.6¢:-0.12 1.084 14.480.12
4 1.033 14.520.31 1.04 14.820.30 1.037 14.910.30
5 1.056 14.0%0.81 1.06 14.360.79 1.060 14.450.79
NI93-“SM95” NI193-“Nijmegen” SM95-“Nijmegen”
1 5,70 13.36:0.02 0.39 2.03 13.810.02 —-0.24 11.1 14.1920.02 —-0.61
2 1.04 13.980.05 -0.23 1.07 13.520.06 0.06 122 13.300.06 0.28
3 1.02 13.8%¢0.12 -0.14 1.02 13.6Z%0.13 —0.09 1.08 13.540.13 0.04
4 1.00 13.660.33 0.09 1.00 13.890.32 —-0.31 1.00 13.980.32 —0.40
5 1.00 13.6%0.83 0.10 1.00 13.870.82 —0.29 1.00 13.950.81 —0.37

used in many contexts of physics to obtain increased transhe averagey? per degrees of freedongf,i is the mean
parency and precision. A first step is now to calibrate th,alue of the coupling constant for 10 000 pseudoexperi-

method, that is, to establish the precision to which the couments, while the errors quoted are standard deviations for
pling constant can be determined and the systematic uncef;qividual pseudoexperiments. In addition, we also list the

tainties that are associated with the extrapolation procedures.y stematic deviatio ng . of the mean value in the sample

. . from the true value in the model. We have thus a check on
C. Extrapolations to the pion pole systematic extrapolation errors and can control the corre-

We now investigate these different methods and exploréPonding corrections. For the discussion we have grouped
their properties and systematics. For the purpose of detefhe data in two intervals €q*<4 m’ (“reduced range”
mining the systematic uncertainties in the procedures wavith 31 data points, corresponding to our previous experi-
have generated pseudodata with uncertainties correspondiment[11]) and 0<?<10.1 m2 (“full range” with 54 data
to the present experiment from 10 000 computer simulationpoints. The possibility to group the data in two ranges is
using exact data points from the Nijmegen poterjtl@] and  very important, as it allows to check the sensitivity and sta-
the Nijmegen energy-dependent PWA NI as well as  bility of the extrapolation to a particular cut in momentum
from the Virginia SM95 energy-dependent PWAS8,26  transfer and to verify that it is the smajf region that carries
with a Gaussian, random error distributip47]. The cou- most of the pion pole information. The behavior x#/Npg
pling constant was determined for each of these “experi-as a function ofn is characteristic. It falls steeply with in-
ments” using the different methods, and its average valuereasingn to a value close to unity. Additional terms give
for this sample is obtained to high accuracy. We list theonly small gains, and the data become rapidly overparam-
result of this exercise in Tables V and VI, whemeis the etrized. One can then adopt several statistical strategies lead-
number of terms in the polynomial expansion affdNpe is  ing to similar results. One possibility is to extract results at
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TABLE VI. Same as for Table V, but for the full range<®?<10.1 m?.

n X°INpe g2 X*INoe g2 892« XINpe g2 89> - X°INpe g2 89
Uppsala “Nijmegen” “NI193” “SM95”
Chew method
5 1.33 12.56:0.28 1.18 11.840.30 1.74 116 11.480.31 2.10 1.15 11.560.30 2.19
6 1.17 13.84+0.48 1.02 13.1¢051 0.48 1.02 12.690.53 0.99 1.03 12.740.53 1.04
7 1.17 14.6%0.83 1.00 13.880.87 —0.22 1.00 1346090 0.18 1.00 13.550.88 0.20

Ashmore method

4 546 11.4%#0.34 3.87 11.8%20.34 1.71 4,02 10.920.36 2.66 554 10.280.38 3.47
5 1.15 14.53+0.33 1.04 13990.34 -041 1.04 13.660.35 —0.02 1.05 13.660.35 0.09
6 1.17 14.260.76 1.03 13.320.81 0.19 1.03 12.970.83 0.61 1.04 13.020.83 0.73
7 1.18 14.480.79 1.00 13.7£0.83 —0.13 1.00 13.280.86 0.29 1.00 13.410.85 0.34
Difference method
Nijmegen-Uppsala NI93-Uppsala SM95-Uppsala
2 3.53 14.340.04 2.98 14.310.04 124 14.280.04
3 159 14.9%0.07 1.29 14.9%0.07 1.11 14.4%0.08
4 1.12 14.43+0.14 1.11 14.55+-0.13 1.10 14.58+0.13
5 1.12  14.260.25 1.13 14.560.24 1.13 14.610.24
6 1.15 14.290.47 1.15 14.650.46 1.14 14.860.45
NI93-“SM95” NI193-“Nijmegen” SM95-“Nijmegen”
2 219 13.7¢0.05 —-0.04 1.08 13.550.05 0.03 2.74 13.520.05 0.06
3 1.37 14.220.08 —0.47 1.07 13.560.08 0.08 1.74 13.0t0.09 0.57
4 1.00 13.720.14 0.03 1.02 13.760.14 -0.12 1.03 13.740.14 —-0.16
5 1.00 13.640.26 0.11 1.00 13.880.25 —0.30 1.00 13.920.25 —-0.41
6 1.00 13.5¢0.50 0.16 1.00 13.950.48 —0.37 1.00 14.180.48 —0.52

the minimum y?/Npe. In practice this minimum is a very terms in the expansion as well as the large statistical and
shallow one, and as a consequence, values afose to  extrapolation error we will not attempt a precision determi-
n([ x*/Npelmin) are nearly equally probable statistically. An- nation of the coupling constant using this method. The re-
other method is to extragzi from one of the smallest val- Sults further substantiate the conclusions of our first report of
ues ofn consistent with ZD(Z/NDF well within the range the present work, where we also used the Paris potential for
expected from the experimental sample. We remind thdseudoexperimenfd1].
reader that in the present case there is about 47% probability In the case of the Ashmore method a good description is
of the experimenta}?/Npg to be larger than unity, and about achieved in the reduced range with one term less in the ex-
25% for it to be larger than 1.15. pansion. This shows that the physics beyond#hexchange

For the Chew model a perfect fit is achieved with a fourthis reasonably described by thpeexchange, as expected. The
order polynomial ing? for the reduced range, but with a systematic shifts are similar to those in the Chew model, as
small systematic downward shift of 0.208lijmegen poten- seen from Table V. The statistical extrapolation error is re-
tial), 0.54(NI193), and 0.60(SM95) as compared to the origi- duced, however. The experimental data tend once more to a
r?all model values. With a third order polynomial f|t_ the .sta_—git that is higher than in the comparison models by about
tistical error becomes smaller, but the systematic .shn‘t 195 to 1 unit. Also in the full range the needed number of
unacceptably large(2.08, 2'.46’ and 2.54, respectively terms is smaller(see Table V). Although there are some
When the full range of data is used, one or two more termgy, .,y ements in the statistical and extrapolation accuracy,
are required to achieve a good fit. In both cases a systemalifijs method also appears to lack the high accuracy we aim at.
shift remains even when a perfect fit is achieved, but this The difference method requires only a few terms in the

shift is always less than the statistical uncertainty. Th&,,nomial expansion in favorable cases, and this gives a
present experimental data for both ranges give similar resuligy, 5| statistical extrapolation erdhe similarity between
for g, . at minimumy?, but the values are higher than in the

models by 0.5 to 1 unit. This points to a higher experimentak——

2 . . .
value forg’ . than in the comparison models. In view of the 2Recall that the statistical errors have only a meaning when
systematic error of 2 to 4% for the corresponding number of,?/Np is close to 1.
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Nijmegen potential TABLE VII. Deviation of gi: and x%/Npg from the values for
08 (@) — ! NI93-Uppsala of Tables V and VI when an angular distribution that
0.6 — n=3 05 is flatter, but consistent within one standard deviation, is used. The
04 n=4 |*+- 11 0 difference method with NI193 as model was employed. The errors
02 L * 05 are the statistical extrapolation errors as given in Tables V and VI.
_02 - L _1; T R Reduced range Full range
F NI93 PWA n Ag2. Ax?INpe Ag>. Ax?/Npg
= O_; 1 —0.06+0.02 0.08
< o 2 —0.06=0.05 0.00 —0.09+0.04 0.54
r _05 3 —0.01=0.12 —-0.01 —0.01+0.07 0.00
3 1 4 —0.06+0.30 —0.01 —0.01+0.13 0.00
o~ e 5 -0.18+0.79  —0.02  —0.03+0.24 0.00
> SMO5 PWA 6 —0.12+0.46 0.01
I the former case has a pogf/Npr and the latter one is not
| good. Since the systematic shift for the NI93-“SM95” dif-
} ” ference follows mathematically by subtracting the NI93-
| “Nijmegen” systematic shift from the SM95-“Nijmegen”
1 2 3 4 5 0 2 4 5 8 10 12 one, the same effect will also occur for the NI93-*SM95”
x=0+1 (pion mass units) difference, as seen in Tables V and VI. The origin of this

systematic shift is apparent in Figs.(bBand 13d), which
show the difference Nijmegen-Uppsala and NI93-Uppsala,
FIG. 13. Extrapolations of the Chew functignig®) to the pion  respectively. The extrapolated values for 3 are 14.97 and
pole at 162 MeV with the difference method using different com-14.91, respectively, both high values and clearly associated
parison functions, different order of polynomials and different in- with the poor fit to the data. The corresponding difference for
tervals in g°. The left panel uses the reduced rar;ge:cﬁ SMO5 s flat with a goody®/Npg, which indicates a consid-
<4 mZ; the right panel uses the full range<’<10.1 m>. The  grable similarity in shape to the data. The poor fit will thus
comparison functions are: the Nijmegen potential matep); the 5159 appear for the difference between SM95 and the
Nijmegen energy-dependent PWA NI93iddle); and the Virginia Nijmegen model fom=3. This systematic effect does not
energy-dependent PWA SM3Bottom. influence our analysis, because the minimuny N g for
he Nijmegen-Uppsala difference occurs for=4 in this
ase and then the systematic shift is small. In the reduced
range the shift for the SM95-“Nijmegen” difference far
=2 is only 0.28(2%) and its exact origin is more difficult to
Sscertain. It appears associated with the somewhat lower
Palue for the extrapolated coupling constant for the SM95-

the angular distributions from models and the experimenta
data is exploited, particularly for largg. This incorporates
substantial additional physical information without introduc-
ing any model dependence. We apply the method using th
three comparison models considered above. The result

shown in Fig. 13 for the reduced and full ranges_of Qata. AsUppsaIa difference fon=2 (14.37. This is the largest sys-
can be seen, the error bars blow up at laxgavhich is a tematic effect in the present extrapolation procedure, and is

consequence of the multiplication of the cross section Withof the same order as the normalization uncertainty. While it

2 . . . .
)(;x’trlee\agllggotr? ?nsgﬂilge\';/et‘\;]geh;;?rrathsal‘:[iiggnétget%gn gretEZn bis already rather small, this systematic shift is largely elimi-
P : P P ated by going froom=2 ton=3.

made easily and already a visual extrapolation gives a goo Finally, the full range of the present experimental data

result. The polynomial fits cause no problem as long as th fi il laoDi : |
data are not overparametrized. If this is the case, edge effec Sorresponds to five partially overlapping experimental data

in the fitting begin to influence the resultsee Fig. 189), Subsets. We have investigated the uncertainty’jn resuit-
n=4, as an example but the uncertainty also becomes "9 from the small uncertainties in t_he shape, produced_by
large. The results are consistent with our previous findingd1® maiching procedure described in the previous section.
[11]. The data at large? carry little information about the (/€ chose a flatter shape of the data by changing the slope by
pion. They only serve to stabilize the expansion and remov&ne standard deviation. We extrag- using the difference
unstable fits in the lower range. method with NI93. The deviations f@it and x?/Npg from

As a check on the systematic uncertainties in the extrapahe corresponding values in Tables V and VI are given in
lation procedure we now examine the results for the pseuddFable VII. The close agreement is obvious and no substantial
data in detail. We first note that for all the models and allerror has been added. Similar results are obtained also with
values ofn (wheny?/ Npg approaches)ithere are only afew the other comparison models. There has been concern that
systematic deviations that are clearly outside the statisticahe experimental matching procedure might produce substan-
uncertainty. For the SM95-"“Nijmegen” difference it occurs tial systematic errorg¢see, e.g., Ref.48]). The present de-
in the full range(Table VI) for n=3 with 0.57 and in the tailed examination of the situation indicates that this is not
reduced rangéTable V) for n=2 with 0.28. In particular, the case and that the issue is not a serious one. This conclu-
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sion remains also if the errors of the matching coefficientsvhen aiming for high precision to analyze every extrapola-
are slightly increased to take the relatively larg of the  tion in great detail. One can then make sure that systematic
first and fourth overlapping regions into account. effects of the extrapolation do not influence the conclusions,
For the full range ofg? we find optimum fits to the ex- and that there is complete consistency. Such problems may
perimental data fon=4, where the systematic shifts are be particularly dangerous in the case of a large range of
within 1%. In the reduced range, the optimum fits occur formomentum transfers.
n=2 or n=3. The systematic shifts are slightly larger for =~ We found that pseudodata of the same quality as our ex-
n=2, but going ton= 3 brings them down to below 1%. The periment allows one to reproduce reliably the model cou-

corresponding change in trg;?t determined from the ex- Ppling constant to about 2% and that a careful inspection of
perimental data is negligible. Our conclusion is therefore thafdge effects allowed one to reduce this to 1%. The sensitivity
the systematic error in our method is at most 2%, and mor@f NP charge exchange data to the coupling constant is thus
realistically about 1%. Averaging the values from the ex-well established. This follows as well from the analysis by
trapolations over the full range we findﬁgz+zl4.52 the Virginia group, although in this case it is dependent on

+0.13. The systematic uncertainty is realistically estimatec}he quality of the data and shows a larger spiiesi] On the

to be =0.15. The same procedure applied to the interval Oo'ther hand the Nijmegen group concludes within their analy-

2 .. .. .
<?<4 m gives JNg2. = 14.49+0.07 with a similar sys- sis thatg’ - is msensn_lve. to thenp packward Cross sec'gqn
tematic error. In both ™ th ertainty from normali adata[5]. These two findings are in apparent contradiction
ematic error. cases he uncertainty from normalizaz, , i is gesirable to understand the origin of the discrep-
tion is 1.2%, i.e.,=0.17. Since the results are nearly identi-

L thi . h h | ancy. The Nijmegen group has over the last years performed
cal, this substantiates our statement that the relevan} jetajled, global analysis pfp andnp scattering data using

information is nearly entirely at lowg?. In view of the some- an energy-dependent PWA. As a by-product of this analysis
what larger systematic uncertainty in the case of the reduc ey extract a value of about 13.6 ng+ considerably
range, we hﬁve gdopted the full range valqe, although thi wer than the earlier valud€9]. Similar values have later
has no practical influence. Therefore, the first value 14.5 een obtained by the Virginia group as well, also using

4—121& 0.15£0.17 replaces our previously quoted valuesgpeqy dependent PWA[F]. Unfortunately, there exists no
[ O 3. vsis of th . . independent “calibration” of the procedure and the system-
ur analysis of the present precise experimentnn o error is unknown. The Nijmegen group has attempted to

charge exchange demonstrates that such data can be used;{gliif, those data which are critical for the determination of

a direct and accurate determination of th& N coupling 2 [5]. Their conclusion within their analysis is thaf
constant. We reproduce the original coupling constant using ™" dl diffusel ber of ob ybl g”tb .
the present procedures for pseudodata from the Nijmege cpeNas difiusely on a number ol observables, noné being

potential and from the NI93 and SM95 PWA's. The extrapo—deCiSiVe and that thep charge exchange data are nearly
lation error varies considerably, however, and it goes up WitHrreIevant. We believe that this conflict has its roots, at least

the number of parameters. Our value is substantialy Iargé?artly' in the f_act .that the Nijmegen.group considers the ab-
solute normalization ofp cross sections for data sets to be

very poorly constrained. Therefore they let the normalization
Hoat nearly freely. Since the normalization is crucial for our

Sub p blicatiéal Arnd L 126 determination, we suspect that they achieve normalization by
ubsequent to our first publicati¢al] Arndt et al. [26] indirect means, and that it is implicitly determined via other

subjected a major part of thep charge exchange differential <o aples. This would remove the conflict concerning sen-
cross section data to an analysis using the difference methogitivity.

They deduced the coupling constant at many different ener- o ormalization of different data sets is a notorious
gies from 0.1 to 1 GeV and found average values betwee(gﬂ

the analysis ofrN andNN scattering dat49].

i h il he choi roblem when making comparisons. Most data below the
13.31 and 13.76 depending on the details on the choice ¢fio, hroduction threshold at 275 MeV have a floating nor-
comparison models. This analysis confirms the general statgs)i7ation and will therefore just give the angular shape.
ment that the packwardp cross sections indeed can be ex- Apgve about 300 MeV. many measurements have been nor-
trapolated to give values for the coupling constant. Howeverp, - ji>oq by a simultaneous measurement of e - dr®

their individual results show a considerable scatter of AP¢ross section, converting data from the corresponding reac-
proximately+10%. A large part of this appears to originate tion pp—d=, and correcting for Coulomb, threshold and
from the quality of the data. In particular, the deduggd isospin effects. Because of the many difficulties involved in
show obvious systematic and unexpected trends with energiis procedure, it is hard to obtain a precision of better than
within rather narrow energy intervals. Further, the normal-+10% in such a normalization. These and many other data
ization of most of the data, crucial for conclusions, is subjecfroblems will be discussed in some detail in a forthcoming
to considerable caution as we have previously emphasizeg@aper[15].

In part of the investigation Arndit al. normalize the experi- | addition to the lack of sensitivity to the data which for
mzental data to the standard Virginia solution SM95 withys is essential, the Nijmegen group as with the Virginia
g, -=13.75. Finally, their analysis uses rather high powersgroup finds a substantially lower value for the coupling con-
of polynomials in the fitting procedure. A considerable partstant than we dgsee Table VIIJ. We remind the reader that

of the advantage of the difference method can easily be logheir analysis is based partly on an important set of data in
in such a case. As we have seen, the relevant information @onflict with the ones we are using here, as discussed previ-
concentrated tsmall momentum transfers. It is essential ously. The potential impact from this on their conclusion is
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TABLE VIII. Recent determinations offNN coupling constants.

Coupling constant Source Reference

git=14_28t 0.18 7 p scattering; dispersion relations Koch and Pietarifign

gio:14,52t 0.40 pp scattering; forward dispersion relations Krpa]

gio: 13.47+0.11 NN scattering; PWA Stokst al. [5]

g>.=13.58-0.05 NN scattering; PWA Stokst al. [5]

gi¢=13.75t 0.15 7=N scattering; GMO sum rule Arndit al. [8]
g>.=13.7 NN scattering; PWA Arndet al. [7]

gii =14.52+0.26 np scattering; difference method Present work

presently not known. Further, 1-2% is a high precision andhe totalnp cross section, which is one of the most accu-
the rules of precision physics apply. This raises a question afately known cross sections in nuclear physics, together with
principle concerning the primary determination of an impor-a novel approach, in which the differential cross section mea-
tant physical constant such ﬁt, independently of the surement was considered as a simultaneous measurement of
value that is found. The experimental and theoretical procea fraction of the total cross section. To relate our data to the
dures must be as transparent and reproducible as possibtetal cross section as measured by Lisoweskal. [19] and
and ideally they should be improvable. It is fundamentallyGrundieset al. [20], this fraction was determined using the
undesirable to compound information from many differentangular shape of a number of energy-dependent PWA'’s. We
sources with different systematic errors. In addition, it wouldbelieve that the normalization obtained in this way is good to
be valuable to have a clear demonstration that the procedumthin +2.3%.
of analysis indeed reproduces the coupling constant from The present data have been compared with other data sets
pseudodata to the accuracy that is quoted. This would prgaublished in the literature. To be able to compare also with
vide a clear demonstration that no systematical errors of imdata at other energies, the cross sections were displayed as
portance have been introduced. Although the determinationdo/dt versust. It was found that in the angular region
by the Nijmegen and the Virginia groups based on energyd150°—180° our data are steeper than those of the large data
dependent PWA analysis are interesting, they cannot defset of Bonnetet al. [16] below about 400 MeV, while they
nitely settle the issue of the coupling constant. are more similar to the Bonner data at higher energies. The
The charge exchange reactiggp—nn has the same shape agreement between our data and those istétet al.
charged pion Born terms as fap charge exchange and is [17], which cover the energy range 200-580 MeV, is excel-
therefore in principle a similar source of information @fr;g. lent. _ .
The recent experimental data are superior in quality to those COmparisons have also been performed with several
in np charge exchange both in normalization, in statistics”WWA'S andNN potential models. Also here it was found that
and in the fact that they now cover the entire angular range?U" data are steeper at the backward angles, which is not
at least at one enerd$0]. The authors of Ref§51,52 have  SUTPrising, since these models were obtained by fitting to the

used the Chew method to extragi+=12 80 from these €Xisting data(with the exclusion of those of Hstes. It is

: interesting to note, however, that the present data are best
data. We have also recently analyzed these data in det&}:ﬁescribed in the 72° 150° region by the SM95 PWARefs.

[43]. Unfortunately, they do not appear to give quite the[18,26), which was obtained by fitting to data up to 1.6

same precision as the one that can be achieved imhe GeV. Thus, it seems as, down to 162 MeV, this PWA brings
case. The reasons are the following: first, annihilation causeS ' ' ' ’

a strong reduction of the cross section in the region mos ome of the high-energy information, which, as we have

sensitive to the pion. In addition, the overall knowledge Ofshown, 'S in better agreement with our data.
. ) pon. ) ’ X 9 The present data have been used to determine a precise
elastic antiproton reactions is less detailed thari\fdl reac-

Yalue for the chargedNN coupling constant using extrapo-

tions. The difference method is then less useful and efficienI . he pi | ina th lati
in the case of antiprotons. One is faced with relying on theatlon to the pion pole. Using the most aCC“ratE extrapolation
ethod, the difference method, we fingNg’.=14.52

Chew method, which is more exposed to systematics. Thd' ) : :
reactionpp—nn gives a low value fog>. of 13.0 with a  +0-13 (f7-=0.0803-0.0007) with a systematic error of
formally small statistical error. For the reasons stated, th@Pout=0.15 (=0.0008) and a normalization uncertainty of
real systematic error appears to be of the order of 0.7, i.e0-17 (0.0009). We have no difficulty in reproducing the
5%. This still makes it interesting in the present discussioniNPut coupling constants of models using equivalent pseudo-
but it is not decisive in the precision determination and in thedata. The practical usefulness of the method, its precision

choice between a high and a low value for the coupling con@nd its relative insensitivity to systematics appear to be in
stant. hand without serious problems. It is noteworthy that the

pseudodata demonstrate that considerable precision is
achieved statistically at a single energy. However, the abso-
lute normalization of the data is crucial. The method we use
The np differential cross section has been measured ahas not yet reached its theoretical limit, but we can now
162 MeV in the angular range 72°180°, using a magnetic pinpoint the key information necessary for this in tN&N
proton recoil spectrometer. The data were normalized usingector. We require unpolarized differential cross sections

VI. SUMMARY AND CONCLUSIONS
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