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We have obtained charge-changing cross sections and partial cross sections for fragmentation of 1.05
GeV/nucleon Fe projectiles incident on H, C, Al, Cu, and Pb nuclei. The energy region covered by this
experiment is critical for an understanding of galactic cosmic ray propagation and space radiation biophysics.
Surviving primary beam particles and fragments with charges from 12 to 25 produced within a forward cone
of half-angle 61 mrad were detected using a silicon detector telescope to identify their charge and the cross
sections were calculated after correction of the measured yields for finite target thickness effects. The cross
sections are compared to model calculations and to previous measurements. Cross sections for the production
of fragments with even-numbered nuclear charges are seen to be enhanced in almost all cases.
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PACS numbegps): 25.75~(q, 98.70.Sa

I. INTRODUCTION iron ion. The two detectors furthest upstredil and T2

were each about 33@m thick with active areas of

Heavy-lon fragmentau_on has been the SUbIECt. of mu_cléoo mnf, and were used to trigger the experiment. All sili-
experimental and theoretical work, yet there remain conside o, getectors were read out with standard electronics—a lo-
$

erable discrepancies both between experiments and modél o . o
. . cally mounted charge preamplifier, a shaping amplifier, and
as well as between experiments which purport to measure thé L= : o " -
: . : .~ gh 11- or 12-bit digitizer. A pair of position-sensitive silicon

same things. The fragmentation of the high-energy heavy-io ; : .
. . . etectordPSDL1Y and 1%, oriented so as to provide vertical
component of the galactic cosmic ra§GCR) has applica-

tions in astrophysic§1] and in radiobiology and radiation and horizontal position information, respectively, were
. physt 9y Splaced downstream of the trigger detectors. Each PSD is
protection. A precise and accurate description of the trans®

port of heavy ions in matter, which is sensitive to details Of~1-mm thick and has an active area 6fL500 mri. Tar-

S T : ets were placed immediately downstream of PSD1X; the
fragmentation, is essential in understanding the effects of th%eam energy at the target entrance was determiseel be-
heavy-ion component of the GCR on humans in sg&ie ay 9

The heaviest ion present in significant numbers in the Gcg) to be 1.053-0.005 GeV/nucleon. A second PSD pair,

is ®%Fe; the measurements described in this paper were ma Y and 2X, was placed 30 cm further downstream. Each

with iron ions at an energy of 1.05 GeV/nucleon, which is D generates two position-dependent signals and a third

: signal proportional to the total charge liberated in the detec-
near the peak of the solar-modulated GCR iron energy spec&—)?' In 2heppresent analysis we hag\]/e used only the energy

trum [3]. While many results have been published on ironI ss. AE. sianals. The resolution iAE was sufficient to
fragmentation between several hundred MeV/nucleon anallo’ s’to 'gent'. bvi ks in th ; 4-
several GeV/nucleo4-10|, previously-reported fragment . wu : ify obvious peaks in the Spectra correspon
production cross sectiornd,7,9] show significant discrepan- ing to fragment charges as Iovx_/ as 10 or 11 in m_ost cases.
The beam energy at the exit of the vacuum line was de-

(r:r;(‘a;]tvsvhwh we believe are resolved by the present measure: . by two independent methods to be 1.064

Il. EXPERIMENTAL APPARATUS

The data reported here were obtained during experiment

E898 at the Alternating Gradient Synchrotr¢dAGS) at -

Brookhaven National Laboratory. A silicon detector tele- T

scope, four elements of which were placed upstream of the ’ o 30cm

target, was used to identify charged particles. A very similar PSDLY, X = PSD2Y ;
system has previously been described in the literatiité Not o scale '

. . target
The arrangement of the detectors used in the present analysis

is shown schematically in Fig. 1. Off-line cuts using the FIG. 1. Schematic diagram showing the relative sizes, depths,
detectors upstream of the target allow us to ensure that eaelhd positions of the target and detectors used in the present analy-
event used in the analysis was initiated by a single incidensis.

0556-2813/97/5@)/38810)/$10.00 56 388 © 1997 The American Physical Society



56 HEAVY FRAGMENT PRODUCTION CROSS SECTIOS!. . . 389

targets, peaks corresponding to loviés are seen.

(iv) In the one-dimensional histogram, the bottom of each
“valley” is used to delimit the range oAE corresponding to
a particularZ. The number of events of a giveh is then
determined simply by counting events between the delimit-
ing cuts.[The numberN(Z) determined this way differs
slightly from that determined by the method of fitting a
Gaussian to the peak. In most cases, there was no significant
difference between the two. For thin targets androm
about 12 to 16, the “valleys” are less distinct; in such cases,
the parameters from the Gaussian fits to the peaks were used
to determineN(Z).] This number, divided by the total num-
ber of events in the histogram, defines the probability for
finding chargez, i.e., P(Z)=N(Z)/N(total).

Data taken without a target are used to determine the
background for each fragmeit as well as the probability
vl b Lo bbb for iron to survive these cuts. We refer to the probabilities

° 1000200 300 400 500 600 thus obtained a®,(Z), the subscript O referring to the ab-
sence of a target. These probabilities varied over time, owing
AE in 2mm Si [MeV] to variations in the amount of material on the beamline; in
eneral, runs were corrected using the target-out data taken

FIG. 2. Histogram of deposited energy in detectors PSD2X ang|psest in time, typically within a few hours. For some runs,
2Y, with }:33 cm of graphite in thg beam. The combined depth of, tissue-equivalent proportional countdiEPQ was placed
the two silicon detectors is approximately 2 mm. on the beamline between the target and PSD2. When present,

the TEPC was the principal source of background, as its
+0.005 GeV/nucleon. The first method used parallel-platematerials represent about 3.5% of an interaction length for
ionization chambers and a variable-depth water column tiron ions. With the TEPC off the beamline, background
determine the Bragg curve of the beam. Considerable carevents comprised less than 1% of the total. The total charge-
was taken in the energy measurement to account for the eéhanging cross section for a given target of degitban be
fects of the beam passing through long sections of air andritten
through the plastic windows on the water column. The sec-
ond method used the measured shifts in the iron peak loca- —A In[P.(26)]
tion as a function of target depth. The two analyses yielded Occ™ pdN, ' @
highly consistent results. The decrease in energy to the
quoted value of 1.0580.005 GeV/nucleon at the target en- whereN, is Avogadro’s numberp the target densityA the
trance is due to ionization energy loss in the silicon detectorgarget's mass number, anl.,(26)=P(26)/Py(26). The
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T1, T2, PSD1Y, and PSD1X. error in o is given by
The experimental acceptance is defined by PSD2X. As
seen from a point at the target center and precisely on the S0y OPon(26) 1

@

beam axis, this corresponds to a cone of half-angle 3.5°. o P.1(26) INP.(261"
Calculations using a Goldhaber-type model for the fragment e corf 26) N[ Poor( 26)]
transverse momentum distributio[ts2,1_?ﬂ indicate that for WhenP,,,(26) is close to Zthe case in thin target datdhe

the range of fragment charges considered here<s@gg  error in o is very sensitive to small uncertainties in

=<25), acceptance corrections are negligible. Peor(26).
The production probabilityP(Z) for each fragment
IIl. DATA ANALYSIS charge must be corrected for background according to the

relation Py (Z)=P(Z) —Po(Z)P¢o(26). Fragment pro-

Analysis of the data proceeds in the following steps.  duction cross sections are given ly,=oed Poor(Z)/[ 1

(i) A scatter plot ofAE(T2) vs AE(T1) is made, and a —P_,(26)]}. Using these formulas, the sum of the fragment
cut is made by eye to select events which are within about 3roduction cross sections is equ@s it must bg to the
standard deviations of the iron peak in both detectors. Theharge-changing cross section.
procedure is repeated using PSD1Y and PSD1X to guarantee
that the particle entering the target was iron.

(i) A scatter plot is made forAE(PSD2X) vs
AE(PSD2Y), and events in which a particle undergoes a In any target, there is a finite probability for secondary-
nuclear interaction in one detector or the other are rejectecand higher-generation interactions involving fragments.
Typically, about 3—4 % of events are rejected at this stage While these have no effect on the measurement of charge-

(i) A one-dimensional histogram ofAE(PSD2X) changing cross sections, they affect fragment yields by de-
+AE(PSD2Y) of the events passing the first two cuts ispleting the number of fragments with charge close to the
made(see Fig. 2 for an examplePeaks for elements with primary and enhancing the number of much lighter frag-
Z=12 to Z=26 are evident in all cases; with some thick ments. To estimate the effects in various data sets, a Monte

IV. CORRECTIONS FOR FINITE TARGET DEPTHS
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Carlo program was written which simulates up to five gen- TABLE I. Total charge-changing cross sections f$Fe on
erations of interactions in a target, and then reports the apsarious targets, in millibarns. The errors are statistical only on the
parent cross section and the input cross sections. The ratio #fdividual target results, with a 2.5% systematic error assigned to
the input to apparent cross section provided a unique corredbe weighted average results. The hydrogen cross section is inferred
tion factor for each combination of fragment charge, targefrom the measured C and Gléross sections.

material, and target thickness. After the correction factors are

applied, one can combine cross sections determined at dif- 7cc (Mb) g (MD) g (MD) e (MD)

ferent depths of a given material, which enhances the statig-2"9€! (Depth (Depth (Depth ~ wid. av.

tical accuracy of the measurement and also provides a test pf 661+40

any systematic errors that might arise from the corrections.c 1423+ 13 1520+ 7 1496+37
Two models for fragment production cross sections were (133 cn  (2.66 cm

used as input to the Monte Carlo. One was adapted fror&H2 2809+ 11 2823+ 8 2818+70

NUCFRG2 a semiempirical nuclear fragmentation modit], (2.16 cm (5.20 cm

and the other was a naive model in which all fragments arg,
produced with equal probability.e., if a fragment of charge
Z+1 interacts, the probability for producing any possible
secondary fragment is simply Z. The naive model was
used to test the sensitivity of the final results to the cross
sections used in this step of the analysis. For this applicatiorF,
we found very little difference between the two models; the
respective correction factors in all cases agreed to within
2.5%.

2072+14 20749 19679 2010+50
(0.65 cm (.30 cm  (2.60 cm

277915 28709 27318 2789+70
(0.32 cm (0.64 cm (1.28 cm

b 4185-18 4185+107
(0.3175 cm

. o our methodology and, in the weighted average column, the
In b.OthNUCFRGzand the naive mode_l, the proba_blhty for_ uoted error is the quadrature sum of the statistical and sys-
a particle to undergo a charge—changmg nuclgar Interactio ematic errorgwith the latter dominating We note that the
gﬂiﬁ;tg;ﬁgﬁﬂ;ﬂg ;r? dg\?\zgc?gg]: cross section, as paran??agment proquction Cross _sections are proportional to the_
' charge-changing cross sections, and therefore any systematic
error in the latter propagates to the systematic error in the
former.
A number of parametrizations of the energy-independent
wherero=1.26 fm andA,,A, refer to the mass numbers of o406 changing cross section exist. In a recent peidr
the colliding nuclei. Note that the geometric cross section i\jjisen et al. review several of them. Their best-fit form uses
larger than the charge-changing cross section, since thg,qjear radii measured via electron scattefimiltiplied by

former includ_es r_eactions_in WhiCh only neutrons are stripped, scle factor determined from their datand is expressed
from the projectile. As will be discussed further, there are,q

many other parametrizations of the geometric cross section,

and they generally yield results that are mutually consistent o(Rp,Ry)=7[Rp+R;—AR]?, (4)
within =10%. This uncertainty represents a separate contri-

bution to the correction factors, e.g., a 10% correction faCtO(NhereRp andR; are the(scaledl radii of the projectile and
has a+1.0% uncertainty from this error source. Since ourtarget, respectively, and the overlap teAR is experimen-
correction factors are at most 16%, we estimate that thigy|ly found to be 3.28:0.05 fm. Calculated values using Eq.
source contributes an uncertainty of at most 1.6% to the fragw) are shown in Table 1, along with values determined from

o(A,A)=7r5(AP+AYP—0.2-A7 T -A 12, (3)

ment production cross sections. the Bradt-Peters forml7] using parameters determined by
Chenet al. [1] (ro=1.35 fm, and the overlap parameter
V. CHARGE-CHANGING CROSS SECTION RESULTS =0.83. Also shown in the table are predictions from the

) ] . NUCFRG2 code [14] and from theQMSFRG code [18]. We
Table | shows the charge-changing cross sections for iro@now values ofy? along with the model predictions. Equa-

on hydrogen, carbon, polyethylene, aluminum, copper, anglon (4) gives ay? per degree of freedom of 3.8; the Bradt-
lead targets. The hydrogen cross sectlon is inferred from,thﬁeters form, 5.1NUCFRG2 8.2: andQMSFRG 13.6. The first
carbon and polyethylene _data according to the relatiofpee values are comparable to those reported in Rél.
O'HZO.S((TCHZ—O'C). The relative error on the hydrogen mea- | ith somewhat heavier beam ioh¥Kr and 1%%Ag). Except
surement is large compared to the other targets, owing to thigr the hydrogen target result, the measured cross sections
propagation of errors in the GHand C cross sections. The are smaller than predicted by most or all of the models.
errors for any individual target depth are statistical oly.

determining the un.cgrtainty in the surviving iron fragtion _in VI. FRAGMENT PRODUCTION CROSS SECTIONS

any given sample, it is proper to treat the errors as binomial.

In the fifth column from the left, we show the weighted In the preceding discussion, we have identified three
average cross sections determined by combining results frospurces of systematic error which apply to all fragment pro-
all target depths of a given material. For each material, theluction cross sectiongi) the fragmentation model used to
spread ino . determined at different depths is less than ordetermine the target thickness corrections, 2.6Pbthe geo-
approximately equal to 2.5% of the weighted average valuemetric cross sections used in the Monte Carlo, 1.6#9;the

We interpret this spread as arising from systematic errors ipropagated errors fromr.., about 2.5%. Added in quadra-
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TABLE Il. Charge-changing cross sections as per Table I, compared to several models.

Occ Occ (mb)

(mb) Eq. 4 Occ (mb) Occ (mb) Occ (mb)
Target wtd. av. (Nilsen) x> (Bradt-Peters x> NUCFRG2 X QMSFRG X°
H 661+40 584 3.7 659 0.0
C 1496+37 1522 0.5 1599 7.7 1630 13.1 1613 10.0
Al 2010+50 1902 4.7 2058 0.9 2101 3.3 2202 14.7
Cu 278970 2841 0.6 2802 0.1 2833 0.4 2995 8.7
Pb 4185-107 4509 9.5 4547 11.5 4608 15.8 4672 20.9
ture, these total about 4%. have combined the data sets. The errors shown in the table

Data taken with varying depths of a given target materialare quadrature sums of statistical and systematic uncertain-
allow us to make multiple independent measurements of théies. Tables IV-VII show analogous results for aluminum,
fragment production cross sections. After the target thicknesgopper, lead, and hydrogen targets. In Tables VI and VII,
corrections have been applied, the cross sections measuredt@re is no combining of data sets and thereforexficto
different depths of a given material should be mutually conTeport. Summing over all thg?'s reported in Tables 11—V
sistent within the statistical and systematic errors. If the meayi€lds a total of 58.9 for 70 degrees of freedom; the prob-

evaluating they?), it is then reasonable to take as our “best €SS corrections were introducing substantial errors, the re-

measurement” the weighted average of the multiple meaSult would be large values of; the very reasonable values
surements. In Table 11, we show the weighted average opoPtained suggest that the corrections have been determined
tained with the two carﬁon-target data sets. JRewhich is within the quoted accuracylndeed, the high probability to

. xceed this value of? suggests that, if anything, the sys-
a measure of how well _the data sets agree, is 14.3 for 1§ematic errors may be slightly overestimajed.
degrees of freedom, which suggests that it is reasonable {0

A. Odd-even effect

TABLE Ill. Cross sections in millibarns, after corrections, for For all targets, the fragment production cross sections do
iron on carbon targets. The weighted average cross section, ot‘ﬁ- :

. i —hot fall monotonically with increasing charge-chand&.
tained from data taken at two target depths, is shown alongside y 9 9 ng
results from previous experiments. The uncertainties shown for the TABLE IV. Results as per Table Ill, for data taken with three

present experiment are the quadrature sums of statistical and sydepths of aluminum targets. The totgf for combining data sets
tematic errors. The tota}? for combining data sets obtained in the obtained in the present experiment is 18.6 for 28 degrees of free-

present experiment is 14.3 for 14 degrees of freedom. dom.
a(mb) Westfall Cummings Webber a(mb) a(mb)
this et al. et al. et al. this Cummings
experiment (mb) (mb) (mb) experiment et al.

o5 152+6 181+27 141+3 158+2 05 181+6 174x4
T4 114+5 124+13 105+3 113+2 Oy 124+5 128+3
023 75+3 100+11 79+2 78+2 02 90+4 91+3
T 78+4 87+11 752 76+2 O 93+4 84+3
O 61+3 54+9 57+2 56x2 oo 72+3 73+2
T2 62+3 78+11 63+2 58+2 T2 74%3 69+2
o19 45+2 52+7 44+2 41+2 o19 59+3 53+2
O1g 50*2 55+9 48+2 42+2 o1 59+2 53+2
017 42+2 53+7 41+2 35+2 o197 49+2 45+2
o6 48+2 54+10 46+2 41+2 o6 55+2 52+2
o5 40+2 59+10 39+2 29+3 o5 48+2 43+2
14 53+2 57+10 51+2 44+4 O14 67+3 58+2
013 42+2 83+11 41+2 27+3 013 44+2 45+2

o1 51+2 45+2 36+4 o1 56+3 52+2
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TABLE V. Results as per Tables Il and IV, for data taken with  TABLE VII. Cross sections in millibarns, after corrections, for
three depths of copper targets. The togalfor combining data sets iron on a hydrogen target, alongside results from previous experi-
obtained in the present experiment is 25.9 for 28 degrees of freanents. The cross sections are inferred using data taken with poly-

dom. ethylene and carbon targets, as described in the text.
a(mb) o(mb) a(mb) a(mb) a(mb) a(mb)
this Cummings Westfall this Webber Westfall
experiment et al. et al. experiment et al. et al.
05 232+9 239+7 219+20 Oos 111+7 110+3 127+24
04 154+6 147+4 149+16 oy 93+6 87+3 80-13
023 112+5 99+3 121+15 023 73+4 66+2 60+11
O 112+5 98+3 101+14 ) 74+4 70+2 82+13
01 84x4 74+3 10015 oo 55+3 52+2 62+11
T 854 80=3 98+14 T2 51+3 52+2 47+11
19 65+3 602 88+14 019 40*3 36+2 36+9
o1g 693 61+2 95+15 o1 363 34+2 31+9
017 65+3 49+2 86+13 17 28+2 22+2 36+17
o6 65+3 60+2 56+11 o6 25+2 27+3 37+24
o5 60=3 502 88+15 o5 17+2 15+3 22+10
14 73+4 7242 72+11 O14 21+2 204 31%9
013 57+3 51+2 17927 013 14+2 13+3 25+10
012 71+3 61+2 012 8+2

Instead, enhanced production of ev@muclei (the “odd-
even effect’), particularly silicon g=14), is seen. Aside
from AZ=1 and 2, the cross sections for production of even-
Z nuclei Z,, are seen to be comparable to or larger than the

TABLE VI. Results as per Tables IlI-V, for data taken with a
single lead target.

o(mb) o(mb) o(mb) cross sections for the species with chargé&s,€1), and
this Cummings Westfall significantly larger than the cross sections for the species
experiment et al. et al. with charges Z.,—1). Similar behavior has recently been
noted in fragmentation cross sections at slightly lower beam
025 481+31 50113 50940 energies for heavy ions with isospi=0 on hydrogen tar-
s 203+17 20316 242+ 25 gets'by Knpttet al. [19]; the enhancement of silicon produc-
tion is attributed to its shell structurelosedds;, subshell.
023 146+13 1305 14220 The authors of Ref[19] note that their data show a clear
- 137+12 135+5 148+22 odd-even effect when the incident projectile has isoSpin

=0, and no such effect wheh,=— 2. However, *Fe has

oy 107+11 1044 111+17 T,=—2 and, in the present data, an odd-even effect is seen
for several targets, apparently including hydrogen, as dis-
cussed below.

o9 99+10 80+4 90+19 In order to quantify the odd-even effect, and to look for
any dependence of the effect on target mass, we define for

O 112+11 98+4 144+22

T18 86*9 4 73+15 evenZ species the ratio(Ze,)/ oinerZey), Where the cross

o 80+9 60-3 90+19 section in the numerator is measured and that in the denomi-
nator is obtained by interpolating between the cross sections

T16 63+8 763 116+£19 of the adjacent species, i.e.,

o1s 74+8 64+3 78+16 H(Zot 1) = 0(Za—1)

o4 909 86+4 119+22 Tinterp= 0(Zey= 1) + 2 )

713 76=19 62:3 1937 Ratios were calculated from Tables IlI-VII, for evetis

o12 77+19 743 between 14 and 22, using data from the present experiment;
the results are shown in Table VIWe excludeZ=24, as
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TABLE VIII. The ratio 0(Ze,)/ oiner{ Ze) for evenZ nuclei and various targets. The ratios are obtained using the cross sections reported
for this experiment in Tables IlI-VII, using E@5). Values greater than 1.0 indicate an enhancement in the production oZewveclei.

Zirag Hydrogen Carbon Aluminum Copper Lead
22 1.16-0.09 1.15-0.09 1.15-0.08 1.14-0.08 1.08:0.15
20 1.070.10 1.170.09 1.170.08 1.14-0.08 1.09-0.17
18 1.06£0.12 1.15-0.08 1.09-0.07 1.06-0.08 0.96-0.16
16 1.11+0.15 1.170.09 1.13-0.07 1.04£0.08 0.82-0.15
14 1.35£0.25 1.29-0.09 1.46-0.10 1.25-0.10 1.20:0.24

there is no hint of an enhancement for those cross sectiongresent results at about the 10% level, with the Cummings
The data for carbon, aluminum, and copper targets yield reet al. cross sections generally smaller than ours. The agree-
markably similar ratios, almost all of which are 1-2 standardment is somewhat better for charge 19 and above. The results
deviations above the null result value of 1.0. The ratios obare shown in Table IV.

tained for fragment charges 16, 18, 20, and 22 for these Previous data for iron on coppéfable V) come from
targets and for the hydrogen target are mutually consisteriioth Cummingset al. and Westfallet al. and, even exclud-
within errors, and have a combined weighted average oing the very large disparity &= 13, the two data sets do not
1.13+0.02. Combining the ratios for the same targets foragree well. The cross sections reported by Westalhl.
Z=14 yields a value of 1.380.05. tend to be considerably larger, typically 20%, in some cases

For the lead-target data, the large uncertainties in Tablas great as 50%. For the majority of fragment species, the
VIII preclude firm conclusions. The central values of the present data lie in between these two previous data sets. On
ratios are uniformly lower than for the other targets and allaverage, our results are closer to those of Cummaigsd,,
are consistent with a null result. mostly to within about 10%. However, the¢® between data

For the hydrogen target, the values are consistent, withisets is actually smallest between our data and that of Westfall
errors, with both the null result and with the data for carbon,et al. (This is strongly influenced by the large errors in their
aluminum, and copper. However, the weighted average oflata)
the ratios forZ=16 through 22 is 1.12.05, significantly For the lead target datélable VI), the cross sections
away from the null result, and the Webbetral. hydrogen-  previously reported by Cummingst al. and by Westfall
target data—which have smaller uncertainties than thet al. are in reasonable agreement. Our results are in agree-
present data foZ=18—show a significant odd-even effect. ment with both, albeit with comparatively large uncertain-
(Using their data, we find ratios of 1.39.06 for Z=22, ties. All three experiments find a significant enhancement of
1.18+0.08 for Z=20, and 1.1%0.12 for Z=18, results the silicon production cross section, however, the present
which are, again, significantly above 1.0hese results sug- data do not show an enhancement for suli@ir=16) which
gest that there is an odd-even effect witfl a= — 2 projec- is present in the earlier data. As noted above, our data show
tile and a hydrogen target, which would not have been exno statistically significant enhancement for ev®nuclei be-
pected on the basis of the analysis in R&8]. tween charges 16 and Z&lthough the errors are sufficiently
large as to not rule out an enhancemefithe Cummings
et al. data, with smaller errors, do appear to show an odd-
even effect.

We turn now to a comparison of our data with previous  \Webberet al. and Westfallet al. have previously pub-
data taken with iron projectiles at beam energies between flshed iron on hydrogen data, which are shown along with
and 2 GeV/nucleon, where the total charge-changing crossur data in Table VII. Over the entire range of fragment
sections for incident iron have been observed to be approxiharges shown, the present experiment agrees very well with
mately independent of beam enei@y. Tables IlI-VII show  \webberet al—the x? between the two data sets is 11.6 for
cross sections obtained previously by other groups with th@4 degrees of freedom. This agreement exists in spite of
same target materials as were used in the present experimesjgnificant discrepancies between the two experiments in the
The beam energies for the previous measurements were @grbon cross sections fa@r from 12 to 18. There are similar
follows: Westfallet al[4], 1.88 GeV/nUCIeon; Webbet al. discrepancies between the two in th|s Charge range fq’ CH
[6-8], 1.086 GeV/nucleon; Cummingat al. [9], 1.55 GeV/  targets(see Table X). The hydrogen cross sections @per-
nucleon. _ haps fortuitously in good agreement because these discrep-

For the carbon target, shown in Table Ill, the present exancies cancel in the subtraction of the carbon cross sections
periment is in excellent agreement with the Cummiagal.  fom the CH cross sections.
data, and also with Webbet al. over the charge range from To further quantify the comparisons, we defihe,, to be
19-25. For charges 18 and below, the Webbkeal. cross  the “average difference” between previously reported cross

sections are significantly smaller than either the present exsections and the present one for a given target as
periment or the Cummingst al. results. The Westfalkt al.

data are—except fof =13—in reasonable agreement with oi(reported— o;(present

both the present experiment and with Cummiegs!. Ta= 2 o (preseny as: (6)
There are previously published data for iron on an alumi-

num target from Cumming®t al, which agree with the where the sum runs over fragment chargend N is the

B. Comparison to previous experiments at £2 GeV/nucleon
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TABLE IX. Comparison of average differencée Ao, values and rms’s between previous experiments and the present experiment,
as described in the texsee Eq.(6)]. For the comparisons to the data of Westfalal, the first value quoted in each entry is for 13
<Zpag<25, and the value in parentheses is forslg,4=<25.

Cummings Westfall Webber
Target Aoy, rms Aoy, rms Aoy rms
H 0.16 (0.11 0.30 (0.29 —0.060 0.070
C —0.043 0.043 0.230.17) 0.26 (0.15 —-0.13 0.12
Al —-0.10 0.062
Cu —0.099 0.062 0.290.13 0.59 (0.2)
Pb —0.056 0.12 0.250.149 0.45 (0.26
CH, —0.088 0.077
number of cross sections compared. We Ase,, to com- (i) The parametrization of Ref9] with new parameters

pare experiments rather than computipgjs owing to the  determined by Nilseret al. (Eq. (14) of Ref.[16]). Rather
large valuegand low probabilities, generally less than 1% than fitting their form to our data to obtain a new set of
obtained in most cases. The large valuesyéfmay be at parameters, we have simply used the parameters as deter-
least partially attributable to the exclusion of systematic erimined from their data to calculate the cross sections shown
rors from previously quoted results. Table IX shows thesdn the figure. The predictions of this model, which have no
differences and also shows the root mean square deviatiorsplicit Z dependence, are shown as solid lines. On average,
(rms’s) of the difference distributions, which are an impor- the parametrization does well, although significant details are
tant measure of the relative scatter in the data sets bEirmissed: no odd-even effect is predicted, nor are the |arge
compared. Overall, the cross sections reported here agreoss sections for Si and Mg.

best with those reported by Cumminggsal. Not only are the (i) Cross sections calculafethy the method of scaling
average differences fairly small, the rms’s are small. Thgpe corresponding proton-nucleus cross sectj@i These

trends between experiments are obvious: our Cross sectiongqictions are shown as curves with large dashes. For the
are on average about 4-10 % higher than those reported Ry, - target and $AZ=<11, the model does quite well

H 1 1 H — 0 -
Cummlngs_et al, with rms’s in the range 4-12 %; and our and it also accurately predicts the cross sections for the hy-
cross sections are 16—29 % lower than those reported b
N , ; rogen target and odd-numbered charge changes except for
Westfall et al, with significantly larger rms’s. Excluding the ) ) . .
—1. Virtually every other predicted cross section departs sig-

Z=13 data points from the comparisons to Westtllal. - .
reduces the average differences to the range 1117 % nificantly from the data. For all targets, the model predicts a
" larger-than-observed cross section A6f=1 and, with very

From Table IX, one can infer that, even excluding #the ) )
=13 points, discrepancies averaging on the order of 200few exceptions, smaller-than-opserved cross sections over
exist between the Westfadit al. and Cummingst al. data the rest of theAZ range. The dlscrepanues.for the larger
sets. It is this level of disagreement between previous resul@arge changes are often 50% or greater, which suggests that
which motivates the present set of measurements. Agreemepme model parameters need adjustnj2@t. We note that
between data and models of better than 10% is considerdfe predicted cross sections do show an odd-even effect,
desirable for use in astrophysical modgls]; clearly, agree- Which qualitatively agrees with the data.
ment between experiments must be better than this to make (i) The NUCFRG2 code [14], which is based on an
the model comparisons meaningful. Also, the determinatiorfbrasion-ablation fragmentation model. These predictions
of required shielding against GCR in spaceflight is very senare shown as curves with small dashes. The model does well
sitive to uncertainties in fragmentation cross secti@. for the hydrogen data witidZ=2. We note too that the

The greatest discrepancy in previous data sets is for fraghodel accurately predicts the cross sections for the lead tar-
ments withZ=13 produced in the copper and lead targets9et atAZ=1 and 2, whereas the predictions of models
where in both cases the cross section measured by Westfand (i) above are deficient. This may be due to the explicit
et al. increases sharply, while that of Cummingssal. does  inclusion in this code of electromagnetic dissociation cross
not. For these two targets, the Westfatlal. data are ap- Sections, which are large in hightargets. For most of the
proximately a factor 3 higher than those of Cummiegsl., other data, the predicted cross sections are 10—20 % larger
a trend which persistgalthough to a lesser extenin Z than are observc_ad. No odd-even effc_ect is predicted, nor are
=13 cross sections with other targets. Our data show née enhanced Si and Mg cross sections, although those are
enhancement for =13.

The scaling algorithm of Ref[21] predicts cross sections for
specific combinations of projectile, target, and fragment charges
Figure 3 shows our data for charge-changing cross seGmd masses. To facilitate comparisons with data and with other
tions for FetH, Fe+C, FetAl, Fe+Cu, and F&-Pb, com-  models, we used an isotope list generatechbgrrc2in order to
pared to predictions of four different models. The models arejetermine which isotopes contribute significantly to the fragment
as follows. production cross section at a givén

C. Comparison to models
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(except for the Al targetin fairly good agreement with the range fromAZ=4 to AZ=12 (Si production. For C, Al,

and Cu targets, thAZ<3 cross sections predicted by the
model are far larger than are observed experimentally; the

[18], which is a reformulation of the abrasion-ablation phys-AZ=1 predictions tend to be high by roughly 40%. How-
ics used iNNUCFRG2 The model does not, at present, calcu-ever, for Pb, the model does much better for small charge
late cross sections for hydrogen targets. These predictiorchanges. We recall that, in Table II, theisFrGtotal charge-

are shown as curves with dots. For all targets, the modethanging cross sections were seen to be systematically larger
predicts an odd-even effect that follows the data well in thethan the data by 5-10 %. Adjustments to the model which
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TABLE X. Comparison of average differencébe Ao, values and rms’s between the present experiment and several models.

Nilsen et al. Ref.[21] NUCFRG2 QMSFRG
Target Aoy, rms Aoy, rms Aoy, rms Aoy, rms
H —-0.010 0.11 0.15 0.21 0.002 0.24
C 0.050 0.11 —0.051 0.22 0.19 0.14 0.077 0.17
Al —0.030 0.11 -0.24 0.21 0.092 0.14 0.019 0.22
Cu —0.066 0.10 -0.27 0.27 0.13 0.12 —0.002 0.18
Pb —0.091 0.15 -0.30 0.27 0.12 0.17 —0.064 0.12

would reduce theAZ=<3 cross sections would also signifi- at 434 MeV/nucleon, in good agreement with our result at a
cantly improve the agreement with the measured chargerery similar energy. We find a cross section of 2818
changing cross sections; using a cluster model of the incident 70 mb at 1.05 GeV/nucleon, while Webbet al. find
nucleus, rather than single-particle wave functions, is ex2962+44 mb at 1.086 GeV/nucleon and Westfetlal. find
pected[23] to have precisely this effect, and will be imple- 2920+ 94 mb at 1.88 GeV/nucleon. These are all, within the
mented in future versions of the code. errors, consistent with little or no energy dependence of the
In Table X, we again show “average differences,” here, charge-changing cross section for iron on polyethylene for
with the model calculations playing the role of the (re- beam energies between approximately 0.5 and 2 GeV/
ported in Eqg. (6). Overall, the Nilseret al. parametrization nucleon.
seems to best reproduce the cross sections, as both the aver-The fragment production cross sections are shown in
ages and rms’s are comparatively small. This is true in spit§able Xl, along with the cross sections as determined from
of the fact that the model misses some significant detailshe 1.05 GeV/nucleon data. The comparison is complicated
apparent in the data, such as the odd-even effect. It is diffiby the fact that, in the earlier, lower-energy experiment, the
cult to assess the physical meaning that may be carried bgngular acceptance was somewhat smaller, only 1.6°. The
several of the parameters, and the authors of Réi. state  cross sections have been corrected for acceptance assuming
that many of the parameters are mutually correlated, furthethe fragments follow Gaussian transverse-momentum distri-
obscuring the physical interpretation. In contrast, both thébutions as specified in Refl3]. (We set the parameter
NUCFRGandQMsFRGMmodels have comparatively straightfor- o e.,=110 MeV/c.) The largest correction, fo£=13, is
ward physical interpretations, and both reproduce the data &1%, or 10 mb. FoZ=23, we find the 600 MeV/nucleon
the 10-20 % level, albeit with somewhat larger rms’s thancross sections are systematically larger than those at 1.05
were found for the Nilseret al. parametrization. We note GeV/nucleon, although the errors are sufficiently large to
that none of the models predicts the enhanced cross sectiopgeclude any definitive statement. RO« 19, the 600 MeV/
that are seen for the production of silicofi€ 14) and mag- nucleon cross sections are systematically smaller than the
nesium £=12). We also note that all the models exceptcorresponding cross sections at the higher beam energy. This
NUCFRG2 show steadily decreasing values & ,, as target is qualitatively consistent with the trend seen in the Webber
mass increase$or carbon and heavier targets
TABLE XI. Cross sections for iron on polyethylene at two beam
D. Energy dependence of polyethylene cross sections energies. The 456 MeV/nucleon data are derived from previously

) ) . published fragment fluence data. For comparison, the results of
We have previously published data for the fragmentationyepperet al. at very similar energies are shown.

of nominally 600 MeV/nucleorr®e on polyethylene targets

of various depthg24]. Owing to energy loss in materials a(mb) a(mb)
upstream of the target, the energy at the target entrance for a(mb) a(mb) Webber Webber
these data was 510 MeV/nucleon. The data were taken at the 1.05 456 1086 434

LBL Bevalac, and were initially presented as mean free paths ~ GeV/nucleon MeV/nucleon MeV/nucleon MeV/nucleon
and fragment fluence@vith no corrections for multiple in-

teraction$. Using the methods outlined in Sec. Il above, 725 37412 38930 378:7 5049
these data are readily converted to fragment production cros&4 299+10 328£25 2875 432-8
sections. Data from two targets were used, one 2-cm thickKzs  220%8 245822 2117 296+10
(1.84 g cm?), the other 5-cm thick (4.60 g cif). For the 022  225t8 22421 2177 286+9
2-cm target, energy loss calculations show that the energy &t~ 170+6 169+13 1595 196+6
target center was 481 MeV/nucleon; for the 5-cm target, 43P20  164+6 164+13 1615 167+5
MeV/nucleon. The cross sections from the two data setgi  125%5 110+11 112+7 95+5
show no significant differencemplying that any energy o5  121%5 102+9 1097 87=5
dependence in this range is quite wgadnd have therefore o7 97+4 73+8 80+5 53+3
been combined. The total charge-changing cross sectiofg 98+4 86+8 95+6 604
from these data is found to be 28965 mb at an average o5 74+3 616 59+7 333
kinetic energy of 456 MeV/nucleon, where the error is theg,, 92+4 59+8 83+9 60+5
quadrature sum of statistical and systematic contributions. Ig-, 70+3 565 53+6

Ref. [6], Webberet al. find a cross section of 291729 mb



56 HEAVY FRAGMENT PRODUCTION CROSS SECTIOS!. . . 397

et al. data(also shown in Table Xl with increasing beam important features of the data, which suggests that further
energy, cross sections for largk? increase, while those for refinements are in order. Finally, the fragment production

small AZ decrease, so that the sum(approximately con-  cross sections on polyethylene were compared to those ob-
stant. However, Webbegt al. report a much larger effect tained at a lower beam energy and found to show a trend

than is seen in our data. similar to that reported by Webbet al,, although the quan-
titative agreement between experiments is not good at the
VIl. CONCLUSIONS lower energy.
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