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Inelastic deuteron scattering in the Coulomb nuclear interference region:
Procedures for estimating the precision of the extractedB„E2… and B„IS2… values
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Instituto de Fı´sica, Universidade de Sa˜o Paulo, Caixa Postal 66318, 05389-970, Sa˜o Paulo, SP, Brazil
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Taking 94Mo(d,d8)94Mo(21
1) at 13.2 MeV incident energy as an example, a discussion is made about the

influence of known experimental uncertainties in the primary data on the precision of theB(E2) andB(IS2)
values, extracted in Coulomb-nuclear interference~CNI! measurements in a correlated way. The reflexes of
judicious variations of three optical model parameters~around the global prescription! on the extracted values
are also examined. The good quality of the data obtained with the S. Paulo Pelletron-Enge-Spectrograph
facility is shown to allow for a 2–3 % statistical uncertainty level for these quantities, within a distorted-wave
Born approximation-deformed optical model approach. The accuracy of relative values of the ratio
B(E2)/B(IS2), which may be linked to the ratio of proton to neutron quadrupole moments, is argued to be of
similar order.@S0556-2813~97!04810-3#

PACS number~s!: 21.10.Re, 24.10.Ht, 25.45.De, 27.60.1j
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I. INTRODUCTION

The literature shows scarce information on isoscalar
duced transition probabilitiesB(ISL), in contrast to the cor-
responding quantitiesB(EL) associated to the charge. Di
ferences, in particular for 21

1 states of even nuclei, betwee
B(E2) and theB(IS2) values would reflect unhomogeneo
contributions of protons and neutrons to these excitatio
which have been extensively used as indicators of nu
structure properties@1#. Although experimental and theore
ical studies@2,3# point to a dominance of simple homog
neous collective effects on most of these quadrupolar exc
tions, resulting in relative contributions of protons a
neutrons of aboutZ/N, it is clear that a better pinning dow
of the uncertainties associated, both to the experimenta
formation and to the method of analysis, can reveal exp
differences, of theoretical interest. In particular, it is e
pected that near single closed shells, protons and neut
should contribute differently to the 21

1 excitation, in spite of
core polarization effects@3#.

Coulomb-nuclear interference~CNI! in inelastic scatter-
ing, with projectiles of isoscalar character, has long be
known as an excellent instrument for the simultaneous m
surement ofB(EL) andB(ISL), since a relative normaliza
tion of the results is intrinsically given. Medium energy de
terons are convenient projectiles for the investigation of
21

1 states through CNI studies. In fact, global optical pote
tials, important ingredients for the macroscopic analysis
inelastic scattering, besides well tested on elastic scatte
were, for deuterons, also extensively applied to several k
of distorted-wave Born approximation~DWBA! analyses,
thereby allowing regions of validity to be established, th
reducing the number of free parameters. In general, the
tense collective first quadrupolar excitations are well
scribed by the simple deformed optical model~DOMP! in-
terpretation@4#. This method, if applied in the CNI region
allows the simultaneous extraction of the potential deform
tion lengthdpot, and the charge deformation lengthdC. As
usual in DOMP analyses,dpot is assumed equal to th
560556-2813/97/56~4!/1855~11!/$10.00
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nuclear or mass deformation length, which, in turn, spec
izing for quadrupolar excitations, with isoscalarly interacti
projectiles is related to the isoscalar reduced transition pr
ability B(IS2) by

B~ IS2!5~d IS!2F3ZRm

4p G2

,

with d IS[dpot, as supposed.
An analogous relation@5# transformsdC:

B~E2!↑5~dC!2F3ZeRc

4p G2

,

where Rm5r mA1/3 and Rc5r cA
1/3 are, respectively, the

characteristic radii of the mass and the charge distributi
of the nucleus. Taking into account this direct quadratic
lationship between the reduced transition probabilities a
the deformation lengths, which are extracted in the DOM
analyses, the latter ones may be used equivalently in
physical discussion, as will be done in the present paper

Our group which investigates nuclear structure proper
with light ions at the University of Sa˜o Paulo Pelletron Labo-
ratory was, to our knowledge, the first to use CNI measu
ments with deuterons. The mass region betweenA590 and
A5104 has received our particular attention and disclo
interesting effects@6–8#. In general, differences betwee
mass and charge deformations amount to about 10 to 2
indicating the necessity of a rather detailed knowledge of
uncertainties which affect these physical informations. Th
are at least two sources of uncertainties in the extraction
the deformation lengths, if the macroscopic DWBA analy
is taken as sufficiently well founded. One is directly asso
ated to the experimental errors, characteristic of the data
ing procedure. The other reflects the uncertainties in the s
eral parameters needed for the theoretical description of
process. Detailed data of the94Mo(d,d8)94Mo(21

1) reaction
1855 © 1997 The American Physical Society
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1856 56J. L. M. DUARTE et al.
recently obtained@8# at 13.2 MeV incident energy are her
taken as example in discussing the methods applied in
effort of obtaining reliable uncertainties for the deformati
lengths. On this issue, the present work focuses attentio
the reflexes of the experimental statistical errors on thed IS

and dC values, which are extracted in the CNI studies in
correlated way. These are investigated comparing the
come of a Monte Carlo simulation around the data points
the experimental angular distribution, in accordance w
their standard deviations, with the application of statisti
recipes@9#, up to now not in common use in nuclear physi
analyses. It is to be stressed that in the effort of quantify
uncertainties for the results of experimental nuclear struc
studies, it is mandatory, in first place, to be able to repres
correctly the influence of the inherent statistical uncerta
ties, which are always present in the data, since these ar
principle, unambiguously attributed~obtaining thus uncer-
tainties of type A!. The recipes should be applicable also
other experimental situations in nuclear physics where
or more correlated parameters are of importance.

A second step towards a complete quantifications of
uncertainties of theB(E2) andB(IS2) would be to obtain
trustworthy values for the uncertainties of type B, in partic
lar for the several systematic errors due to the incomp
description of the intervening reaction mechanism. This
outside the scope of the present work. Only the effects
small variations of three optical model parameters, taken
the most relevant for the analysis of medium energy deute
inelastic scattering, on the DWBA-DOMP outcomes we
also taken under consideration. The objective is, up to n
to inspect especially chains of isotopes and isotones
closed shells and in known transitional regions of nucl
structure in a comparative way. In particular,94Mo is to be
compared to98Mo and both to92Zr and 96Zr, respectively,
in a research program which is still in progress.

II. EXPERIMENTAL PROCEDURE

The experimental setup and precautions in the data-ta
process will be presented here in some detail for the exam
chosen,94Mo(d,d8)94Mo(21

1), since they are typical for the
procedures developed for the CNI studies with deuteron

The deuteron beam of the Sa˜o Paulo Pelletron accelerato
with an incident energy of 13.2 MeV, was focused on
94Mo enriched target, after passing defining slits of 1
32.0 mm2, which guarantee an adequate object for the E
split-pole spectrograph. Through patient focusing, ratios
tween current on the object defining slits and beam on ta
of about 1:30 could be achieved and maintained. On a ci
lar slit of ;6 mm diameter, situated about half a meter b
fore the defining slits, a ratio of about 1:100 with respect
the beam was pursued, in further guarantee of an adeq
profile of the beam. The very uniform target, enriched
(93.960.1)% and with a thickness of 32mg/cm2, was pre-
pared @10# by electron bombardment evaporation of M
metal, in powder form, on;10mg/cm2 carbon backings.

The ejectiles of the reaction were momentum analyzed
the spectrograph and detected at the focal plane in nuc
emulsion~Ilford G.5, 50mm thick!. The use of nuclear emul
sion reduces dramatically the background associated
deuteron beams, since these detectors do not respond t
he
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abundantg and x rays provenient mostly from (n,g) reac-
tions in the spectrograph iron core, after deuteron break
The emulsion plates were scanned, after processing, in s
of 200 mm across the plates.

Figure 1 displays the relevant portion of three spec
(u lab514°, 18°, and 58°!, showing the peak associated wi
the 21

1 excitation of 94Mo, at 871.1 keV@11#. Two of the
spectra are typical for data taken at forward scattering ang
the good energy resolution of;8 keV full width at half
maximum~FWHM!, being essential for evidencing the pea
with respect to the background, which is due basically to
elastic tail. This background drops rapidly with increasi
angle and, atu lab558°, the small peak associated to th
95Mo(d,d8)95Mo( 9

2
1) excitation is clearly observed at th

correct energy@12#, in the proportion expected from the pre
ence of 95Mo in the target material. The horizontal openin
angle of the spectrograph was maintained fixed, correspo
ing to Du lab561.9°.

Relative normalization of the spectra was achieved
measuring the beam current in an aligned Faraday cup,
electron suppression, connected to a calibrated current
grator, while continuously monitoring the direction of th
beam. Absolute normalization of the cross section was
ferred to optical-model predictions for the elastic scatter
of deuterons on the same target, measured under similar
ditions. Figure 2 shows the elastic scattering data in comp
son with optical model calculations performed with the p
rameters of the global prescription of Perey and Perey@13#
presented in Table I and also with the prescribed parame
but with the radii r R and r I increased by 2%~see further
discussion!. An error of 65% is estimated on the absolu
cross section determinations.

The experimental angular distribution of the inelas
scattering to the 21

1 state is presented in Fig. 3, in compa
son with DWBA-DOMP predictions~averaged over spec
trograph opening angle!. The error bars, where not explicitl
shown, are smaller than, or of the order of, the size of
points in the figure and include the combined effect of s
tistics, plate scanning, and background~and/or contaminant!
subtraction, but do not include any error in the absolute cr
section scale. Scanning of the emulsion plates under an
tical microscope by several calibrated ‘‘readers’’ demo
strated a very good reproductibility (62%! for the number
of tracks in each peak. Each spectrum was ‘‘read’’ by at le
two persons, resulting in low scanning uncertainties.

In perspective, to obtain data with the quality necess
for the proposed CNI studies, for medium mass nuc
where the interference minimum for deuterons of about
MeV appears at relatively forward angles, it is important
apply detection techniques with nuclear emulsions, in as
ciation with the excellent beam profile and energy charac
istics provided by a Tandem-spectrograph facility.

III. ANALYSIS

The DWBA-DOMP angular distributions shown in Fig.
were calculated by means of the codeDWUCK4 @14# with the
macroscopic collective form factors@4#, responsible, respec
tively, for the Coulomb and nuclear quadrupolar excitati
processes:
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FIG. 1. Portions of the spectra of94Mo(d,d8), taken atu lab

514°, 18°, and 58°. Indicated in parenthesis are the energies~in
MeV! of the 21

1 state in94Mo @11# and of the contaminant92
1 state

in 95Mo @12#. Observe the very compressed log scale for they
coordinate.
F2
C~r !5

4pe

5
@B~E2!↑#1/2

1

r 3 for r>Rc5r cA
1/3

and

F2
nuc~r !52dR

pot~U !
dV~r !

dr
2 id I

pot~U !
dWD~r !

dr
,

whereV andWD are the real and surface imaginary depths
the optical potentialU, taken with the usual Woods-Saxo
and derivative Woods-Saxon forms, with given geometri
parameters~r R , aR and r I , aI!. The parametersdC, related
to B(E2)↑, andd IS5dR

pot(U)5d I
pot(U), related toB(IS2),

are, respectively, the charge and isoscalar deforma
lengths, to be extracted in the analysis.

Also shown in Fig. 3 are the separated contributions
Coulomb@due toF2

C(r )# and nuclear@due toF2
nuc(r )# exci-

tations to the 01
1→21

1 transition in 94Mo. Coulomb excita-
tion was treated in the usual way@4# and the spherical Cou
lomb potential, relative to which the deformation
considered, was taken as that of an uniform charge distr
tion without diffuseness and radiusRc . The Coulomb form
factor was taken as zero inside the sharp cutoff charge ra

TABLE I. Global optical model parameters for elastic deuter
scattering prescribed by Perey and Perey@13#. In the analysis a
Coulomb reduced radius ofr c51.22 fm was utilized andr R andr I

were increased by 2.0%, with respect to the prescription.

V
~MeV!

r R

~fm!
aR

~fm!
WD

~MeV!
r I

~fm!
aI

~fm!

96.6 1.15 0.81 17.6 1.34 0.68

FIG. 2. Elastic angular distribution in comparison with optic
model calculations, with parameters of Table I~dashed! and also
increasing~see text! both real and imaginary, radii parameters b
2.0% ~solid!. Experimental uncertainties~error bars! represent the
contributions of statistics, plate scanning, and background sub
tion.
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1858 56J. L. M. DUARTE et al.
and, since this one is well inside the strong absorption rad
the resulting approximation has no appreciable effect on
calculated cross sections. The global parameters which
fine the optical potential were taken from the well-know
systematics of Perey and Perey@13#, with a slight modifica-
tion in the reduced radii to be discussed below.

It is seen that, in particular, the clearly defined interf
ence minimum atu lab;18° scales the relative contribution o
the two excitation processes and that the absolute cross
tion values atu lab>45° are mainly determined by the nucle
excitation. The correlated parameters directly extracted,
x2-minimum fit of the prediction to the data, ared IS and the
ratio C5dC/d IS, being predominantly influenced, respe
tively, by the larger angle results and by the pattern of
interference region.

Deuterons are loosely bound projectiles and, as such,
ject to absorptive reactions at the very tail of the nucl
potential. This effect is represented in the optical model
terpretation through the important role that the imagin
term of the potential plays in determining the pattern of
predicted angular distribution. There are, furthermore, th
retical expectations for possibly differentWD values, even
for neighboring nuclei, due to different open reaction cha
nels. The imaginary potential is, therefore, an expec
source of uncertainty on the predictions of the model. T
reflexes on the extracted deformation lengths of judicio
variations of the depth and of the range of the imagin
potential around the globally predicted values@13#, besides
also of small modifications of the real radius parameter, w
be investigated. The main piece of research to be prese

FIG. 3. Experimental inelastic scattering angular distribut
used to exemplify the CNI method with deuterons. The solid cu
is the best fit of the DWBA-DOMP predictions to the data, wh
the dotted and dashed ones show the contribution of, respecti
Coulomb and nuclear excitation separately. The parameters o
fit are the potential deformation lengthd IS, and the ratioC
5dC/d IS, wheredC is the charge deformation length. Error ba
represent uncertainties due to statistics, plate scanning, and b
ground subtraction and do not include the error in the absolute c
section scale.
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in this section is, however, the effect of the known statisti
uncertainties of the data on the quantities of physical inter

A. Reliability of the extracted deformation lengths
as a function of some relevant model parameters

In the macroscopic analysis of collective excitatio
through inelastic scattering, the optical model parame
have a twofold influence on the results: they determine
distorted waves in the entrance and exit channels of the
action and also the interaction potential in the form fact
To allow for significant comparisons of the spectrosco
information to be extracted through the DWBA-DOM
analysis, in particular if chains of nuclei are to be compar
it seems best to stick, as far as possible, to well-known
approximately constant optical parameter values. This s
tion is devoted to search for the necessity of relaxing t
condition, especially for the imaginary term, as dictated
the experimental results. We, therefore, decided to inve
gate first the reflexes of small modifications of theWD and
r I , and also of ther R , parameters~with respect to the globa
prescription of Perey and Perey@13#! on the theoretical pre-
dictions and, in consequence, on the deformation leng
For now, no other theoretical limitations are considered,
the ensuing discussion is not meant to quantify, in
present stage of the investigation, systematic errors due
possibly faulty interpretation of the reaction mechanism.

Figure 4 shows, in a comparative way, the effect of mo
fications in each of the three optical model paramete
which were considered as most relevant, on the quality of
DWBA-DOMP fits to the data of Fig. 3. The vertical axe
displayxmin

2 , the smallest values ofx2 obtained in adjusting,
each time—that is, for each of the several changing value
WD , r I , or r R—the values ofd IS and of the ratioC for best
fit. The range of variations ofWD , r I , and r R was chosen
such as to provide an increase of a factor;4 in xmin

2 . The
plots in the left column of the figure displayxmin

2 as a func-
tion of, respectively, the depth of the imaginary surface p
tentialWD @Fig. 4~a!#, the reduced radiusr I of the imaginary
potential@Fig. 4~b!#, and the reduced radius of the real p
tential r R @Fig. 4~c!#, maintaining in each case all other op
tical model parameters fixed at their values of the glo
Perey and Perey@13# prescription. Arrows indicate the globa
prescription values ofWD , r I , and r R in the figures. The
plots in the right column@Fig. 4~d!, 4~e!, and 4~f!# represent
the corresponding results ofxmin

2 ~attention is called to the
expanded vertical scale! for the situation where all param
eters, exceptr I and r R , are taken~and fixed if not under
study! at their prescribed values, the radii parameters be
increased by 2.0%, due to considerations to be presente
what follows. So, Fig. 4~a! displays the values ofxmin

2 , in a
range of up to three times the value ofxmin

2 5117 obtained at
WD517.2 MeV. It is seen thatWD517.6 MeV ~see ar-
row! of the Perey and Perey prescription@13# is included in
the ‘‘bottom’’ of the curve. Figures 4~b! and 4~c! indicate, on
the other hand, that the respective minima ofxmin

2 occur, for
both radii, at values which are about 2% higher than
prescription@13#. Figure 4~c! furthermore tells us that an
important reduction is achieved inxmin

2 , especially through
the modification of the real reduced radiusr R . It may, thus,
be noted that, contrary to expectations, the imaginary te
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FIG. 4. Variation of the qual-
ity of the fit to the data of Fig. 3,
as three optical parameters~WD ,
r I , and r R!, each at a time, are
removed from their globally pre-
scribed @13# values, indicated by
arrows~see text!. In ~a! to ~c!, the
parameters which were not unde
study were maintained fixed a
their globally @13# prescribed val-
ues; in~d! to ~f!, the same proce-
dure was adopted, but ther R and
r I parameters, when fixed, wer
increased by 2.0% with respect t
the prescription.
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WD of the global parameters of Perey and Perey@13# repro-
duces the data rather well. On the contrary, the 2% incre
in r R is essential to adjust the relative phase of the predic
to the data, since the real radius has, as is well known
predominant influence on the width of the diffractive osc
lations of the angular distribution. This effect is responsi
for the reduction of a factor;2 in xmin

2 shown in Fig. 4~c!.
In fact, direct inspection of the experimental results un
consideration and also of those for the same reaction at
MeV deuteron energy and for the other isotope98Mo ~at both
energies! @15# had already shown the inelastic diffractive o
cillations to correspond to an apparently larger object th
appropriate for the representation of the elastic results. T
may denote some particularity of the reaction mechanism
the weakly bound deuteron~since it was not observed wit
se
n
a

e

r
.0

n
is
r

a’s! which is beyond the DWBA-DOMP representation, b
is stable with respect to deuteron energy and nuclear ma
the investigated region. Therefore, in the analysis of th
CNI studies with deuterons on Mo, an option was made
modify both, the real and imaginary radii, by an increase
2.0% with respect to the global prescription@13#, in view
also of maintaining their relative value. All other optical p
rameters, alsoWD , were kept as globally prescribed, in a
cordance with the philosophy of aiming at an as unifo
description of the intervening reaction mechanism for
whole mass region, as the data will allow for.

Figure 5 resumes, on one plot, the physical informat
associated to the right column of Figs. 4~d!–4~f!. The three
trajectories there displayed correspond, each, to the sequ
of pairs (d IS,C), determined by the best-fitting procedu
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1860 56J. L. M. DUARTE et al.
already described, with the several values of, respectiv
WD , r I , andr R . The particular points plotted in this figur
are the result, as they are in Fig. 4, of Monte Carlo cho
values of the optical parameters around their globally p
scribed@13# values. An inspection of Fig. 5 tells immediate
the regions of variability ofd IS and C5dC/d IS associated
with indeterminations in the here highlighted optical mod
parameters. It is seen that the radii andWD have orthogonal
effects on the physical results: the last one corresponds
rather sharp value ofC and a relatively large interval ford IS,
while the contrary is verified for variation in the radii. Th
point of intercept in the figure is the value obtained ford IS

andC with all the optical parameters of the DWBA analys
taken at their globally prescribed@13# values, except for the
mentioned 2.0% increase inr I andr R . A similar figure con-
structed for the results displayed in the left part of Fig
4~a!–4~c! contains no additional information of physical in
terest, except that the trajectory in the (d IS,C) plane for
varying WD has a still smaller slope, the point of interce
corresponding tod IS50.78 fm andC51.15.

The behavior of the trajectories in the (d IS,C) plane is in
accordance with thea priori known effects of the optica
parameters on DWBA-DOMP predictions. In fact,WD is
known to affect the ‘‘peak’’ to ‘‘valley’’ ratio of the diffrac-
tive oscillations, higher values ofWD filling in the valleys
progressively and washing the peaks out, resulting in hig
d IS values, while the interference minimum remains ab
the same for constantC. On the other hand, the radii, pa
ticularly the real one, modify the proper diffraction patte
with respect to the angular scale, affecting especially
value ofC. It is seen, through Figs. 4 and 5, that the en
mous increase of a factor of 4 in thexmin

2 values corresponds
in total, to a variability interval of no more than610% in
the relevant physical quantitiesd IS and C. It seems, thus,
qualitatively justified that significant physical informatio

FIG. 5. Sequences of (d IS,C) pairs obtained in the minimizing
procedures represented in Figs. 4~d!, ~e!, and ~f!, for each of the
three selected optical model parameters~WD , r I , and r R!. The
point of intercept correspond to the values ofd IS andC taken to be
the results of the present analysis~see text!.
y,

n
-

l
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can be extracted, even if the optical model parameters are
under restricted doubt.

The Monte Carlo choosing applied here to three of
optical parameters is part of a study, which is still under w
to associate a total model uncertainty to the deformat
lengths, and will be the subject of a forthcoming publicati
@16#. In fact, it is our intention, in the long run, to be able
extract a kind of error belt around the theoretical predictio
reflecting the analysis of the several theoretical shortco
ings, with a hopefully increasing degree of completeness

B. Uncertainties of the deformation lengths
due to experimental errors

This section is devoted to discussing the influence of
experimental errors on the derived quantities of physical
terest and their uncertainties. A systematic error on the
solute cross section scale, estimated to be less than 5%
fects exclusivelyd IS and not the ratioC and will not be
considered in this section. The statistical errors, on the o
hand, affect both parameters of interest. The error b
shown in Fig. 3 are representative of standard deviations
the data points. In the extraction of confidence intervals
the fitted parameters, the nuclear physics literature freque
registers the application of two misused recipes: the sim
addition of 1 to the valuexmin

2 , with all, but the one param
eter under consideration, fixed at the values of the best fi
worse, the increase of 10% toxmin

2 , both thought as defining
the confidence interval of each parameter, for 68.3% of
pectation. The first recipe is adequate only if a single f
parameter is considered@9#, while the second one is at be
an approximation to the first, when about ten data points
available and agreement with the theoretical prediction
statistically perfect.

The statistically recommended procedure depends on
number of free parameters. Furthermore, if the parame
are correlated and/or if the model predictions are not linea
the parameters, as is the case ford IS and C, special care
must be taken if any numerical manipulation involving bo
is to be done and the stability of the results is to be inve
gated. In particular, ifdC is to be determined, the correlatio
has to be explicitly taken into account. For this purpo
general techniques have been brought forward by Cline
co-workers@17#, in the extraction of electromagnetic matr
elements in multiple Coulomb excitation of nuclei, and
Lampton, Margon, and Bowyer@18#, in a more detailed
form, within their astrophysical research projects, the l
being systematized only recently, among other issues,
Presset al. @9#, in a successful book. The recommended p
cedure is to define the hypervolumes in the space of
interesting parameters which contain the expected amo
of events. The contours of these volumes are obtained
specifying predetermined values forDx2 to be added to
xmin

2 , all the parameters being allowed to vary freely. T
values ofDx2 depend on the statistical confidence level~for
instance 68.3%, 99.7%, etc.! and on the number of param
eters. For two parameters, which is the case of the pre
example, the contour lines are not exactly elliptical curves
the plane (d IS,C), since the model is not linear in both pa
rameters. Another critical point is thatxmin

2 551.5, for the 17
experimental points of the example, leads tox red

2 53.43,
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clearly indicating differences between data and model p
diction in excess of the statistical expectation for norma
distributed data, although these values ofx red

2 may be con-
sidered typical for DWBA-DOMP fits with global param
eters. These facts point to the convenience of a thoroug
investigation of the statistical procedures.

Entering in detail, when two parameters are conside
the Lampton, Margon, and Bowyer recipe, as cited by Pr
et al. @9#, specifies that the regions which should conta
68.3 and 99.7% of the statistically expected events for n
mal data and perfect fit are bounded by the approxima
elliptical contour lines obtained consideringDx2 of 2.3 and
11.8, respectively. In Fig. 6~a! these contour lines, obtaine
for the example under discussion, are represented by the
outermost solid curves. Focusing on the 68.3% region
follows that the projections of this contour on each axis c
responds to approximately two times 1.5s @18# of the respec-
tive parameter. That is, if both parameters are looked u
jointly, the projection of the 68.3% region exceeds neces
ily the value of 2s. If, on the other hand, the informatio
needed refers to the uncertainty in one parameter of the
whatsoever the value of the other~which is thereby relaxed!,
slices of widths;2s are defined in the plane (d IS,C) cor-
responding to the projection of the contour line ofxmin

2 11
~represented in the figure by the inner solid almost ellipti
curve!. The referred slices are limited in Fig. 6~a! through
small-dotted vertical and horizontal lines.

A frequently employedx2 minimizing procedure is the
Gauss-Marquardt method, due to its rapid convergence p
erties. This method was, in fact, applied to obtainxmin

2 and
the uncertainties of the parameters in the form of a cov
ance matrix, which contains all the relevant information,
long as the linear approximation is adequate. In this ca
exact ellipses of constantx2 are defined aroundxmin

2 , which
are function solely of the values of the standard deviation
the parameters and their correlation. These are shown as
ted curves in Fig. 6~a! and, for the relatively well-behave
case taken as example, they are seen to be very similar t
contour lines with the sameDx2 values. Within the linear
approximation, it may be shown@18# that the projections of
the two inner ellipses on each parameter axis corresp
exactly to twice 1.515s and 1.000s, respectively.

Now, as already stated, perfect fit of the CNI data is
expected nor obtained with DWBA-DOMP and global op
cal parameters. However, if the aim is on comparative st
ies of collective properties of nuclei, as will be further jus
fied in the discussion, it is this kind of global analysis whi
is deemed as the most appropriate fit to CNI data. Furth
more, the most interesting parameter for these studies,C, is
derived almost exclusively from the forward angle da
points and may, in other situations, have an expressive n
linear effect on the fit. It is, therefore, important to bear
mind that the linearization procedure employed in the Gau
Marquardt approach may under circumstances not be
best method to trust. The Lampton, Margon, and Bow
procedure@18#, which is not restricted to linear dependen
on the parameters, is clearly to be preferred. The gen
techniques discussed so far do, however, not address th
sue for model and data in poor statistical accord. In orde
verify the validity, of these techniques@9,17,18# for the CNI
data under study, a direct statistical test was decided u
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through Monte Carlo simulations of ‘‘new’’ data. This sta
tistical procedure is mathematically known to provid
equivalent results, for Gaussian data distributions and per
model fit. It is nota priori evident, on the other hand, if thi
property is maintained for the case under study, in particu
if any idiosyncrasy should be present in the experimen
points. Figure 6~b! is the representation of the 1002 resu
obtained by Monte Carlo simulations of, each time, a ‘‘ne
angular distribution’’ containing 17 fictitious ‘‘data’’ points

FIG. 6. ~a! Best fit values ofd IS and C for the experimental
results presented in Fig. 3, with confidence region contours
ellipses: the solid curves are the constantx2 contour lines@9#, while
the dotted ones correspond to equivalent ellipses calculated
the Gauss-Marquardt parameters, both corresponding to statis
expectations of, respectively, 39.3% (xmin

2 11), 68.3% (xmin
2 12.3),

and 99.7% (xmin
2 111.8) of the events.~b! Monte Carlo simulated

results with 1002 trials on 17 fictitious ‘‘data’’ points, produce
starting from the 17 actual experimental points. For each simula
‘‘angular distribution’’ the minimumx2 was found and the corre
sponding values ofd IS and C are represented as crosses in t
(d IS,C) plane. Small-dotted vertical and horizontal lines in both~a!
and~b! limit the slices which correspond, respectively, to 2s of d IS

andC.
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TABLE II. Results of the statistical analysis of DWBA-DOMP fits to the angular distribution
94Mo(d,d8) presented in Fig. 3. The second and third columns contain numerical information associate
Fig. 6~a! and the last two columns with Fig. 6~b!.

Parameters of
physical interest

Experimental best fit Monte Carlo simulationa

Gauss-Marquardt
method

Contour line
method m s

d IS ~fm! 0.7947~64! 0.7947~66! 0.7942 0.0069
C 1.127 ~20! 1.127 ~21! 1.129 0.022

dC ~fm! 0.896 ~10! 0.896 ~11! 0.896 0.011
r 20.899 20.904 20.910

P(A1) 64.9% 66.7% 68.7%
P(A2) 93.1% 95.1% 95.5%
P(A3) 99.6% 99.7% 99.9%

am: mean value;s: standard deviation.
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produced starting from the actual 17 experimental poin
and choosing in accordance with Gaussian distributions
fined by the experimental standard deviation of each po
For each simulated ‘‘angular distribution’’ thexmin

2 was
found and the corresponding values ofd IS andC are repre-
sented as crosses in Fig. 6~b!. It may be qualitatively appre
ciated that the crosses are distributed in the manner expe
in behalf of the ellipses of Fig. 6~a!, that is, almost all are
contained within the outer ellipse, while about 2/3 are ins
the middle one. Figure 6~b! also helps in making the mean
ing of the 2s slices clear. Take, for instance, the horizon
slice which defines the 2s interval for the C parameter.
Comparing Fig. 6~a! with 6~b!, it is seen that, since no re
striction is made tod IS, crosses outside the 68.3% ellips
but within this slice, are counted to complete the 68.3%
pectation forC.

Table II presents in the first three lines the parameter
physical interest, as determined from the Gauss-Marqu
and contour line methods, also in comparison with the m
values (m) of the 1002 Monte Carlo results. The standa
deviations,sd IS andsC , associated to the best fit values a
given in parentheses, while the corresponding values (s) ob-
tained from the Monte Carlo distribution are shown in t
last column of Table II. In the present well-behaved e
ample, where the data are good enough to restrict the pa
eters of the fit to only small variations around the ‘‘be
values,’’ the dependence may be considered as almost li
and the values came out very similar.

With the intention of better appreciating the quantitati
statistical content of Fig. 6, a counting procedure of
crosses was executed, as a first step considering ellipses
structed with the proper mean values, standard deviat
and correlation coefficient from the Monte Carlo simu
tions. A convenient way to represent the ellipses of cons
probability density, for two correlated parameters obeyin
Gaussian distribution, is through the constantA, given by

A25Fd IS2^d IS&
sd IS

G2

22r Fd IS2^d IS&
sd IS

G
3FC2^C&

sC
G1FC2^C&

sC
G2

,

where^d IS& and^C& are the mean (m) or the best fit values
s,
e-
t.

ted

e

l

,
-

of
dt
n

-
m-
t
ar

e
on-
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nt
a

sd IS andsC ~standing also fors! are the standard deviation
and r is the Pearson correlation coefficient betweend IS and
C. Figure 7 represents, as a function ofA ~calculated with
the values of the two last columns of Table II!, through a
histogram, the relative frequency of crosses, per unit area~in
each of the successive elliptical crowns!, which is the physi-
cal approximation to the probability densitydP/dS. Also
shown in the figure is the expected probability density d
tribution. The good accordance lends support to the stat
cal assumptions made and demonstrates the internal co
tency of the Monte Carlo procedure. The three last lines
the fourth column of Table II show the summed relati

FIG. 7. Histogram of the probability density distribution as
function of the parameterA defined in the text, extracted for th
Monte Carlo simulations presented in Fig. 6~b!. The relative fre-
quency was obtained counting the number of crosses containe
each of the successive elliptical crowns and normalizing per
area and total number of events. In comparison, a Gaussian
s051 in the units of the horizontal axis, corresponding to the s
tistical expectation for a correlation coefficient ofr 520.910, is
also shown as solid curve.
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frequencies,P(A), for the Monte Carlo results, up to value
A1 , A2 , and A3 , which should theoretically correspond
probability contents of respectively 68.3, 95.4, and 99.7
and are seen to be in extremely good agreement with th
expectations. To complete the quantitative analysis,
counting procedure of the Monte Carlo results was also
dertaken considering the Gauss-Marquardt ellipses and
tour lines of interest, registering the crosses inside the
spective curves characterized by theA1 , A2 , andA3 values.
It is to be remembered that two of these ellipses and con
lines, corresponding toA1 and A3 , are shown as, respec
tively, dotted and solid lines in Fig. 6~a!. The last three lines
in the second and third columns in Table II, present the
tistical contentP(A) for the three ellipses and contour line
and it may be appreciated that the simulation came, wit
the statistical uncertainty inherent to determinations wh
start from only 17 experimental points, very close to t
expected values@19#. It may, however, also be appreciate
that the Gauss-Marquardt results are, in particular for
68.7% ellipse, some 6% lower than the expectation. T
situation will be intensified when data with larger error ba
or with insufficient definition of the crucial minimum, allow
for farther excursions with respect to the ‘‘best’’ fit value
evidencing, thus, the known nonlinearities of the fitting fun
tion. In all, the comparative analysis of the physical inform
tion contained in Table II definitely shows, for the prese
example, the very good quantitative agreement of the th
statistical procedures here adopted, demonstrating the b
equivalence of them. The adequacy of the Presset al. @9#
recipe seems thus established also for the here consid
CNI measurements with DWBA-DOMP fits. Whenever t
constantx2 contour lines prove adequate resemblance w
the corresponding ellipses characterized byA1 , A2 , andA3
of the Gauss-Marquardt result, the uncertainties may be
tracted directly from the covariance matrix. If, in other e
perimental situations, important differences between the
representations should show up, indicating perceptible in
ences of the nonlinearity, the contour line method@9# is rec-
ommended and comparison between experimental re
can, in principle, only be made through direct inspection
the confidence regions in parameter space. In very sus
cases, other Monte Carlo simulations may be in order. A
important differences of these with respect to the conto
may be indicative of trouble with the best fit.

Two more Monte Carlo simulations performed~with N
5999 and 1000! confirm, in the present test case, besides
expected stability of the results, that the fluctuations, m
sured through the standard deviationss, are systematically
about 10% larger for the simulations in comparison with
Gauss-Marquardt values.

The statistical analysis instills confidence on the exp
mentally attributed uncertainties up to two significant fi
ures. Therefore, from this point of view, the ratioC, in an
experimental situation like that of Fig. 3, can be determin
on a 2% precision level~see Table II!. The nuclear deforma
tion length, on the other hand, can through inelastic deute
scattering be obtained with an about 1% statistical unc
tainty, as can be also appreciated in Table II. The value
dC5Cd IS is accompanied by an statistical uncertain
smaller than that of theC value, since the negative covar
ance was taken into due account in the error propagat
,
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The quadratic relationship reflects the quoted experime
~only statistical! uncertainties as61.6% in B(IS2) and
62.2% inB(E2).

IV. DISCUSSION AND CONCLUSIONS

The statistical analysis applied in Sec. III has demo
strated that inelastic scattering studies with deuterons
;13 MeV, on intermediate mass nuclei, may result, for t
21

1 excitations, inB(IS2) and B(E2) values on the few
percent precision level. The accuracy, on the other ha
should be examined from a complementary perspective.
quantity of primary interest for several nuclear structure
terpretations is the ratio of the reduced transition probab
ties B(E2) andB(IS2), which, for CNI data, is more accu
rate than either quantity separately, since obtained from
same measurement. In fact, in this experimental situation,
cross section scale errors are canceled and some of
model errors in the analysis are diluted, in particular, tho
associated with known limitations of the distorted waves
the DWBA analysis.

In the ratio

B~E2!

B~ IS2!
5e2S dC

d ISD 2F Rc

Rm
G2

5e2S C
r c

r m
D 2

,

besides the uncertainty inC, only the uncertainties in the
reduced charger c and massr m radii have to be considered, i
absolute values of the ratio are needed. In the present me
of analysis, a reduced charge radius ofr c51.22 fm was used
for the sharp cutoff spherical charge distribution, in acco
with electron inelastic scattering and muonic atom data,
catalogued by Elton@20#, Barret and Jackson@21#, and de
Vries et al. @22#, when reduced to sharp-edge distribution
The reduced radius of the mass distribution is suggeste
be taken asr m51.16 fm, which is obtained from the value o
Chung and Myers@23#, also transformed to a sharp edg
interpretation. Should the reduced radii be uncertain by
much as 5% each, a less than 15% systematic uncerta
would result on the ratio of the two reduced transition pro
abilities of interest. Otherwise, if chains of nuclei are stud
in a comparative way, only the relative values ofB(E2) and
B(IS2) may be of importance and thus systematic err
such as those on the radii are irrelevant. It suffices, then
be sure that the quantitiesC, for the several nuclei to be
compared, were extracted in a consistent way. As forme
stated, optical parameters influence DWBA-DOMP results
a twofold manner, being responsible for the distorted wa
and for the nuclear form factor of the transition. Whenev
the experimental findings are not frontally misrepresented
the parameters of a global prescription, these are felt to p
vide the best choice for systematic spectroscopic analy
since in this case the chain of nuclei is represented on
same footing. Comparison can thus be made, as is neces
on the few percent level, due only to the statistical unc
tainty in C, which was shown, in Sec. III B, to be determin
able within 2%, under the present experimental conditions
is to be remembered thatC gives direct information on the
ratio of proton to neutron quadrupolar moments of the1

1

excitation,C51.00 being the limiting value between proto
neutron contributions exceeding (C.1.00) or lacking (C
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,1.00) with respect to the homogeneousZ/N value, ex-
pected for purely collective states@4#.

Finally, what further concerns the accuracy of the ab
lute values ofB(E2) andB(IS2) separately, from an exper
mental point of view not more that about 5% of absolu
error is estimated on the cross sections and, if we stick to
chosen theoretical description and globally prescribed
rameters, the preliminary analysis of the influence of so
model parameters, presented in Sec. III A, is also not ind
tive of great variability. Of course, nothing can, for now,
said about systematic errors due to any fault in the repre
tation of the reaction mechanism through the cho
DWBA-DOMP approach. Data taken at other incident de
teron energies and also with other projectiles may, in
future, offer clues on that.

Table III summarizes the results derived from the cont
line recipe, taken as the final values of the analysis effe
ated on the94Mo(d,d8)94Mo(21

1) reaction at 13.2 MeV.
Also shown in Table III, for the sake of completeness,
the results of calculations~see Fig. 8!, which tried to force,
within the adopted methodology, a fit on the data taking
prefixed value ofdC50.810 fm, in correspondence to th
adoptedB(E2) for 94Mo of the Ramanet al. @5# compila-
tion. As may be seen in Fig. 8 and through thexmin

2 values of
Table III, a considerably worse description of the experim
tal data is thereby obtained, in particular, in the interfere
region. This is not to be taken as implying that our value
dC is to be preferred to the one adopted@5#, since, as stated
systematic errors may intervene, but in our view confirms

TABLE III. Results of the experimental best fit and the fit o
tained withdC fixed at the Ramanet al. @5# value.

Fita d IS ~fm! C dC ~fm! xmin
2 x red

2

Experimental
best fit

0.7947~66! 1.127~21! 0.896~11! 51.51 3.43c

Fixed dC 0.8345~57! 0.971~14! 0.810~8!b 102.20 6.39d

ar R51.173 fm andr I51.367 fm; all other optical parameters
their prescribed@13# values.
bDeduced from the value adopted forB(E2) by Ramanet al. @5#.
cDegrees of freedom51722515.
dDegrees of freedom51721516.
.
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value ofC;1.1. The analysis of data obtained for the sa
scattering at 16.0 MeV incident energy gives results wh
are basically consistent with the information here presen
for 13.2 MeV. It is, therefore, argued that the CNI measu
ments, through the value ofC, disclose the proton contribu
tion to 21

1 excitation to be slightly more important than th
neutron one in the case of the first quadrupolar excitation
94Mo, in the very contrast to what was observed@7# for its
isotone, 92Zr, whereZ540 acts as if closed, resulting in
clear predominance of the neutrons in the 21

1 excitation.
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tained withdC fixed at the Ramanet al. @5# value.
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