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Absolute differential cross sections for the threshold electrodisintegration of the deuteron with good reso-
lution were measured at a laboratory scattering angle of 160° for five valu€¥ oéinging from 8.66 to
42.4 fm 2. Comparisons of the data averaged okgg from 0 to 3 MeV and from 0 to10 MeV are made with
nonrelativistic meson exchange calculations. These calculations are sensitive to the nucleon electromagnetic
form factors, nucleon-nucleon potential, and relativistic effects. The data are also compared with a hybrid
quark-hadron model calculation that describes the deuteron as a six-quark cluster for the short range part of the
interaction. Some of these calculations can describe the data reasonably well over certain ra@des of
however, none of these calculations can accurately describe the data over the entire m@astunege.
[S0556-28187)01510-0

PACS numbgs): 25.30.Dh, 24.16-i, 25.10+s, 27.10+h

I. INTRODUCTION The first excited state of the deuteron is unbound by only
a few hundred keV. This is a spin singlet Gtate of con-
The bound two-nucleon system, the deuteron, has fofiguration 'S, and is theT,=0 member of the'=1 isospin
more than half a century been under intensive experimentafiplet of the two-nucleon system. Excitation of this state is
and theoretical investigation. It is the sllmplest nuclear SYShy anM 1 isovector spin-flip transition from the ground state.
tem and as such is an essential subject for the study Ofyg state manifests itself in, for example, electrodisintegra-
nucleon-nucleon interactions. .

The ground state of the deuteron is the only bound state Ot]Lon experiments where there is observed a prominent reso-

the two-nucleon system. It is a spin triplet state W@ nant fe_ature in the reactipn strength just above the breakup
=1* and isospifT=0. It is dominantly a3S, configuration excitation energy. The first 3 or so MeV above breakup
with a 4-7% admixture ofD,. The latter admixture gives threshold is observed to be predominantlyMfl, AT=1
rise to the nonzero quadrupole moment of the deuteron aneharacter as one would expect, since this is the only resonant
provides experimental proof for tensor components in thehannel in this range of excitation energy.
nucleon-nucleon interaction. The deuteron ground state is The character of this transitioM 1 isovector spin flip,
very weakly bound by only about 2.22 MeV. suggests that the breakup of the deuteron in the first few
MeV above threshold may contain significant contributions
from meson exchange currents and isobar configurations.
*Present address: Andersen Consulting, Columbus, OH 43215. The possibility that deuteron breakup near threshold might
TPresent address: Mail Stop H846, Los Alamos National Laboraserve as a laboratory for studying subnucleon degrees of
tory, Los Alamos, NM 87545. freedom in nucleon-nucleon interactions has long motivated
*Present address: Korea University, Seoul, Korea, 136-701. both experimental and theoretical activity. The electromag-
Spresent address: University of Texas M.D. Anderson CanceRetic interaction provides an almost ideal probe for these

Center, Houston, TX 77030. types of studies since the interaction is known, allowing one
IPresent address: University of Virginia, Charlottesville, VA to focus clearly on the nuclear structure aspects of the prob-
22901. lem. Inelastic electron scattering is particularly useful since it
TPresent address: Deutsches Electronen-Synchrotron DESY, Harallows one to maintain a constant energy transfer while vary-
burg, Germany. ing the momentum transfer. To first order, this maps the
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Fourier transform of the spatial distribution of the transition N
current between the ground state and the continuum state. It Pe = (E. F)
is this transition current that is calculated from the various

theoretical models of the two-nucleon system.

A. Previous work

Experimental interest in the threshold electrodisintegra-
tion of the deuteron dates to the early days of electron scat-
tering [1-4]. In terms of the four-momentum transfe,,, P, = (E. P) Pg = (M. 0)
these early experiments were carried out @r<10 fm 2. . . o
They were compared to an impulse approximation calcula- FIG. 1. The'elegtrod|5|ntegrat|0n reaction in the one-photon ex-
tion of Jankug5] that included only the’S; component in change approximation.
the ground state and no meson exchange currents. It was
clear even at these very low momentum transfers that th
observed threshold electrodisintegration strength for most o
the experiments was significantly larger than predicted b
this theory.

Later calculationg6—9] made more complete by includ- Q%= —Q2=4EE’ sirX(6/2). 1)
ing a 3D, component in the ground state, some meson ex- a
change currents, and isobar currents showed good agreementThe excitation energy of the recoiling deuteron is defined
with the experimental data for threshold electrodisintegratiomas the difference between the invariant masgs= M3
in the rangeQ?=10 fm~2. These results also showed most — 1, where M%)2=P2 and Mg)?=P2 with M4 being
dramatically that the one-body currents produced a deep ithe rest mass of the deuteron. For excitation energies greater
terference minimum aQ?~ 12 fm™? and that almost the en- than the deuteron binding energy of 2.22 MeV, the deuteron
tire strength in that region is dominated by two-body ex-preaks apart. It is useful for the electrodisintegration reaction
change currents. For higher momentum transfers thesg define the quantityE,,=Ee,— 2.22 MeV, which is the

calculations also predicted a sensitive cancellation betweeg|ative kinetic energy of separation of the neutron-proton
the one-body and two-body amplitudes and in this kinematigystem, and just at breaku,,=0.

region there were strongly differing predictions by the vari-
ous calculations. . . Il. EXPERIMENTAL APPARATUS AND PROCEDURE
These experimental and theoretical results clearly indi-
cated that threshold electrodisintegration of the deuteron Because existing theoretical calculations indicated that the
could serve as a sensitive test of models of meson exchanglereshold cross sections could be as small as
currents. The experimental data were extended u®fo 10 %% cn?sr !t MeV ™! at the highesQ? point, considerable
=19 fm 2 by Bernheimet al. [10] and up toQ?=28 fm 2  effort was devoted to maximizing the luminosity while mini-
by Auffret et al. [11]. These experiments extended the datamizing the various sources of background. A liquid deute-
set through the region of the minimum in the one-body am+ium target was used in order to maximize the number of
plitude at about 12 fm? where the meson exchange and iso-nuclei per cri. Good resolutiorf<1.5 MeV full width at
bar currents were expected to dominate. These dathalf maximum(FWHM)] was also required to separate the
prompted a number of new theoretical calculations based oelastic peak from the breakup threshdkl22 Me\). The
potential model$12—-19 and on hybrid quark-hadron mod- scattered electrons were momentum analyzed by the ELSSY
els[20-22. Fits to the experimental data ranged from fair to dispersion matched spectrometer which has an intrinsic mo-
good for the various models; however, it was clear that thenentum resolutiordp/p less than 10%. The ELSSY detec-
experimental data stopped at a momentum transfer just béer system was upgraded with new horizontal drift chambers
low that at which there was a large divergence in the predicto restrict the angular acceptance of cosmic ray events, a lead
tions of the various calculations. glass detector array to distinguish high-energy cosmic ray
The present high-resolution experiment achie@dval-  muons from electrons, and a gasrénkov detector fotr~
ues in the sensitive kinematic region above 40fmA pre-  discrimination.
liminary summary of the results of this experiment has been
reported previoushf23]. This paper will present a more A. Electron beam

complete discussion of the data analysis along with a de- . . .

tailed description of the experimental details for the mea- This experiment was performed at the MI_T—Bates Linear

. - - - 1Accelerator Center. The beam could be recirculated to pro-

momentum transfer but with much poorer resolution hasvIde electron energies ranging fro_m 347 to 913 MeV. The
been carried out at SLAC24,25. average beam current useq in th_|s experiment wauk5

with a 1% duty factor and with an intrinsic energy spread of

0.3%. At all but the highest bombarding energies the maxi-

mum usable beam current was limited by the cooling capac-

Figure 1 shows the Feynman diagram for the electrodisity of the target cryogenic refrigerator.
integration reaction in the one-photon exchange approxima- The position of the beam spot on the target was monitored

tion in which P, andP}, are the laboratory four-momenta for by two sets of secondary emission monitors, one set horizon-

e incident and scattered electréh,that of the target deu-
ron, andP, that of the recoil neutron-proton system. Ne-
lecting the rest mass of the electron, the square of the four-
omentum transfer is defined as

B. Kinematics



56 DEUTERON THRESHOLD ELECTRODISINTEGRATION A. .. 1689
tal and one set vertical. These defined a rectangular are
through which essentially all of the beam should pass. Wan CRYOCENC CRYOCENIC
dering of the beam generated a signal in one or more of thes SUPPLY RETURN
monitors which inhibited data acquisition until the beam was THERMOCOUPLE Y |
properly recentered. Beam halo was monitored by plasti N L =
Cerenkov detectors mounted near the beam pipe upstrea I
from the target. The beam was tuned to minimize the signa
in these detectors. FILL/VENT SENSORS
The energy calibration of the beam had been carried oL \1
previously only for energies up to 500 Md\26]. The cali- \ ~Hk

C | DIODE
THERMOCQUPLE TEMPERATURE
]

/

bration for higher energies was based on an extrapolation ¢ / SR e
v o SENSOR

the calibration at lower energies. However, at the highes ]
bombarding energy, elastic scattering from liquid hydroger 3 3
was also measured which helped to constrain the energy ui HEAT EXCHANGER i\i\
certainty at the furthest point in the extrapolation. The over- L e ﬁ\ HEATERS
all uncertainty in the energy calibration was estimated to be

about 1%. Since the deuterium elastic peak was not expecte
to be clearly visible at the highest bombarding energies du
to the extremely small size of the cross sections, data wer
also taken for the reactiofH(e~,7 ) at the kinematic end
point. This reaction had a much larger count rate and allowe:
a more accurate positioning of the deuterium elastic peak o
the spectrometer focal plane by scaling the spectromete
magnets relative to the pion end point than the bombardin
energy uncertainties could give alone.

The total charge for a run was measured by sending
signal from a nonintercepting toroidal transformer to a pre-
cision charge integrator. This system was calibrated by senc
ing a signal from a precision pulser into a winding that simu-
lated the beam27]. The absolute accuracy of integration
was of the order of 0.1%.

"’/’/,/ THERMOCOQUPLE

TARGET
SECTION

DIODE
TEMPERATURE
SENSOR

- -

FIG. 2. A schematic diagram of the Bates liquid deuterium tar-
get loop.

B. Liquid deuterium target system gauges, and precision electrical pressure transducers. These

The Bates high-power liquid target system was used irwere monitored during the experiment for safety consider-
this experiment. This system is capable of producing either ations and for accurate liquid density information. The read-
liquid deuterium or a liquid hydrogen target, and targets ofings from the various sensors were also written to magnetic
both isotopes were used in this experiment. The design, ogape as part of the data acquisition stream.
eration, and safety of the system is discussed in detail else- The target loop was mounted inside the scattering cham-
where[28,29, and so only a brief description will be given ber assembly with feedthroughs at the top for cryogenic he-
here. lium and gaseous deuterium. The electron beam passed per-

The liquid deuterium target system consisted of thregpendicularly through the narrow part of the target loop
main parts: a 200 W cryogenic helium refrigerator, a targetabeled in Fig. 2 as the target section. A horizontal section at
loop, and a gas handling valve panel. The refrigerator supbeam height of this narrow part is shown in Fig. 3 along with
plied cryogenic helium to a counterflow heat exchanger lothe target collimating slits. The target section was fabricated
cated inside the target loop. The gas handling valve pandly partial flattening of an aluminum pipe to reduce the
contained the necessary plumbing to direct the flow of theamount of liquid traversed after scattering. This yielded a
target gas from either a 12 400 reservoir or from high- target about 10 cm in length and 3 cm in width with a wall
pressure bottles into the target loop. thickness of 0.1 cm and was approximately elliptical in cross

A schematic diagram of the target loop is shown in Fig. 2,section. The target collimating slits were attached to a metal
which illustrates some of its features. The entire target loogstrut mounted from the top of the scattering chamber in order
is roughyy 1 m in overall height, 0.5 m in width, and con- to isolate them thermally from the cold target loop. These
tained about 10~ of liquid when full. The liquid was circu- slits were made from a machineable tungsten alloy of thick-
lated in the loop by two immersed vaneaxial fans to speedsess 20 radiation lengths along the direction of the scattered
of the order of 2 m/s. The heat load on the system could belectron. The purpose of these slits was to block the electrons
varied by means of immersed heaters, and the heater currenthich scatter from the aluminum entrance and exit end caps
could be modulated by a signal derived from a beam currentf the target section from the acceptance cone of the ELSSY
transducer in order to maintain a constant heat load on thepectrometer. These slits also defined the usable target length
target. The target loop was also equipped with several temand were accurately positioned using a theodolite aligned on
perature and pressure sensors. These consisted of diode ahé optical axis of the ELSSY spectrometer. This yielded an
thermocouple temperature sensors, mechanical pressueffective liquid target length of 3.69 cm.
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The Bates ELSSY magnetic spectrometer is a high:
resolution, dispersion matched system of dipole-dipole con- FIG. 4. The ELSSY detection system. The dashed curve illus-
figuration[30] whose deflection angle is 90°, and whose dis-trates the approximate location of the focal surface and coincides
persion along the focal surface is about 10 cm/%. ChargetPughly with the position of the vertical drift chamb@/DC).
particles are deflected vertically downward into a semicircu-

lar pit; this geometry provides earthen shielding from back- The HDC's allowed accurate measurement of the position
ground generated at the target. Its vacuum system is integrfj\; and angleg; of a trajectory in the plane perpendicular to
with the target chamber, so that scattered electrons do nfe dispersion plane. The positional resolution was better
traverse an entrance window, and only exit to the detectorghan +0.3 mm and the angular resolution was of the order of
through a thin composite vacuum window. The solid angle is+ 1 mr. Since the optics of ELSSY were designed to produce
determined by two pairs of tungsten alloy slits, one openingarallel rays from the target in this plané4~0), all cosmic
vertically and the other opening horizontally. These slits, lo-rays except those in a narrog acceptance about the zenith
cated abou2 m from the target at the spectrometer entrancewere rejected in the analysis. These chambers are described
were adjusted to give a maximum solid angle of 3.66 msrin detail by Lee[33].
The spectrometer was operated at a fixed angle of 160°. Reconstruction of the targetposition had a resolution of

A schematic diagram of the ELSSY detector system ishe order of=3 cm. This was limited due to multiple scat-
given in Fig. 4. This system consisted of a vertical drifttering in the focal plane and the fact that the spectrometer
chamber(VDC), two horizontal drift chamberéHDC’s), a  was not designed for work on extended targets but for high
dual plastic scintillator trigger detector, a gasrénkov de- resolution thin target experiments.
tector, and an array of 14 lead-glassrénkov detectors. The A fast trigger was provided by two layers of plastic scin-
VDC and HDC's were tilted at an angle of 45° with respecttillator. These were operated in coincidence to reduce ran-
to horizontal to correspond approximately with the ELSSYdom noise, and the output signals were combined in a mean-
focal surface. The location of the VDC was chosen to lietiming circuit to provide an accurate time fiducial.
nominally along this focal surface which is located just out- The gas @renkov detector used isobutane at a pressure of
side the spectrometer exit flange, and is illustrated in tha atm resulting in a detection threshold for electrons of about
figure by the dashed line. 10 MeV and for muons and pions of about 3 GeV. At the

The VDC measured the focal plane positignand angle  bottom of the gas €enkoy detector were three paraboloidal
0; of a given electron trajectory in the dispersion plane. Themirrors which focused the &enkov light produced by pass-
intersection of the trajectory and the plane of the VDC coulding charged particles onto three 12.7-cm-diam photomulti-
be measured with an accuracy better tha®3 mm, and the plier tubes. In addition to providing discrimination between
angle could be measured to an accuracy of abols mr.  electrons and heavier charged particles generated in the tar-
The design, operation, and analysis of the VDC are discusseget, this detector also eliminated lower-energy cosmic ray
at length elsewherg31,32. muons.
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It can be seen when comparing Fig&)sand gb) that the
gas renkov detector was effective at eliminating a large
source of background. This background appeared to consist
mostly of pions that originate from reactions initiated on the
aluminum walls of the target section since pion production
from deuterium is kinematically forbidden in this region.
One such scenario is wide angle bremsstrahlung from the
aluminum entrance end cap followed by the reaction
2TAl( y,7r™) at 160° on the sides of the target cell which are
not blocked by the collimating slits. Also pions directly from
the reaction?’Al(e”,7~) on the end caps can penetrate the
collimating slits since the pions would be roughly minimum
ionizing. These events did not restrict the analysis since they
could be effectively eliminated by the gagi@nkov detector.
6l § The addition of focal plane and lead-glass detector cuts is
() shown in Figs. &) and Hd), respectively. It is easy to see
4r ] from Fig. 5d) that the reduction in cosmic ray background
afforded by the lead-glass detector was crucial for under-
standing the data at this energy.

*H(e,e') Data at 913 MeV

30

Counts/0.2 MeV

D. Data acquisition

(d) The data stream from the various detectors was directed
‘ to a MicroVAX-based[34] acquisition system running the
Los AlamosQ system[35,36. A valid trigger consisted of a
fast coincidence between the scintillator and either the gas
Cerenkov detector or the lead-glass array. The delay line
readout signals from each of the drift chambers were ampli-
tude discriminated and sent to time-to-digital converters. The

FIG. 5. The spectrum of scattered electrons from deuterium a@n@l0g signals from the scintillators, gasrénkov detector,
the highest bombarding energy sorted on various detector cuts. [ANd lead-glass array were sent to analog-to-digital convert-
(a) the raw data spectrum is shown without using any cuts on thé@rs. For each trigger that was generated the information from
gas @renkov, focal plane, or lead-glass information(B (c), and all the detectors was written to magnetic tape for off-line
(d) cumulative cuts have been placed on the gase@kov, focal —analysis. Scaler readings and target logging were performed
plane, and lead-glass information, respectively. periodically during the course of the experiment and were
. ) also written to magnetic tape. A subset of the events was
The lead-glass €renkov detector consisted of a seg-analyzed on line to allow identification and correction of
mented array of 14 individual lead-glass blocks that wergyroblems that might occur during the experiment. Off-line

placed underneath the gagi@nkov detector. These blocks replay of the data was by the sarfe system used in the
were divided into a top and bottom layer of seven blocksacquisition.

each and were staggered to give complete coverage with a

total thickness of 12 radiation Igngths_ along the direction of IIl. DATA ANALYSIS

the scattered electrons. The dimension of each block was

10X 10 cnt at the face and 25 cm long. At one end of each The absolute differential threshold cross sections uncor-

block a photomultiplier tube was attached. The lead glassected for radiative effects is given by

had a density of 5.18 g/cinindex of refraction 1.804, and a 5

unit radiation length of 1.68 cm. This detector discriminated d°c Nscaf Enp) @

between electrons and the very high-energy cosmic ray deEnp_ NincNta{ Q2Z) e’

muons ¢ 3 GeV) that could trigger the gase€enkov detec-

tor since electrons generate a large electromagnetic showevhereNq.,is the number of scattered electrons in the energy

whereas the muons do not shower significantly. bin E,, corrected for the contribution from thed elastic
The effectiveness of the various detector cuts that wereadiative tail,N;,. is the number of incident electrons,, is

used to reduce backgrounds is shown in Fig. 5 for the spedhe number of target centers per unit volunig,z) is the

trum of scattered electrons from deuterium at the highesintegrated solid angle, anel is the electron detection effi-

bombarding energy. In Fig.(& the raw data spectrum is ciency. The integrated solid angle is given by the integral

shown without using any cuts on the gasrénkov, focal [Q(z)dz along the length of target and evaluated to be

plane, or lead-glass information. In Figgbh 5(c), and %d) 13.5+0.1 msr cm. The solid angle acceptance funcfiz)

cumulative cuts have been placed on the gee@kov, focal was known very accurately by precise alignment of the target

plane, and lead-glass information, respectively, where theollimating slits and is shown in Fig. 6. The electron detec-

gas @renkov eliminates heavy charged partidles’'s), fo-  tion efficiency was independent of energy and determined to

cal plane cuts eliminate cosmic rays, and the lead-glass cute (88t 1)% and the average liquid deuterium target density

the remaining cosmic rays. was 0.166 g/crhwith an uncertainty of one percent. Shown

-20
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; . ; : : bin for the fraction of events that have radiated out of the

- bin. The second method described in Sec. Ill C attempted a
E 4r ] complete resolution unfolding of the measured spectra. This
St unfolding procedure yielded differential spectra that are ex-
L:ﬂ 3r ] periment independent and can be compared directly with the-
£ oretical calculations.
i 2r 1 The conversion of the threshold cross section differential
= . in the scattered electron energy is given by
S 1l b
d?o dE,, d%c d’o
- ' a2 =7 )
—4 4 dQdE’ dE' dQdE,, "dQdE,,
z [em]
FIG. 6. The solid angle acceptance function defined by the A. Elastic line shape
ELSSY solid angle slits and the target collimating slits. When an electron traverses matter it undergoes multiple

interactions with the atoms of the medium that cause the

in Fig. 7 are the raw data spectra of scattered electrons falectron to lose energy. The two major energy loss processes
the deuteron electrodisintegration reaction. Except for thare collision losses, and the radiation of real photons either in
lowest bombarding energy these spectra represent the entifiee main scattering everinternal bremsstrahlungr from
collected data set. As can be seen in the figure, the deuterarher target nucleiexternal bremsstrahlungThese energy
elastic peak at.,=0 was clearly visible for all but the loss processes shift and broaden the scattering peaks result-
highest bombarding energies. ing in a line shape with a long tail toward lower momenta.

The contribution from thed elastic tail in the threshold The problem of calculating the elastic radiative line shape for
region was extensively modeled, and this analysis is presmall energy losses has been discussed by Berg$®@m
sented in Sec. lll A. Two approaches have been taken tdhis calculation did not include radiative corrections from
correct the inelastic threshold spectra for radiative effectsthe nuclear current nor the effect of kinematic recoil. For the
The first method described in Sec. Il B used a radiative cordight targets(deuterium and hydrogerthat were used in this
rection factor. This multiplicative factor corrected an energyexperiment these effects cannot be ignored. T38j39 cal-
culated the radiative corrections for elastic scattering from
hydrogen including these effects, and it is this result which

300 ‘ 1 was used in the present analysis to obtain the elastic line
347 MeV
200 | ] shape.
Following the method of Bergstrofi87], the elastic line
100 ¢ ] shape was calculated for a general path through the target as
0 ; - s a multiple convolution of the individual energy loss pro-
30F £ug MeV 1 cesses. A path through the target consisted of five pi€tes:
o0 b ] the target entrance foi(2) the target liquid traversed before
the scattering(3) the scattering event including recoi$)
. oy the target liquid traversed after scattering, &aBdthe target
S 0 fen e : exit foil. The elastic line shape was given as a fivefold con-
o B0 w54 MeV E volution of the energy losses over all these elements and an
g’ 10F ] analytic solution was obtained. This expression, although
a Mm ] similar to the Bergstrom result, has included the important
5 effects of kinematic recoil and internal bremsstrahlung from
3 105 I ' ' l the nuclear current. For our highest bombarding energy the
820 MeV latter effect was 5% for deuterium and 9% for hydrogen. The
10} 1 derivation of this result can be found in RE82].
5L ] In the present experiment the analysis of the line shape
ool . was complicated by the fact that the spectrometer system had
0 poor resolution of the target scattering vertex. Therefore,
67 913 MeV electrons accepted by the spectrometer could have traveled
4r ] through a variety of different paths lengths in the target and
2k ﬂ HH H H“ “j fﬂ q . each possible path represents a different line shape. The ob-
0 served elastic line shape is thus given as a target average
-10 0 10 20 30 over all such paths. Integration over all possible paths, in-
E., [MeV] cluding multiple scattering effects, was not feasible to per-

form analytically and was carried out numerically by a

FIG. 7. The raw data spectra of scattered electrons from deutq\-/lonte Carlo simulation. This was accomplished by first
rium for the five bombarding energies used in this experiment. EX'Choosing randomly a p(.)ssible path through the target and

cept for the lowest bombarding energy these spectra are the entiEﬁen picking an energy loss from the line shape distribution.
collected data set. The effect of multiple scattering was included, and each elec-
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FIG. 8. Calculated experimental line shapes for electron- 400
deuteron elastic scattering at 913 MeV and 160°. The histogram is
the target-averaged line shape from the Monte Carlo calculation and
the dashed curve is the line shape from the multiple convolution 0
evaluated at the target center.

200 |

E,, [MeV]

tron was followed until it emerged from the target where the

final energy and coordinates were recorded. FIG. 9. Comparisons of the calculated and measured elastic line
Finally, the expected spectrum recorded by the detectoshapes fofa) electron-proton scattering at 913 MeV and 160° and

system of the ELSSY spectrometer was calculated using thé) electron-deuteron scattering at 347 MeV and 160°. The mea-

distribution of particle momentum and coordinates resultingsured data are plotted as the solid dots and the calculated line

from the Monte Carlo simulations. The trajectories of theshapes as the histograms.

particles through ELSSY and its detectors were calculated

from the known optical matrix elements for this systg30). of scattered electrons frorfiH at a bombarding energy of

These trajectories were then modified by multiple scattering47 MeV and angle 160°. For the latter one sees both the

in the detectors, and the coordinates at the detectors werdastic and inelastic scattering, and at the resolution of this

broadened by their intrinsic spatial and angular resolutions.experiment they are not totally separated. It is clear from this
A similar analysis was also perform¢83] where the en- figure that the elastic line shapes were well understood and

ergy loss for each electron was calculated for each succesdlowed an accurate description of the elastic radiative tail

sive segment of path from the individual energy loss distri-for subtraction from the inelastic region.

butions. To account for internal bremsstrahlung the method

of equivalent radiators was used but modified to also include B. Radiative corrections

the effect of radiation from the nuclear curr¢B®]. The line The absol hreshold . d h

shapes generated by either analysis agreed to within the sta- e absolute threshold cross section averaged over the

tistical accuracy of the simulation. range O-A in E,, and corrected for radiative effects is given
Shown in Fig. 8 are calculations for the experimental Iineby

shapes for electron-deuteron elastic scattering at a bombard- fAN (E,.)dE

ing energy of 913 MeV and scattering angle 160°. The his- < d?o > 1 Jo & —npmTne

togram is the Monte Carlo calculation for the target-averaged TOAE =%

line shape and the dashed curve is the line shape from the d0dBnp/ , A Nincha{Q2)

multiple convolution evaluated at the target center. This IinaNhereféNsca(Enp)dEnp is the number of inelastically scat-

shape was normalized to the peak of the Monte Carlo calcuered electrons contained in the intervalAJ-and R°~2 is

lation. Both these line shapes have the characteristic longhe radiative correction factor for that interval. For the pur-

radiative tails and almost half of the events lie beyond 5pose of comparing with existing data the averages from 0 to

MeV of excitation. The target-averaged line shape is muct8 and 0 to 10 MeV irE,,, were chosen.

broader due to the path length differences in the target. If the The radiative correction factor can be formally expressed

spectrometer system had allowed adequate reconstructigy g ratio between the unradiated cross secti¢i,,,), to

RO_A, (4)

back to the target, corrections for the path length differenceghe radiated or measured cross sectdif*{E, ),
would have resulted with a narrower line shape more closely A
followed by the dashed curve. f o(Enp)dEn,
In Fig. 9 the calculated line shapes are compared against 0-A
measured data. For each spectrum the measured data are R =73 ' ®)
plotted as solid circles and the calculated line shapes as the JO MR Enp)dEnp

histograms. The ordinate of each calculated line shape was

arbitrarily normalized to the data at the peak since only thdn order to obtain this correction the inelastic region was
shape of the simulated spectrum is of consequence in th@odeled as a continuous spectrum of elastic peaks. Then the
analysis. In Fig. @) the comparison is shown for the spec- elastic line shape analysis was used to describe the radiative
trum of scattered electrons frofH at a bombarding energy effects for this region. The correction was divided into two
of 913 MeV and angle 160° and in Fig(t for the spectrum factors:
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FIG. 10. Comparison of the Monte Carlo calculated and mea- FIG. 11. Comparison of the Monte Carlo calculated and mea-
sured inelastic spectrum for deuteron breakup at 347 MeV. Thaured inelastic spectrum for deuteron breakup at 347 MeV. The
measured data are plotted as solid circles and the Monte Carlmeasured data are plotted as solid circles and the Monte Carlo
calculation as the histogram. The top panel is the assumed inelasti@lculation as the histogram. The top panel is the assumed inelastic
spectrum shape radiated by the Monte Carlo calculation. spectrum shape radiated by the Monte Carlo calculation.

ROA=g %2704, (6) the calculated spectrum as the histogram. The calculated
spectrum was also normalized to the total number of counts
The first factore™ 2 was only a function of the scattering in the data. In Fig. 10 it is clear that a step function response
kinematics and corrected for the magnitude Change in CroSpr the inelastic Spectrum that becomes nonzero at the
section due to the higher order scattering proce$88s  preakup threshold does not reproduce the data very well.
Typ|Ca| values for this factor were of the order of 0.92 for all However, add|ng a resonancelike structure at the breakup
bombarding energies to withit=1%. The second factor energy yields a much better description of the data. This is
FO~A corrected for the fraction of events that have radiatechot unreasonable and has been seen in existing measure-

out of the interval OA. ments near this enerdyt1]. Using the results from Figs. 10
The Monte Carlo method that was used to evaluate thend 11 the extracted radiative correction fac#®t 3 was

elastic line shape was also used to evaluate the correction22 and 2.14, respectively. The finite difference illustrates
factor 7°-2. This was accomplished by an iterative processihe level of model dependency in the correction.
First, a reasonable shape for the unradiated inelastic thresh- For the lower-energy data with good statistics the error in
old spectrum was chosen. This spectrum was then radiateflis correction was estimated to be no more tha%. For
using the energy losses modeled in the Monte Carlo calculahe higher-energy data where the statistics were poorer the
tion. The resultant radiated spectrum was then compared ror in the correction was larger but estimated to be not
the measured data. If they did not agree within statistics, thehore than+8%. However, statistical errors still dominate
inelastic spectrum was modified and the process repeatefle cross section measurement uncertainties for the high-
until good agreement was achieved. From the unradiated anchergy data points.
radiated spectrum the correction factet* could be com-
puted.

Unfortunately, this correction requires knowledge of the C. Radiative and resolution unfolding
true threshold spectrum shape which is not known. There-
fore, the resultant correction has an inherent model depe
dency which can be seen directly from E§). The correc-

In order to compare the measured threshold breakup spec-
Nra directly with theoretical predictions a complete radiative
. . . nd resolution unfolding of the data was performed. The pur-
tion depends on the detailed . shape of the _unradlategose of this was to obtain absolute spectra independent of
threshold spectrum. I-_lowever, since it appears in both th xperiment. For the unfolding, the inelastic region was mod-
numerator and denominator, the dependence is weak and C8f2d as a continuous spectrum of elastic peaks and the elastic

be tested directly for different spectrum shapes. line shape analysis was used to describe the radiative effects

Figures 10 and 11 show a comparison of the calculate r this region. Then the observed spectrum of scattered elec-
and measured deuteron breakup spectra for the lowest borﬁ

> meas ;
barding energy of 347 MeV. In each figure the top panel wag c;ni,c;vo“,mlsnrelated to the true threshold spectranby
the modeled inelastic breakup spectrum shape and the boE
tom panel compares its Monte Carlo radiated spectrum with oTeRE Y=e S2GR(E, J=e" 5sz o(&)R(E,—&)de
the measured spectrum. The measured data with the elastic np np —o np '
radiative tail subtracted are plotted as the solid circles and (7
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whereR(x) is the experimental resolution function given by many statistically acceptable solutions existed. However, the
the elastic line shape aral %2 corrected for the magnitude addition of these solutions made the unfolded result appear
change in cross section due to the higher-order scatteringxcessively jittery. Since the shape of the threshold spectrum
processeqg32]. In the following paragraphs the iterative was expected to be a smoothly varying function such solu-
method that was used to unfold the above equation is deions were rejected on physical grounds. During the unfold-
scribed. Since this was a delicate procedure, it is discussed ing procedure these solutions were suppressed at each itera-
some detail. tion with the following modification$40,32.

The method of unfolding a spectrum was to find the true The correction factor&(e;), wherei labels the energy
spectrumo(E,,) which generated the observed spectrumbin, were smoothe@41] since the ratio is expected to be a
ch(Enp) as given by Eq(7). First, an initial guess was made smoothly varying function. Then the smoothed correction

for this distribution and labeled’: factors were only applied to those energy bins where the
difference between the measured and folded spectrum was

- 0 considered statistically significant. An application of Chau-

0" (Enp) = f_wU,(S)R(Enp_S)ds- (8)  venet's criterion[42] was used to quantify that statement.

For a given energy bin the number of standard deviations,
z(e;), by which the folded spectrum differed from the mea-

This expression can be manipulated into the form sured spectrum was calculated:

oR(e))—o® (&)

o RE
UR(Enp)zf 7 (Enp) o' (8)R(Enp—e)de.  (9)
So(&;)

—» aR'(Epp) z= (13)

Since the resolution functioR(E,,,— ¢) is peaked at zero or
Enp=¢, the following replacement can be made while intro-
ducing only a small error:

Based on a normal distribution one expects to $ée

—erf(z /vV2)]N data points to be; or more away wher&\ is

the total number of data points in the spectrum. If this

R amount is less than one-half the number actually observed,
© g (g) . . . L

UR(Enp)ZJ —0'(e)R(Epp—e)de.  (10) then it is considered to be statistically significant. Math-

—= R (g ematically, this is expressed as

Therefore, the next guess for the true spectrum was given as

N
[1—erf(z /vV2)IN< 21 u(zj—z), (14)
=

N| =

o"(e)=K(e)o'(e), (11)

whereu(z) is the unit step function witlu(0)=1. Solving

where the correction factdt(e) is for z; yielded the statistical criterion for the difference be-

oR(e) tween the measured and folded spectrum inithebin to be
K(e)=—(. (12)  significant:
o (g)
1 N
This procedure was repeated until the folded specisfim z>v2erf 11— 5N > u(zj—z)q- (15)
=1

became statistically equivalent to the measured speatim
When this was satisfied the result for the resolution unfolded
spectrum was given by’ . For the initial guess a step function distribution was cho-
The unfolding procedure, although mathematically wellsen which became nonzero at the breakup threshold. This
defined and unique, was problematic since the spectrurinsured that the following iterative guesses would also start
shapes were not known exactly but only statistically as preat the breakup threshold. This is appropriate since the true
sented in the data. Therefore, during the unfolding processnelastic spectrum is expected to start at the breakup thresh-
the statistical scatter in the original spectrum was magnifie®!d. The iterative procedure was stopped when the number of
at each iteration when the next guess was calculated. Thiins that were considered statistically significant was either
leads to unfolded results with unreasonably large amounts gfero or did not change from the previous iteration. In all
jitter in the data points. These solutions are allowed andases no more than four iterations were needed with reduced
originate from the following ambiguity: Any functios  x? of the order of one.
which when added to the unfolded resailt and then folded Figure 12 illustrates the effect of including the smoothing
again with the resolution function whose effect does not staand statistical criterion in the unfolding procedure for the
tistically change the result is also a statistically acceptablégleuteron electrodisintegration data at 347 MeV. In Figall2
solution. A class of such functions which satisfies this crite-the unfolded spectrum is shown without using these addi-
rion are periodic functions. The space of these functions i¢ions. This was stopped after three iterations when
related to the width of the resolution function; the broaderdropped below 1. This spectrum appears unacceptably jit-
the resolution width, the larger the period for these functiongery. Figure 12b) is the result generated using the modifica-
can become. The resolution widths in this experiment werdions and was accepted as the final result.
of the order of 2 MeV FWHM. Therefore, when unfolding  This procedure was used to unfold all the electrodisinte-
the threshold spectrum with bin widths less than 2 MeVgration data except at the highest bombarding energy where
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. ; TABLE I. Estimated systematic uncertainties.

25 1
"o S E[MeV] EZ[MeV] (d?0/dQdE')e 5 (d20/dQdE’)e 1
st " ] 347 +0.05 +4%
= boy ¢ 0 576 +0.15 +9%
~ 1oy MR AR 754 +1.0 +14% +4%
55 F ° ] 820 +2.0 +30% +10%
g 0 . 913 *15 *+20% +*8%
‘__‘ 25 1
£ (b)
g 20t ++ 1 ever, at the highest bombarding energy, 913 MeV, elastic
I 15t b 1 scattering data from hydrogen were also measured, and this
N; LTI allowed an accurate calibration for the deuterium elastic peak
10+ ¢ ‘°°°°°°°ooooot; position, yielding a relatively smaller uncertainty at that en-
51 , ergy. The estimated systematic uncertainties in the elastic
0 . ‘ ‘ peak positions and the overall estimated systematic uncer-
0 2 4 6 tainties associated with each measurement are presented in
E., [MeV] Table I. These overall uncertainties are smaller than the sta-

tistical errors except at the lowest bombarding energy.

FIG. 12. Unfolded spectra for the deuteron electrodisintegration
data at 347 MeV. I(a) the spectrum was generated without using

the smoothing and statistical criterion discussed in the text, and in  New measurements for the electrodisintegration of the
(b) both of these were added to the unfolding procedure. deuteron near the breakup threshold are presented in Table II
. o o as cross sections averaged ofzgy, from 0 to 3 and from 0
it was limited due to extremely poor statistics. Computedig 10 MeV. The uncertainties quoted in the table are only
average cross sections were also consistent with the analysigatistical. The systematic uncertainties are given in Table I.
of Sec. Il B. In Fig. 13 the new cross section measurements averaged
from 0 to 3 MeV are included with previous data for this
D. Backgrounds reaction. These new data are represented in the figure as the
. , solid circles. The measurements performed at Saclay also
Poss_lble sources of ba}ckgrou_nd can be grouped into tWQveraged from O to 3 MeV are represented by the open
categories: th_ose associated _W|th the electron beam on _ta§Equares and the SLAC measurements averaged from 0 to 10
get and those independent of it. Background from beam ingjev/ a5 the open diamonds. As can be seen in the figure, the
dependent sources, primarily energetic cosmic ray muonggreement between the three data sets in the region of over-
was kept at a minimum py using stringent focal plane acCePzp is good. The two lowest ne@? data points agree quite
tance cuts. By performing measurements without the elecz e with the Saclay measurements averaged over a similar
tron beam it was determined that background from thi§nierya The three highest ne@®? data points also agree
source was negligible. Background associated with béam ofye|| yith the SLAC measurements that were averaged from
target is more difficult to discriminate since it originates atg {5 19 MeV. The most dramatic feature of the combined
the target and therefore within the acceptance cuts. Targe{ycjay and SLAC data sets is the sharp departure from a
collimating slits were used to block the contribution from urely exponential slope @2~ 27 fm~2. This transition oc-
electron scattering from the aluminum endcaps of the targel, ;s 4t the adjoining region between these two data sets. The

: 0 0
cell. I:rlov_vevzr, exgtm p:jocessgs suchas— W_bd’ ™ I_) YY: new measurements have coverage throughout this region and
y—e’e”, yd—yd, andy—e“e” can contribute electrons 15, sunport this dependence.

into the acceptance. These sources were estimated to be |, this figure these data are also compared to a nonrela-
much smaller than the measured cross sections and neglected

in the analysis. TABLE 1. New experimental data for deuteron electrodisinte-
gration near threshold at 160°. The results are laboratory cross sec-
E. Systematic uncertainties tions averaged over the relative energy of separatigg, of the

. . . . recoilingnp system from 0 to 3 MeV and from 0 to 10 MeV. The
The largest source of systematic uncertainty in extractmgﬁerlrors (?uo'?e dyinclu ded only statistical uncertainties
4 .

the breakup cross sections was associated with the accurac
with which the elastic peak position could be locatsde £ Q? (doldQdE') (doldQdE')

Fig. 7. An uncertainty in this position affects the correct vy [fm?]  [ubsr Mevgif b srt Mevo—_lio
location of the threshold breakup region. For the lower-

IV. RESULTS AND COMPARISONS

energy measurements where well-defined elastic peaks ex347 8.66 1.28:0.02x10°°
isted this represented a relatively small uncertainty. At 576 20.5 4.390.66x10°8
higher energies where the statistics were poorer and a well-754 31.6 4.091.05x10°° 5.47+0.60x 10" °
defined elastic peak did not exist, this yielded a proportion- g20 36.0 1.640.53x10°° 2.56+0.41x10°°
ally larger uncertainty in the cross sections. At 820 MeV this 913 42.4 1.890.75x 10~ ° 1.87+0.39< 10 °

uncertainty was estimated to be of the order=#0%. How-
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FIG. 13. Calculations for backward threshold electrodisintegra-
tion of the deuteron using the Argonng, potential[19] compared
with experimental data. The dotted curve is the result for the im
pulse approximation calculatiofhd). The solid curve is the meson
exchange currefEC) calculation using the DiraE, form factor potential calculation including meson exchange curréMEC’s)
with the dipole(D) parametrization for the nucleon electromagnetic 5.4 isobar configurationdC’s) using the Sach6 form factor and
form factors Gg,#0) [43]. The long dashed curve is the same e ginole nucleon electromagnetic form factoGg(+0) [43].
calculation using instead the Sackg form factor. The short  thg |ong dashed curve is the same calculation including lowest-
dashed and dot-dashed curves are the corresponding results with 4gye relativistic contribution§RC’s) to the current operator and
Gari and Krumpelmann(GK) parametrization for the nucleon elec- yinematic wave function boost. The short dashed and dot-dashed

tromagnetic form factor§44]. The new measurements averaged ¢ ves are the corresponding results with the Bonn potential.
from O to 3 MeV are represented by the solid circles, the Saclay

data averaged from 0 to 3 MeV as the open squares, and the SLAC
data averaged from O to 10 MeV as the open diamonds. [45] is shown that includes some lowest-order relativistic
corrections(RC’s). These calculations were performed for
tivistic calculation for deuteron electrodisintegration by the Paris and Bonn potentials including MEC and isobar con-
Schiavilla and Risk&19]. These calculations are for the Ar- figurations using the Sachsg form factor and the dipole
gonnev 14 potential and includes partial waves upJts2 in ~ parametrization for the nucleon electromagnetic form factors
the final scattering state. The results of the calculations havgGg,# 0) [43]. These calculations were performed both with
been averaged ové,, from O to 3 MeV and from O to 10 and without the lowest-order RC and were evaluateH gt
MeV to correspond to the data, and the break in the curves-1.5 MeV. From the figure it can be seen that the depen-
separates the two averages. Shown in the figure is the indence of the potential model on the results is as large as the
pulse approximatiorflA) calculation along with meson ex- RC. The effect of the RC for both potential models is to
change currentMEC) calculations that illustrate the sensi- increase the strength of the cross section@3r 20 fm™2,
tivity to the choice of form factoF, or G, as well as the improving the description of the data.
parametrization of the nucleon electromagnetic form factors, In Fig. 15 the calculations of Wilboist al.[45] are com-
dipole (D) with Gg,#0 [43] or Gari and Krumpelmann pared with the radiative and resolution unfolded spectra. As
(GK) [44]. As can be seen all these calculations show the&an be seen, none of the calculations can describe the data at
necessity for MEC to reproduce the data in the region neaall four energies equally well; however, the overall shapes of
the IA diffraction minimum, Q?~12fm 2 For Q? the breakup continuum are reasonably reproduced. These
> 20 fm~2 wide variations exist in the predictions mostly due data provide clear evidence for a resonance peak at the
to the choice of form factoF, or Gg. In a nonrelativistic  breakup threshold at the two lowest energies and a slight
framework the correct choice of form factor is ambiguousenhancement is seen at 754 MeV. The data at 820 MeV
and the fact that the predictions differ betweepand Gg ~ show no evidence is for such a structure. All calculations
indicates that relativistic corrections are significant. The dif-describe a resonance peak at threshold except at 576 MeV.
ference due to the nucleon electromagnetic form factor pa- Shown in Fig. 16 is another relativistic calculation by
rametrization, which comes mostly from the neutron electricSmejkal, Truhlk, and Gdler [46]. In their model a chiral
form factor, is seen to be not as large. These calculations dioagrangian of theNwpa,; system is constructed within the
seem to predict a change in slope which is seen in the data iamework of the hidden local symmetrig$iLS’s) ap-
Q?~27 fm 2. However, for theF; calculation the change is proach. From this Lagrangian the isovector electromagnetic
too gradual and fo6g it is located at a smalle®?. current operators are constructed and applied to the electro-
In Fig. 14 a calculation of Wilbois, Beck, and Arented  disintegration of the deuteron. The exchange currents include

FIG. 14. Paris and Bonn potential calculations for deuteron elec-
trodisintegration including lowest-order relativistic corrections. Cal-
“culations were evaluated #&,,=1.5 MeV and for a laboratory
electron scattering angle of 15845]. The solid curve is the Paris
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F N ] FIG. 16. A relativistic meson exchange calculatieté] and a
top 3 TEem=—— E hybrid quark-hadron model calculatip48] for deuteron electrodis-
3 b ] integration near threshold. The solid curve is the relativistic meson
05 | e S & exchange calculation with the Bonn OBEPQB potential modified to
3 ‘ t . t ] include a; exchange. The dashed curve is a similar calculation to
0.0 : : ‘ the solid curve except with the, meson eliminated in the correct
0 5 10 15 chiral model. The dot-dashed curve is a hybrid quark-hadron model
E.y [MeV] calculation.

FIG. 15. Differential spectra for deuteron electrodisintegrationcluster potentials at short distances by describingnhsys-
compared with the new measurements represented as solid circldem in two distinct sectors: a two-baryon exterior region (
The calculations are for both the Paris and Bonn potentia#®at  =r,) and a six-quark cluster interior region<{r,) where
=160° with and without lowest-order relativistic correctidd$].  r is the matching radius. For the calculation presented in the
These calculations are the same as those presented in Fig. 14. Thgure a matching radius of 0.8 fm was chosen and the cross
solid curve is the Paris potential calculation including meson exsections were evaluated Bt,,=1.5 MeV with an electron
change currentdMEC’s) and isobar configuration$C’s) using the scattering angle of 160°. As can be seen in the figure this
SachsGg form factor and the dipole nucleon electromagnetic form c5|culation can qualitatively describe the trend of the data.
factors Gen#0) [43]. The long dashed curve is the same calcula-yo\ever, a result of this model is the presence of a small
tion including lowest orc_ier rele_ltlwstlc contrlb_utloanC’s) to the second maximum in the cross section just above 5Cfrit
ggrsrﬁgé ;’Egré";(t’_;::ﬁe dk'cnuerT:St'(;r:’;]VeeCE’r?g;'on S_OOSL TTe S_hr?rs speculated that this second maximum might be the signa-

. ponding results with i for six-quark cluster formation in the deuteron. The new
Bonn potential. . . . .

measurements presented in this paper have coverage in this

the standardr+p MEC's as well as thea;-7 exchange region with good resolution and do not show this feature.
current. The one-body current amdMEC include a full set
of leading order relativistic corrections. The calculations are
for the Bonn OBEPQB potentig#7] modified to includea;
meson exchange. The cross sections are evaluatég at In this paper new measurements for the threshold electro-
=1.5 MeV, electron scattering angle of 160°, and includedisintegration of the deuteron are reported. These measure-
partial waves up t&.<3. The solid curve shown in the figure ments were made with good resolution and coved?are-
is the result with the Hioler H7.1 parametrization for the gion between 8 and 42 fid. In the region of overlap these
nucleon electromagnetic form factdr48]. This calculation new measurements agree with a previous good resolution
describes the trend of the data up @~36fm 2 The experiment at Saclgyl1] and a poorer resolution experiment
dashed curve is a similar calculation to the solid curve excepat SLAC [25]. These new data also support the observed
with the a; meson eliminated in the correct chiral model. departure of the cross section from a purely exponential
This calculation does not describe the data even at relativelglope atQ?~27 fm™2. No evidence for a second maximum
low Q2 showing the importance of the, meson degrees of in the cross section is seen abo@é~ 27 fm 2. Compari-
freedom in the Lagrangian. sons of the data are made with several types of calculations:

Also shown in Fig. 16 as the dot-dashed curve is a hybrichonrelativistic, nonrelativistic including lowest-order relativ-
quark-hadron calculation by Lu and Ched®] based on the istic corrections, and a hybrid quark-hadron model. All cal-
Kisslinger model. This model attempts to match the long anculations show the necessity of meson exchange currents to
medium range meson exchange potentials with six-quarkxplain the absence of the deep diffraction minimum at

V. CONCLUSIONS
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