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Clustering recognition model for intermediate energy heavy ion reactions
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A clustering model which allows the recognition of mass fragments from dynamical simulations has
developed. Studying the evolution of a microscopic computation based on the nuclear Boltzman equa
suitable time is chosen to define bound clusters. At this stopping time the cluster cores for each membe
distribution are defined as a function of the overall density. Then an iterative routine is applied to estima
coalescence of the surrounding nucleons. Once the fragment formation has been established, a statistic
code is used to generate the final fragment distributions. Applications are shown to the reactions129Xe 1
natCu at 50 MeV/nucleon and139La on 27Al and natCu at 45 MeV/nucleon. A general improvement in clust
identification is found over approaches where a standard cluster separation algorithm has been
@S0556-2813~96!03507-8#

PACS number~s!: 24.10.Lx, 21.60.Gx, 25.70.Mn
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I. INTRODUCTION

Microscopic simulations are fundamental to the study
the evolution of nuclear collisions at intermediate energ
These simulations permit the interpretation of experimen
data and facilitate the extraction of information about t
physical properties of hot and dense nuclear matter, suc
multifragment emission or nuclear compressibility@1#.
Among the most popular methods used to generate a
namical computation are mean field descriptions~such as
Landau-Vlasov, Boltzman-Uehling-Uhlenbeck, etc.!, in
which a generated phase-space density is followed in ti
and molecular dynamics approaches@such as quantum mo
lecular dynamics~QMD! or fermion molecular dynamics
~FMD!#, in which all the individual nucleons are followed a
independent systems.

A nuclear collision at intermediate energies may be p
tured as a series of different physical scenarios. Before
collision the projectile and target are in their ground stat
After the contact they interpenetrate and a highly excited
compressed zone is created. Subsequently expansion
cooling occur, leading to the formation of exited fragmen
that further evolve and deexcite while departing from t
collision zone. To develop a dynamical theory that includ
these scenarios is a difficult task and so far no single mo
has been able to adequately describe all three stages
example, statistical models for nuclear deexcitation do
address how the equilibrated source was formed, and mi
scopic dynamical simulations, good for the description of
early stages of the reaction, fail to reproduce the formation
complex fragments and their characteristics. This is eit
because of intrinsic limitations~as in mean field descrip
tions! or because of a lack of identification efficiency~as for
molecular dynamics!. A first approximation to solve this
problem is to link the dynamical description of the system
a deexcitation procedure by some intermediate stage@2–5#
which treats the formation of clusters of nucleons. This pa
is focused towards developing a method for accomplish
this intermediate step. Although the dynamical model use
this work is a mean field type, this clusterization method c
also be applied to a molecular dynamics computation.
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A standard nuclear Boltzman-Uehling-Uhlenbeck~BUU!
simulation is based on the solution of the modified Vlaslov
transport equation for the phase-space distribution of nucle
ons@6#. A common method to solve the BUU equation is by
the generation of an ensemble ofN sets of dynamically in-
dependent parallel systems ofM pseudonucleons or test par-
ticles. There are two main questions concerning the cluste
ization of the nucleon distributions coming from this type of
calculation. One is when to stop the dynamical calculation
the other is how to proceed with actual clusterization given
the output variables of the model. To deal with these ques
tions the variables relevant to the computation must be ad
dressed at two different levels.

At one level are the variables that describe the motion o
the pseudonucleons, or test particles, in a set of parallel sy
tems. Provided that the pseudonucleons obey the Newtoni
equations of motion

dpi
~n!

dt
52¹ rU~r i

~n! ;t ! and
dr i

~n!

dt
5
pi

~n!

mi
, ~1!

wherepi is the particle momentum,r i is the position, and
mi is the particle mass, the test particles will define a tota
phase-space distribution. This distribution is in turn a func
tion of the second level variables that govern the evolution o
the system as a collective ensemble via the BUU transpo
equation@6,7#

H ]

]t
1

p

m
•¹ r2¹ rU~r ;t !•¹pJ f ~r ,p;t !5 Ī @ f #, ~2!

where Ī @ f # represents the average rate of change of the pa
ticle distribution due to two-particle collisions,U(r ;t) is the
density-dependent mean field potential, andf (r ,p;t) is the
phase-space distribution.

The collective ensemble described by Eq.~2! will follow
a mean field trajectory, from which the average properties o
the heavy-ion collision are calculated, and the parallel sys
tems provide the fluctuations about these averages. Recen
a consent is emerging that these fluctuations should play a
essential role in the fragmentation of the system@7–9#. Thus
276 © 1996 The American Physical Society
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FIG. 1. Evolution predicted by the BUU
simulation of the density in the reaction plane, a
a function of the time and impact parameter, fo
the systems139La on 27Al ~a! and natCu ~b! at
E/A545 MeV.
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at some point of the dynamical calculation~freeze-out time!,
when these fluctuations are expected to be more promin
the calculation is stopped, and the clusterization is applied
each of the parallel systems. From this point each membe
the ensemble is treated independently@10#. It has been
shown that, even though the freeze-out time depends on
system, it occurs approximately when the hot source expa
to below normal nuclear density@11#.
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II. CLUSTERING MODEL

In order to find the freeze-out or stopping time of th
calculation, it is necessary to establish the point when t
fluctuations around the mean field trajectory are more pr
nounced. Figure 1 shows the evolution of the density fun
tion, in the plane of the reaction, as a function of time, fo
the systems139La on 27Al and natCu atE/A545 MeV, as
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278 54E. J. GARCIA-SOLIS AND A. C. MIGNEREY
calculated from the BUU equation usingM5300
pseudoparticles. Distributions are shown for a range of inp
parameters and calculation times. For the smaller values
the impact parameter, where the projectile and target over
substantially, a highly compressed system is formed. Th
the system will start expanding up to a point where th
compression-expansion cycle is repeated again. This is
companied by emission of individual pseudoparticles in e
ery cycle. At the end of the first compression-expansi
cycle, when the mean field applies an inward force towa
the source that cancels the outward motion, the system
spend considerable time at a relatively low density and te
perature, corresponding to an unstable region in the nuc
phase diagram. Under these conditions it is expected t
large first field fluctuations in the density will emerge@12#,
giving rise to the condensation of the system into a numb
of clusters. The description of this process resides outside
extent of the BUU equation, which deals only with the mea
trajectory of the system, and is inadequate for descriptions
unstable evolution. Therefore, the end of the first expans
indicates an approximate time to stop the dynamical calcu
tion and proceed with the clusterization routine.

Natural variables which can be used to estimate t
freeze-out time are the density and the averaged total kin
energy of the system. The time at which to stop the BU
calculation,tst, is therefore chosen as the time when the
variables exhibit their absolute minima. The evolution as
function of time of the averaged total kinetic energy and t
highest value of the density distribution computed at ea

FIG. 2. Predicted average total kinetic energy~a! and maximum
value of the density function~b!, as a function of time, for the
system139La on 27Al at E/A545 MeV. Each line represents the
computation for different impact parameters, as defined.
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time step for different impact parameters are displayed
Figs. 2 and 3 for the La on Al and Cu systems, respective
At around 30 fm/c a highly compress system is formed
which subsequently expands, reaching a minimum in dens
and averaged kinetic energy at around 100 fm/c; therefore,
tst is set at 100 fm/c for both systems. It should be noted tha
various tests were performed changing thetst time. It was
found, in accordance with Grosset al. @11#, that the cluster
configurations remained constant within an interval
tst610 fm/c.

The common method to recognize cluster structures is
separate fragments according to the relative position in ph
space of the particles in a system@10,13,14#. Using this ap-
proach, a nucleon belongs to the same cluster if it is su
ciently connected, that is

ur i2r j u,Dr , ~3!

and/or

upi2pj u,Dp , ~4!

whereDr ,p is a parameter which is a function of the loca
density. Although this method is relatively simple and fast,
is not realistic if the clusters are not sufficiently well sepa
rated @3#. For example, this method is not able to separa
two structures that share one surface nucleon. Strict appl
tion of Eqs. ~3! and ~4! will also lead to the exclusion of
energetic nucleons in the clusters, therefore miscalculat

FIG. 3. Predicted average total kinetic energy~a! and maximum
value of the density function~b!, as a function of time, for the
system139La on natCu atE/A545 MeV. Each line represents the
computation for different impact parameter ranges.
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FIG. 4. Nucleon number of the largest frag-
ment,Amax ~a!, and the multiplicity (A>) ~b! of
the clusters identified by the standard~dotted
lines! and the proposed cluster method~solid
line! as a function of the freeze-out time, for the
system129Xe 1 63Cu at 50 MeV.
cu-

her
ter-
of

ar-
ing
on-

r

ss

d

er-
s
r
n-
tion
cle-
tion
the amount of internal kinetic energy contained in the clu
ter. This latter point will be addressed again in the next s
tion.

An alternative approach to finding the clusters witho
these ambiguities is to first label the interior particles in t
parallel systems and then cluster them into fragm
‘‘seeds’’ using Eq.~3!. To do this suppose that attst there is
a global particle distributionr(r ) for the ensemble. If the
coordinate space is divided into cubic cells of side 2r b , ev-
ery cell in the space can be defined as interior or exterio
a cluster by the following condition.

Condition 1.The cell i defined by its center atr i will be
interior if r(r i1r bxm).r0 for everxm , m51, . . . ,6where
xm are six unitary vectors in the direction of the positive a
negative axes of a coordinate space, with the positiveZ axis
directed in parallel to the beam velocity, andr0 is a param-
eter approximately equal to 75% of the average nuclear d
sity at the freeze-out time. Taking the position of eve
nucleon in each parallel system of the ensemble and appl
condition 1, it is possible to determine which nucleons a
on the average,entirely surrounded by nuclear matter, tag
ging them as interior. Then, using the interior nucleons, i
possible to form the cluster ‘‘kernel’’ using a standard di
grammatic approach@14#. That is, assuming that the interio
nucleons are ‘‘slightly virtual’’ and can fuse without furthe
interaction, it is possible to apply Eqs.~3! and ~4!, with
Dr5r b51.42 fm, the average nuclear radius@15#, to bind the
initial cluster configuration.

Note that a nucleon is defined as interior by the surrou
ing density of its cell, not by the density within the cell. T
see how this affects the clustering procedure take, for
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ample, the system at the beginning of the dynamical cal
lation ~second square of Fig. 1!. By applying a common
cluster algorithm using Eq.~3! both nuclei touching each
other would be considered a single fragment. On the ot
hand, if the interior nucleons are separated first, then clus
ing would give two separated fragments, plus a number
exterior nucleons that can be treated differently.

Once the configuration of the cluster seeds for every p
allel system is established, the corresponding surround
nucleons tagged as exterior are tested by the following c
dition.

Condition 2.The exterior nucleon i belongs to the cluste
j if

si<Rcl
j 1r b

and

uPc.m.
j 2pi u,<Ap~si !Fermi

2 12mi@BE1ECo
i #,

whereRcl
j and Pc.m.

j are the radius and the center-of-ma
momentum for the j cluster, respectively,p(si)Fermi,
p(si)Fermi, mi , pi , andsi are the Fermi momenta, mass, an
relative distance to the cluster center of the nucleoni , re-
spectively. The nucleon binding energy is given by an av
age value ofBE528.0 MeV and the Coulomb energy i
ECo
i 55 MeV for i protons and 0 MeV for neutrons. Fo

nucleons that, by condition 2, belong to two clusters, a ra
dom assignment is made. After the first pass using condi
2, the procedure is repeated for the remaining exterior nu
ons, computing the new values of the center-of-mass posi
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280 54E. J. GARCIA-SOLIS AND A. C. MIGNEREY
and momentum at every iteration, until convergence to
constant mass of the clusters is achieved. The nucleons t
at this point, do not belong to any cluster are tagged as fr
Finally, for those remaining free nucleons a coalescen
check is done by using Eqs.~2! and ~3!.

When the configuration of the cluster is established, t
collective properties for every cluster, such as translation
kinetic energy, angular momentum, excitation energy, et
are computed by using standard semiclassical formulas.
cause of the instability of the cluster formed, it is not po
sible to know the exact zero point of the potential energ
@12#. Thus, a parameterx had to be introduced to calculate
the excitation energy

E*5Ekin* 2xEFermi* , ~5!

whereEkin* is the excitation energy due to the internal kinet
energy of the test particles andEFermi* is the average Fermi
energy of the nuclei. The parameterx is chosen in such way
that the ground stateE*50 for the nuclei before the inter-
action. A typical value ofx50.40 was found.

III. ILLUSTRATIVE RESULTS AND COMPARISON
TO STANDARD CLUSTER ANALYSIS

In order to illustrate the cluster recognition model, it i
applied to the BUU simulation of the system129Xe 1
63Cu at 50 MeV. Figure 4 shows the nucleon number of th
largest cluster,Amax ~a!, and the multiplicity of the clusters
containing four or more nucleons~b! as a function of time.
These results are the average over 300 simulations of per
eral collisions~impact parameterb57 fm!. For reference, in
Fig. 4 the results of the cluster distribution obtained fro

FIG. 5. Example of the cluster distribution found for one eve
in the reaction129Xe 1 63Cu at 50 MeV, att5120, and impact
parameter ofb51 fm. TheX-Y axes represent the spatial locatio
of the event, and theZ axis is the nucleon density projected in th
horizontal plane. Using the standard separation method one clu
is identified.
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standard spatial cluster analysis@using Eqs.~3! and ~4!# are
also represented~dotted lines!. As expected, both methods
converge on the same cluster configuration. This because
large impact parameter allows the clusters to be well sep
rated in phase space after sufficiently large time interva
This does not happen for earlier times; the standard clus
analysis is not able to separate clusters that are overlappe
phase space. By contrast, the method proposed is able
recognize the cluster structure much earlier. This consid
ably reduces the computation time, and also confirms tha
cluster distribution is established relatively early in the dy
namical simulations@3,16#.

It must be pointed out that the contrast exhibited by th
two methods of cluster recognition is exacerbated for sim
lations of nuclei collisions at lower impact parameters~cen-
tral collisions!. Figures 5 and 6 show examples of the clust
distributions found for one event in the reaction129Xe 1
63Cu atE/A550 MeV, at t5120, and impact parameter of
b51 fm. TheX-Y axes represent the spatial location of th
event, and theZ axis the nucleon density projected in the
horizontal plane. As can be seen in Fig. 5, it is not possib
to separate the clusters formed in the toroidlike structure d
livered by the BUU calculation using a standard recognitio
model. This method is not able to discriminate between clu
ters that are overlapped in phase space, and its use wo
lead to a single product fragment. On the other hand, Fig
represents the spatial location and projected nucleon den
of the three clusters (A>4) identified by the routine pro-
posed in this paper@~a!, ~b!, and~c!#. This method is able to
reproduce a fragment distribution that is closer to what h
been observed experimentally@17#.

IV. APPLICATIONS

In this section, the results of the simulation of the rea
tions 139La on 27Al and natCu at E/A545 MeV are com-

t

ster

FIG. 6. Example of the cluster distribution found for one even
in the reaction129Xe 1 63Cu at 50 MeV, att5120, and impact
parameter ofb51 fm. TheX-Y axes represent the spatial location
of the event, and theZ axes is the nucleon density projected in th
horizontal plane. Using the proposed method the three clusters~a!,
~b!, and~c! are identified.
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FIG. 7. Angular distributions
for selectedZ values~a! and inte-
grated charge distributions~b! for
the reaction La1 Al at E/A545
MeV/nucleon. For the angular dis
tributions, the experimental~solid
lines! and calculated ~dashed
lines! values are defined in the
center of mass. For the total cros
section, the experimental data ar
represented by diamonds and th
calculated distributions are repre
sented by solid, dashed, and dotte
lines, for integration over different
impact parameter ranges.
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pared to experimental data@17# after running through the
evaporation codeGEMINI @18#. The model cross sections an
angular distribution as a function of the detected charge w
calculated directly from the output of the evaporation co
On the other hand, the velocity distributions and sum cha
yields for different multiplicity gates were filtered accordin
to the corresponding experimental setup.

The results of the model calculation, together with t
experimental data, are shown in Figs. 7 to 10. Figures 7
8 show the angular distributions and integrated charge di
butions for the Al and Cu targets, respectively. For ea
system an overall normalization was used for the calcula
angular distributions, and the integrated charge distributi
were normalized individually for the different impact param
eter ranges.
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For the Al target, the angular distributions@Fig. 7~a!# for
the heavier fragmentsZ542 down toZ534 are fairly repro-
duced by the calculations. On the other hand, for the ran
Z534–22, the model overpredicts the yield at forwar
angles. Afteruc.m.550° the calculations again correspond t
the experimental data. ForZ values smaller than 20, the con
trary trend is found; the model replicates well the data up
uc.m.550° and after this it underpredicts the yield.

In Fig. 7~b! the experimentalZ distribution in cross sec-
tion is compared to the model predictions. The solid an
dashed lines represent the cross sections integrated over
ferent intervals of impact parameter, each one normaliz
separately. In general, the cross sections agree reason
well with the experimental data. However, forZ57–10 the
model underpredicts the yield, and a bump is observ
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FIG. 8. Angular distributions
for selectedZ values~a! and inte-
grated charge distributions~b! for
the reaction La1 Cu atE/A545
MeV. For the angular distribu-
tions, the experimental~solid line!
and calculated~dashed lines! val-
ues are defined in the center o
mass. For the total cross section
the experimental data are repre
sented by diamonds and the calcu
lated distributions are represente
by solid, dashed, and dotted lines
for integration over different im-
pact parameters.
city
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aroundZ530. This bump grows proportionally to the inte
val of integration and may indicate that the fitting of th
experimental angular distribution used to calculate the cr
section was biased to exclude the fragments from more
ripheral reactions, which are very forward peaked.

The angular distributions for the Cu@Fig. 8~a!# target
show the same general behavior as for the Al target, exc
for the overprediction of the calculation for fragments wi
Z>32 at the backward angles. For the smaller fragments,
calculation better fits the data foruc.m.>100°. The bump in
the integrated cross sections aroundZ532 remains almost
constant with increasing integration interval, and the cr
section increases for larger integration intervals for fra
ments withZ>36. This component may again be interpret
as a residue of the projectile from peripheral reactions.
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The sums of the detected charge and the source velo
distributions, for all coincidence events with multiplicity
n52 andn53, are shown in Figs. 9 and 10. The dashe
lines represent the calculated distributions and the solid lin
the data. In general, for then52 events, the peak in the
Ztot distribution is fairly reproduced by the calculation. Th
tail of the distribution is overpredicted for the Al target, an
the central part of the distribution is underpredicted for th
Cu target. Forn53 events, the model is able to predict th
position of peak of the Cu distribution; however, it undere
timates the width and the tale of the distribution. On th
other hand, the model is able to reproduce the peaks of
VS distributions to within a few percent, also reproducing th
width and the tail forn52 events for the Cu target. How-
ever, the width is overpredicted for the Al target. Forn53
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events, the widths are also overpredicted, and the pea
shifted to higher velocities for both targets.

V. CONCLUSION

In this work, a dynamical description of nucleus-nucle
collisions was coupled with a subsequent statistical deca
the primary source through a clustering subroutine. The s
cific clustering criteria provide a reasonable approach,
only for dealing with dynamically separated clusters, but a
for generally dense stages of the reaction. A significant
provement in the cluster separation is obtained as comp
to results from the standard phase-space cluster anal
Even though that the predictions provide only a qualitat
description of the data, they represent an improvement w
compared to the simulations performed for other stud
@2,8,10#. The results obtained show that it is possible to d
scribe the fragment distributions produced in intermedi
energy heavy-ion reactions considering both statistical
dynamical features.

It should be pointed out that the approximation used
estimate the excitation energy of the clusters is far from

FIG. 9. Experimental~solid lines! and calculated~dashed lines!
sums of the detected charge and source velocity distributions,
pressed in velocity relative to the beam velocityVs , for n52 and 3
events for the reaction La1 Al at E/A545 MeV.
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timal. Work in progress shows that using a radially depe
dent mean field potential to calculate the internal energy
the clusters@10# results in a reasonable temperature@19#
(Etot.212 MeV/nucleon! for a nucleus in its ground state
~that is BUU-generatedA1B nuclei at zero incident energy!.
This is particularly important when treating peripheral rea
tions. Further applications of the clusterization model d
scribed in this paper using this estimation of the excitatio
energy should result in more realistic predictions for the
low excitation energy reactions.

Finally, it also should be mentioned that, in spite of th
reasonable predictions that are obtained, this clustering r
tine is far from optimal because it sharply stops the dynam
cal calculation. Further work in this area should focus o
obtaining the clusterization directly from the dynamical evo
lution of the density distribution of the system.
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FIG. 10. Experimental~solid line! and calculated~dashed line!

sums of the detected charge and source velocity distributions,
pressed in velocity relative to the beam velocityVs , for n52 and 3
events for the reaction La1 Cu atE/A545 MeV.
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