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High-accuracy measurementsAf( ¢) data for elastic scattering for+ 209 have been performed at 6 and
9 MeV. The data are incorporated into a large database(6j, A (6), and o for n+29Bj covering the
energy range 1.0-80 MeV. A complementary database is constructed-f5fPb and a dispersive optical-
model analysis is performed for both scattering systems while constraining many of the parameters to be
identical for both systems. A good representation of both databases is obtained with conventional geometry and
spin-orbit parameters. THEPb model predicts quite well the measured energies of valence single-particle and
single-hole bound states. Occupation probabilities and spectroscopic factors for the same bound states are also
calculated. Finally, a fully constrained model is presented in which the only differences between the
n+2%ph and then+2°Bi systems are the Fermi energy and the isospin dependence in the real volume
potential.[ S0556-28186)00611-5

PACS numbe(s): 24.10.Ht, 25.40.Dn, 24.78s, 28.20.Cz

I. INTRODUCTION in particular. In Robertgt al. [2] we reported high-accuracy
A,(6) data from 6 to 10 MeV and(6) data at 9 MeV for

In the past eight years there has been a concerted effort t%?vBPb(n,n). In Ref. [2] we presented a DOM analysis of
apply the dispersion relation of the optical model to nucleon-2b(n,n) differential scattering data from 5 to 40 MeV,
nucleus scattering to determine the nuclear mean field in fiandn+2%pb total cross sectioor; data from 2 to 80 MeV.
nite nuclear matter. The dispersive optical mod@DM) for  Although the DOM of Ref[2] gave a good description of
nucleon-nucleus scattering has had its main impact in twehe data, there were a number of deficiencies in the formu-
ways: (i) the DOM allows for a physically self-consistent lation of the model and its agreement with the data. One
way to introduce energy dependencies into the real Wart weakness in the model was that we assumed that the energy
and imaginary partW of the nuclear potential given by dependence of the volume absorptive potential could be rep-
U(r,E)=V(r,E)+iW(r,E) and (ii)) the DOM provides a resented by a single linear segment and the surface absorp-
natural extension of an optical model derived from scatteringive potential by two linear segments. Further weaknesses of
data into the negative energy regime, i.e., into the boundthe model relate to the contributions of Mahaux and Sartor
state or shell-model region. In this way, the DOM gives a[1] who have pointed out thdt) due to nonlocality effects,
consistent and continuous description of the nucleon-nucleutie absorptive potential used in the dispersion relation will
interaction from negative to positive energies. Mahaux ande highly asymmetricwith respect to the Fermi energy
co-workers[1] were the first to demonstrate that the nuclearEg) for |E|>60 MeV and(ii) that there should be a gap
structure properties, such as single-particle occupation prolzentered abouEr in which the absorption term drops to
abilities, strength functions, and energies derived from theero, i.e., at least for energies between the first-hole and first-
DOM for nucleon-nucleus scattering, are consistent to garticle states. In the analysis of Robeetsal. [2] we as-
large extent with properties determined from nucleon transsumed that the absorptive potentials were symmetric about
fer and inelastic electron scattering measurements, in particlzr and that they were nonzero in the energy gap surrounding
lar for the systerm+2%%Pb. Er. Finally, in Ref.[2] we used a nonrelativistic optical-

At the Triangle Universities LaboratoffTUNL) we have  model code. Since the database extends up to 80 MeV and
been interested in measuring analyzing powgf¢) data to  since the recentr data are very accurate, i.e., the uncer-
constrain the characterization of the nucleon-nucleus interadainty Aot is about*=1%, it is now important to consider
tion in general and to parametrize the spin-orbit interactiorrelativistic corrections.

One of the disappointments of the DOM predictions of
Roberts et al. [2] was the description of ther(6) and
*Present address: Department of History, 4131 Turlington HallA,(#¢) data in the 4.0 to 7.5 MeV region. One obvious con-

University of Florida, Gainesville, FL 32611-2036. cern is whether the calculated contributions from compound-
TPresent address: EG&G Rocky Flats, Inc., P.O. Box 464, Bldghucleus (CN) elastic scattering are accurate. Because the
886, Golden, CO 80402-0464. measuredr(6) for 2°Bi(n,n) is nearly identical to that for

‘Present address: Center for Atomic Mass Spectroscopy?’®Pb(n,n) at energies above 8 MeV, we decided to make a
Lawrence Livermore National Laboratory, Livermore, CA 94550. complementary DOM analysis of ti@*Bi(n,n) data. Below
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8 MeV, the CN elastic scattering fd*Bi(n,n) is less than 100
that for 2°%b(n,n). Therefore, if there is inaccuracy in the
CN calculations, it would be less critical f6P®Bi(n,n). In
order to provide additional constraints on a model 1o1Bi
(n,n) we measured th&,(¢) at 6 and 9 MeV. The 9 MeV
data were obtained to see if it exhibited the identical features ., 60
as had been observed fé%b, since at 9 MeV the CN
elastic scattering is calculated to be negligible for both nu- 8 4 [
clei. The 6 MeV data were obtained to document the differ-
ences betweeA,(6) for 2°®Pb and?*Bj; it was known that

at this energy the CN elastic scattering was significant for
both nuclei

UNT

20

The organization of the paper is the following. Section I ol - . TNV,
describes the experimental procedures and the corrections for 100 150 200 250 300

multiple scattering, etc., within the scatterer. Section llI TOF CHANNEL NUMBER
discusses the CN calculations. Section IV introduces the 100 - '
208k (n,n) and 2°Bi(n,n) databases. Section V provides an
outline of the dispersion-relation optical model and the forms 80 |
of the energy and radial dependencies of the real, imaginary,
and spin-orbit potentials. Section VI describes the revised "
GENOA search code, our procedure for searching, and the &
resulting DOM potentials for?®®b(n,n) and 2°Bi(n,n). 2
Section VII presents a brief discussion of properties of © 40
single-particle bound states far+20%b.

This brief introductory section omitted references to other

reports on conventional or dispersive optical-model analyses %

for 2%b and?°*Bi. Many of the early DOM references are :

given in the review by Mahaux and Sartft]; the most 0

pertinent ones will be mentioned below. However, here we 150 200 250 300 . 350
would like to mention the seminal analysis by Annand, Fin- TOF CHANNEL NUMBER

lay, and Dietrich[3] who developed a combined standard

optical model forn+2%°Bi and n+2%pPb. The present paper  FIG. 1. Typical TOF spectra for 6.0 MeV a@,=65° and 9.0

is based on a Ph.D. dissertatipfl. MeV at 6,,,=90°: sample-in countssolid) and sample-out counts
(dotted.

Il. EXPERIMENTAL TECHNIQUE . . . . .
Q mined with the quench-ratio technig{®]. The polarization

The A (6) data for *°Bi(n,n)**Bi were obtained at the transfer coefficient for théH(d,n)3He reaction was taken
tandem Van de Graaff accelerator facility of the Trianglefrom the measurements of Lisowséi al. [6]. The absolute
Universities Nuclear LaboratorfTUNL). Much of the data  value of the neutron polarization was known to an accuracy
were accumulated back to back with the complementarnyf ghout =3%. The spread in neutron energy was mainly
measurements fof°®Pb(n,n) that were reported by Roberts caused by the deuteron energy loss in the gas of the deute-
et al.[2]. Considerable detail is given there about our techvjium cell; the spreads were 350 and 420 keV at 6 and 9 MeV,
nique forA,(6#) measurements and about the corrections aprespectively.
plied to obtain final values foA(6). The deuteron beam was bunched and chopped to obtain 2

A brief outline of the method is given here. Polarized ns bursts. The scattered neutrons were detected in a time-of-
neutrons were scattered from a cylinder®fBi (2.0 cm in  flight mode with an overall system resolution of about 3 ns.
diameter and 3.3 cm in heighaind detected in pairs of scin- Sample spectra are illustrated in Fig. 1 where we also show
tillators placed symmetrically on opposite sides of the inci-spectra recorded with th&’Bi sample removed. The time
dent neutron beam axis. Two massively shielded detectorscale is about 0.16 ns per channel. An expanded view of the
were utilized for forward angle measurements and somespectra that result when the sample-removed counts are sub-
times four additional shielded detectors were utilized at thQracted from the samp|e-in Spectra is shown in F|g([\R)te
backward angles. All of the detectors were liquid-organicthe zero offset for the ordinajeThe 3~ label indicates the
scintillators that permitted pulse-shape discrimination againgbcation for inelastic scattering to the first excited state of
y-ray induced events. 209Bj at 0.897 MeV. There is a small sample-correlated

The polarized neutron beam was obtained from thepackground that is apparent on the right side of the elastic-
2H(d,n)3He reaction using a polarized deuteron beam thascattering peak. It was assumed that this background was a
originated in the TUNL Lamb-shift polarized ion source. “white” background originating from neutrons scattered
Neutrons emitted at the 0° reaction angle were incident omhroughout the target room; a flat background of this level
the cylindrical ?°Bi scatterer, whose axis was oriented nor-was subtracted from the entire spectrum. The small residual
mal to the horizontal reaction plane containing the neutrorbackground in the valley between tHe and the elastic-
detector array. The deuteron beam polarization was detescattering peaks are sample correlated and caused by neu-
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FIG. 2. The difference spectra for the examples of Fig. 1 with <
backgrounds and summing window displayed.
05 |
trons, for example, that scatter first from the shadow bar and
then from the?°°Bi scatterer. These latter events are unim-

portant inA,(¢) measurements as long as they lie outside of  -1.0
the summing window chosen for the elastic-scattering peak. 0 30 60 90
Examples of the choice of windows that were used in the 6, (deg)
analysis are indicated by the vertical lines in Fig. 2.

The Monte Carlo codeaNE obtained from Woy¢7] was _
used to correct the measured asymmetries for finite-geometry FIG- 3. The?*Bi(n.n) A(6) atE,=6.0 and 9.0 MeV before
effects, taking into account the sizes of the deuterium gatdotted and after(solid) finite geometry corrections.
cell, the scatterer, and the detector, as well as attenuation and
multiple scattering of the neutrons in the scatterer. The daté -dependent absorption and energy dependent geometries
presented here are valuesAyf( 6) for the effective angle of have been introduced in attempts to explain this problem.
the observation as obtained framane. Although the statis- However, in this energy range the compound-nucleus elastic
tical uncertainties of the original on-line values were underscattering contributes appreciablyd¢¢). Therefore, we felt
about=* 3%, because of sizable multiple-scattering contribu-that it was important to investigate the accuracy of the cal-
tions in the valleys of the differential cross section, the finalculated compound nucleus yield.
uncertainties for 5ing|y scattered events were more than a We used the statistical model of nuclear reactions to com-
factor of 2 |arger in these angu|ar regionsl The final datepute the CN contributions to the elastic channel. When the
(solid circleg are shown in Fig. 3 alongside the uncorrectedcross section is averaged over many CN resonances, as in the
original data(open circles Some of these data points re- present data set, the shape-ela€$iE) differential cross sec-
quired more tha 6 h to measure. To check for physical tion may be taken as the experimentally obserel cross
Consistency’ the produﬁy( 9))( 0—( 9) was fit with an asso- section minus the CN elastlc-scatterlng contribution:
ciated Legendre polynomial expansion. Th€6) values
used in this procedure were obtained from Lawsobal.[8]
at 6 MeV and Das and Finlay@] at 9 MeV. The solid and
dashed curves show the results of this fitting procedure fo¥Ve assume that the analyzing power of the CN contribution
the uncorrected and final data, respectively. All the finalis zero through the process of averaging over many CN reso-
Ay(6) data in Fig. 3 are statistically consistent with this fit- nances. Thus, the effect the CN elastic-scattering contribu-
ting approach. tion is to merely dilute the magnitude 8§ 6) produced by
the contribution from shape-elastic scattering. In this case,
the desiredAJN(6) is related to the observed analyzing
powerA%(6) as

120 150 180

oS5 )= %) — N 6). (1)

[II. COMPOUND-NUCLEUS CORRECTIONS

In OM studies onn+2%Pp there are difficulties in de-
scribing the o(6#) data in the energy range 4.0 MeV
<E<75 MeV. Several unusual approaches like

0_Ob( 6)

ASH(0) = mAgb( 0). 2
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The statistical-model calculations require the following as 10" —
input: (i) inclusion of all significant reaction channe(s) an ;

2091
OMP for each reaction channélii) known discrete excita- O MeV ____ZOBB:n’n)
tions of each residual nucleusiv) a choice of “width- 209P .("’“)‘
fluctuation corrections”{v) a model for a continuum of the 10° | Bi(n,n)

° 208Pb(n,n)

excited states extending beyond the known levels. For th
present work, the only significant exit channels amnen()
since the high nuclear charge &b and?°Bi suppresses
all charged-particle channels at the energies where the® i0®|
a®N(#) is significant. Our CN calculations used the g
208pp(n,n) and 2°Bi(n,n) OM potentials of Annandt al.
[3]. Checks of the CN calculations, using the DOM'’s of the )
present study, did not demonstrate any significant differences ~ 10' 0 s % 120 '150 T lso
from the results reported in this section. Discrete excitation 0 (deg)

levels are available from nuclear data tables: R&@] for c.m.

208k and Ref[11] for 2°Bi. The approach of Moldauer ' ' ' ' '
[12,13 was used to calculate the width-fluctuation correction
since this method proved to be the most reliable in the care-
ful study by Annancet al. [3].

The CN calculation is highly sensitive to the parameters
modeling the continuum of excited states. We used the g 00
“constant temperature’(CT) formula [14] to estimate the — «~
number of excited states available to the scattering system at
excitation energyE; that is, N(E) =exd (E—E,)/T], where
T is the “nuclear temperature” anf, the “offset energy.”
These two parameters are determined by three crit@pia:
extrapolation from a plot of the number of available states vs | , , |
excitation energy(ii) consideration of thé () data, which 60 90 120 150 180
sets an upper limit to the CN correction, since the magnitude 0_, (deg)
of Ay(6) cannot exceed 1.Qjii) reasonable agreement be- o
tween available inelastic-scattering data and results of the .

CN calculation. Criterior(i) is the most important consider- FIZ? 4. Theo(0) andA,(6) at E“:9'.0 MeV fo_r 2093|(n,n)

. o : . and 2%%Pb(n,n). The curves are polynomial fit$"Bi (solid) and
ation. In the case of criteriofiii ), not much inelastic data are 2080} (dotted
available at low energies and these data are subject to large '
error bars.

As a test of our CN calculations, we compared ourthe level of about 3 mb/sr. The data points represent the
20%Bj(n,n)A,(6) data at 6.0 and 9.0 MeV to corresponding values of 055 6) that we obtained after subtraction of
data for 2%%Pb(n,n) reported by Robertst al. [2]. From a  oN(8) from the 7°°(#) measured by Lawsoet al.[8]. The
shape-elastic point of view the(¢) and A (¢) data for solid curve is a Legendre polynomial expansion fit to
208phn,n) and 2°Bi(n,n) should only differ a slight &>5#6). In the lower panel of Fig. 6 we display values of
amount due to the 0.15% difference in nuclear radii. SoAiE(G) for 2%Bi obtained by applying the CN correction
large differences in the observed data might be attributed taccording to Eq(2). Here, the solid curve is again derived
the different CN contributions. The CN calculations werefrom fitting the values for the produ@tiE(a)x(rSE(e) with
accomplished with the computer codegLGA [15] and  an associated Legendre polynomial expansion.

OPSTAT [16]. The calculations showed that the compound-  Our choice of CT parameters for tHf8%Bi calculation at
elastic contributions were negligible for boff®Pb(n,n) and 6.0 MeV was severely constrained by the second criterion,
20%Bi(n,n) at 9.0 MeV. Figure 4 shows the 9.0 Me¥*Bi  since theA,(6) distribution already is close to 1.0 before the
data and companiof”®Pb data. The data and correspondingapplication of Eq(2). In the case 0of%Pb, a wider range of
polynomial fits demonstrate the close similarity of #éf) CN corrections is allowed by the second criterion, since the
andA(6) for these two nuclei. observedA,(6) values are not close to 1.0. To examine the

However, at 6.0 MeV the compound-elastic contributionsrange of possible CN corrections f8¥Pb, we made two CN
are significant for both nuclei. FG*Bi, the first 25 discrete calculations with two choices of CT parameters. For both
levels were used, covering the region up to an excitatiorleterminations of the CT parameters, we explicitly included
energy of 3.23 MeV. Beyond this energy, the CT formulathe first 25 discrete states féP%b, in order to match the
was used to model the continuum. Displayed in the bottontalculation for?*%Bi. In our first choice, which we denote by
panel of Fig. 5 is the sum of the discrete states¥5Bi, as  “all observed,” we forced the continuum to follow the 126
well as the CT extrapolation used. Table | lists the CT paknown 2°Pb discrete levelf10] in the energy range 4.32 —
rameters T andE,) used for all CN calculations, as well as 6.0 MeV (see the solid line in the top panel of Fig. i our
the resulting integrated compound-elastic cross sectionsecond choice, we constructed a continuum which assumes
o$E. The calculatedo®™(6) for elastic scattering from that only half of the discrete states up to 6.0 MeV have been
209j js illustrated in Fig. 6(top panel by the solid curve at observed(labeled “50% unobserved’ This second choice

(6) (mblsr)

—o 29Bj(n,n)

0.5 R 2°8Pb(n,n)

i B |

II|||I’||

-0.5

IIII|II|I

(]
(=4

£
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FIG. 6. The CN correctedr(6) and A/(6) data atE,=6.0
"Mev: 20Bi(n,n) data and polynomial fitsolid), compared to poly-
nomial fits to 2°®b(n,n) data corrected with the “all observed”
CN calculation(dotted and the “50% unobserved” CN calculation
(dashedl The respective CN contributions for each are displayed
with the same key.

FIG. 5. Display of discrete states and the continuum represe
tation used in the CN calculations Bf,=6.0 MeV for 2°%Bi(n,n)
and 2%Pb(n,n). For 2°%Pb(n,n), two choices of the continuum are
shown: the “all observed” casésolid curve and the “50% unob-
served” casddashedl

of CT parameters, shown by the dashed curve of Fig. 5, is
unrealistic, but is intended as a limiting case. of Fig. 6. Note that the "all observed” CN-corrected
The ¢°N(6) for 2%%Pb are shown in Fig. 6 by the dotted *°®Pb(n,n) data are in close agreement with the CN-
curve for the “all observed” case and by the dashed curvecorrected 2°Bi(n,n) data. However, small differences,
for the “50% unobserved” case. These twd™N(9) were  which are too large to be attributed to radial sizes, remain
subtracted from the-°®(§) data at 6.0 MeV of Annandt al.  between these two data sets, particularly in the angular re-
[3]. The resultinge>5 ) were fit by Legendre polynomial gion wherea(6) is small.
expansions, which are shown by the dotted and dashed After these preliminary calculations, we performed a final
curves in the top panel of Fig. 6. THg(6) data for?®Pb of  set of CN calculations fof®Pb for our DOM analysis. We
Robertset al.[2] were correspondingly adjusted for CN con- used the first 50 discrete states?8#Pb; that is, we assumed
tributions and fit with polynomial expansions. The results arehat all levels have been found up to the corresponding ex-
indicated by the dotted and dashed curves in the lower paneitation energy ofE=4.95 MeV. Above this energy, we

TABLE I|. Constant temperature parameters and calculated values for the CN integrated elastic scattering
cross section at 6.0 MeV.

T (MeV) E, (MeV) o$E (mb) o$E (mb)

Present Refl3]
208ph w/25 levels 50% unobserved 0.74 1.91 59 -
All observed 0.95 1.27 81 -
208pp w/50 levels Used for DOM 0.87 1.57 78 ~49

209Bj w/25 levels Used for DOM 0.70 0.98 32 ~44
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chose the parameters of the CT formula to lay between th8.47, 4.0, and 21.6 MeV, Lawscet al.[8] at 4.5, 5.0, 5.5,
two extreme limits considered above. The final data for bott6.0, 6.5, and 7.0 MeV; and Das and Finlg] at 7.5, 8.0,
208k and?°Bi at 6.0 MeV using the “DOM” CT param- 9.0, 10.0, 11.0, 12.0, 20.0, and 24.0 MeV. The compound-
eters of Table | are displayed in Fig. 6. An uncertainty ofelastic contribution was removed from eacdi®Bi(n,n)
+15% was assigned to all CN calculations and then propas(6) datum from 1.47 to 6.5 MeV. Thé®Bi(n,n) A,(6)
gated to therSH 6) andA?E( #). This caused large error bars data of the present work are at 6.0 and 9.0 MeV. Energy-
for the data in the angular regions wherg¥(6) is small. averaged total cross sectioms: for 2°Bi were obtained
As a check, we compared the final CN calculations for thefrom Finlay et al. [20] from 4.5 to 80 MeV and Cierjacks
integrated cross sections with some availabten() data et al.[21] from 0.4 to 4.5 MeV. Additional energy-averaged
from Refs.[3,17] at several incident neutron energies. Theseor data from 0.1 to 0.4 MeV were taken from REZ2] to be
comparisons showed good agreement. For example, considesed for comparing predictions of the model.
inelastic scattering through the 1.608 MeY,= £* excited The 2*Pb(n,n) o(6) data were obtained from Annand
state of then+2°°Bi system. The experimental cross sections®! al.[3] at 4.0, 4.5, 5.0, 5_'5’ 6.0, 6.5, 7.0, and 8.0 MeV;
atE,=4 and 6 MeV are 195 mb and 20 mb, respectively;RObertset al.[?] at 9.0 MeV; Floydet al.[23] at 10.0, 14.0,
our CN calculation yielded 197 mb and 16 mb, respectively."’\nd ?6'9 MeV; Finlaet al.[24] at 11'0’_ 200, 22'(.)’ and 24.0
For inelastic scattering through the 3.198 MeN=5" ex- MeV; Rapaporiet al. [25] at 25.7 MeV; gnd De\./'tc[.%] at
cited state of then+2%Pb system, the experimental cross ?gﬁoggg ff':r'nozolgfaeb\(/r'] g)om(p;)ugggl?i:ﬁ Zoonttr(;bl?ngorl\l/lse{//vere
. . . . . ,N) o . . .
chra;%r? aE,= 6 MeVis 86 mb; our CN calculation yielded o 2%%p(n,n) Ay () data were obtained from Roberts
get al.[2] at 6.0, 7.0, 8.0, 9.0, and 10.0 MeV and Flogfdal.
[23] at 10.0 and 14.0 MeV. Average total cross sectiors
for 2°%Pb were obtained from Shuwet al.[27] from 2.0 to 80

Overall, we prefer our CN corrections to those of Annan
et al.[3]. Note from Table | that, relative to our CN results,
those of Ref.[3] slightly undercorrect the*®Pb data and _ :
overcorrect the?°Bi data. At most energies, the CN correc- MeV; Fowleret al. [28] from 0.7 to 1.89 MeV; Fosteet al.

tions of Ref[3] bring about stronger differences between the[zg] from 2.49 to 14.9 MeV, and Farredft al. [30] from 0.1
oS5 0) andA[s]E( 9) dgata sets fOFO%Pb and29%Bi than exhib- to 1.01 MeV. Here again, the data below 0.5 MeV were only
ited in our CKI-corrected data used to compare with model predictions.

However, we report a problem encountered in the CN
correction of the?*Bi data forE,<3.5 MeV. The calcula- V. DOM FORMALISM
tions, using either the OM parameters of RES] or our The optical-model potentigOMP) may be written as
present DOM’s, resulted in CN elastic contributions in the
1.46-3.47 MeV range which had values greater than the U(r,E)=—[Vy(E) +Wy(E)]fws(r,Ry,ay)
measuredo(6) in the region of the deepest minima. This
unphysical result cannot be due to the CT parameters since —[Vs(E)+Ws(E)]Jgws(r,Rs,as)
for this low energy region we have explicitly included all the . :
discrete states. It appears that f8Bi(n,n) the statistical [Vsd B)+1Wsd(B)]
model for CN reactions is not totally valid below 3.5 MeV. ( h

One possible approach to resolving the problem would be to
alter the only free parameters left to the CN calculation at

these low energies: those of the opticall model. However, thi§vhere the successive complex-valued terms are the volume-
leads to an abnormal model, one which cannot accuratelyenira| surface-central, and spin-orbit potentials. The vol-

describe the data over any appreciable energy regifie. \;me shape is a standard Woods-Saxon form factor specified
appears that Ref3] used such an OM for its CN corrections by a potential radiu®; and diffuseness, :

for 2°%Bi(n,n) below 3.5 MeV] Since such a model is not in
the spirit of a “normal” optical model, we renormalized the 1

2098j 1.46, 1.97, 2.46, 2.97, and 3.47 MeV compound-elastic fws(r,Ri,a)= I —Ry7aT"
calculations(which included the Moldauer width-fluctuation ex(r—Ri)/aj]
correction$ with the multiplicative factors 0.81, 0.81, 0.94, . : L

0.94. and 0.94, respectively. These factors keep the ﬁn#”;(ran §urface shape is the first derivative of the Woods-Saxon
o55(#) data positive valued and produced a reasonable en-
ergy dependence for the deep minimavitt( 6). While this d
renormalization strategy is not much more appealing than the gws(r,Ri,a;)=—4a d—fWS(r,Ri ,aj). (5)
“abnormal OM” option, it does allow us to retain our CN r
calculations at higher energies, which we demonstrate
above as being an improvement over R8i.

21
mwc) Fgws(r:Rso:aso)( l-o), Q)

4

gNe introduce the parameter, as defined by the relation
R;=r;AY. In our formulation of the OMP in Eq3) the real
and imaginary volume terms share the sarpeand ay pa-
rameters and likewise the real and imaginary surface terms
share the sameg andag. Note also that our; anda; are

In this section we outline data spanning 0.5 to 80 MeVindependent of energy.
used in the DOM analyses. THE&®Bi(n,n) o(6) data were The dispersion relation for a complex-valued OMP is
obtained from Olssoet al.[18,19 at 1.47, 1.96, 2.45, 2.96, given by

IV. SUMMARY OF THE DATABASES
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P r+=W(E') m is an even power 2, 4, or 6, to be determined along with
AV(E):_J E'_EdE,’ (6) As, Bg, andCs.
) - S» Ps» S
Two important assumptions are made in definilig(E)
andWg(E) in most of the previous DOM analyses. First, the
real-valued “dispersive correction” to the OMP. W(E) are assumed to be zero &t Er and nonzero every-
The total real-valued part of the dispersive OMP is:where else. Second, both(E) are assumed to be symmetric

V(r,E)=Vye(r,E)+AV(r,E). The dispersive correction about the Fermi energy, that is

AV is small relative to the Hartree-Fock nuclear mean field

Vye. The present model makes use of volume- and surface- W(EF—E)=W(Er+E). (D
shaped imaginary termajy(r,E) and Ws(r,E), respec- | the course of thé°Bi(n,n) and 2°%Pb(n,n) DOM analy-
tively, which gives rise through Eqp) to volume and sur-  geq renorted here, these two assumptions will be modified.
face dispersive correctionsAVy(r,E) and AVg(r,E), A more realistic parametrization diV,, and Wy forces
respectively. Using the definitions of E®), the real part of  {hege terms to be zero in some region around the Fermi en-
the DOM potential is given by V(r,E)=Vy(r.E)  grgy A physically reasonable energy for defining such a re-

+Vg(r,E), with Vy(r,E)=Vu(r,E)+AV\(r,E) and  gion js the average energy of the particle statds
Vs(r,E) =AVS(I’,E).

Note that although th&,,, ay, Rg, andag are indepen- 1 N
dent of energy, because the relative strengths of the two Ep:—z E;, (12
termsAV,(r,E) andAVg(r,E) vary greatly with energy, the 1=0

effective geometry is modulated. This reproduces an impor- . : . 20
tant behavior observed in standard OMP’s known as th&/1ereN is the number of single-particle statgor b

“Fermi surface anomaly,” in which the radius of the real theN=7.) We define the “offset energyE s for both the
potential must increase &0 in order to fitn+2%Pb scat-  Particle and the hole region by the relation:

tering data properly. It was shown in R¢81] that the dis-
persion relation accounts for this geometry change by virtue

of theAV\(r,E) andAV(r,E) terms, particularly the latter. Since Ex=—5.65 MeV and E,——2.39 for 208, the

Consider a nuclear system+ A, whereA is the target - ; L
nucleus. The Fermi enerd¥g is defined as lying half-way 5\;’“]?(‘; 3E'26EM_GV' Therefore, one writes a new definition for
Vv F-

between the first particle stateé,>Eg and the first hole
stateE_ <E of then+A system: Wy=0

whereW is the imaginary part of the OMP amtlV is the

Eoftse™ Ep—Er - (13

for Ep<E<E,,
1

Er=z(E.+E). @ Wy=Ay(E—E,)V[(E—E,)"+Bl], for E,<E,

. . 14

For the two nuclei under study, the relevant paramefiers (149

MeV) are for ”+208§(E3’ E,=-394, E =-737,  and likewise fotWs. The symmetry condition in Eq11) is
Er=—5.65; and forn+2%Bi, E,=—4.50, E_=~7.45, sed to defind, andWs for E<Er.

Er=—5.98. Following Mahaux and Sarti], the energy The second assumption that we modify concerns the sym-
dependence of the Hartree-Fock part of the nuclear meametry of the imaginary potential terms used in the dispersion
field is taken as that found by Lipperheife2]: integrals. Assuming symmetry about the Fermi energy for all

energies is equivalent to assuming tiid; andWs are local
potentialg[1]. First, we turn to the imaginary volume poten-
tial. At large negative energies the volume absorption de-
creases due to the fact that the nucleon-nuclééN)(inter-
where the parametes, - and B are undetermined con- action decreases in strength, which may be demonstrated in a
stants. The energy dependence of the volume imaginary terfieson-exchange perturbation expansion for nuclear matter.
W, is taken to be the form first suggested by Brown and Rhal he following parametrization was chosen in R¢is36] for

Bur
VHF(E):AHFeXF{ - A_HF(E—EF)), (8

[33] and utilized by Jeukenne and MahdiB4]: 208 and*°Ca for E< (Eg— 60):
2
Av(E_EF)n _ _ . (E_EF+60)
WV(E)= (E_EF)n+(BV)n, (9) WV(E) WV(E) WV(EF 60)(E_EF+60)2+602’

(15

where we restrich to be an even power 2, 4, or 6. The
values ofn, Ay, and By are to be determined by fitting
scattering data. We use thés energy dependence suggested
by Delarocheet al.[35] which utilizes the Brown-Rho shape
modified by an exponential falloff:

whereW),, denotes the nonlocal imaginary volume potential
to be used in the dispersion integral. Note that this functional
form is chosen in such a way that its first derivative is con-
tinuous atE= (Eg—60). At large positive energies nucleons
sense the “hard core” repulsive region of tiheN interac-
m tion. Using a model of a dilute hard sphere Fermi gas the
As(E—Ef) exp(—C{E—Eg]). (10 imaginary potential increases asE'? where a=1.65.
(E-Ep)™+(By™ S U Adopting this energy dependence, the imaginary volume po-

Ws(E)=
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tential to be used in the dispersion integral is given the fol-with the experimental bound-state energies were investigated

lowing parametrizatiofil] for E>(Eg+ 60): but we found that the agreement had to be judged qualita-
tively.
(Er+60)%? 3 To assist in this qualitative judgement, the effects that

Wy(E)=Wy(E) + a| EV?+ SE E(EF”LGO)M : changes in the DOM parameters have on the binding-energy

(16  Ppredictions were investigated carefully. We stepped indi-
vidual DOM parameters and produced binding-energy pre-
The extra term is again to maintain a continuous first derivadictions at each value of the parameter under scrutiny. Some
tive. examples are displayed in Figs. 7 and 8 for the two most
A similar form can be proposed for the surface absorp-S€nsitive parametersso andVso. For the other parameters,
tion; however, Mahaux and Sartf86] have shown, in their @ few general qualitative remarks will suffice. An increase of
analysis of*®Ca(n,n) and “°Ca(p,p), that relaxing the sym- Awr, I'np, O aye increases the magnitude of all binding
metry assumption fows has a very small effect on the final €nergies. Increasing the Hartree-Fock sldfg increases
parametrization. Therefore, we followed Rét] and only the “spread” of the binding energies about the Fermi en-

considered the effects of nonlocality in the volume absorp€rdy, since it increases the potential strength for the hole
tion. states and decreases it for the particle states. An increase in

the magnitude of thaV terms(by increasing th&V magni-
tudes serves to compress the structure of the particle and
hole states toward the Fermi energy. This is due to the skew-
A. DOM software and search methods symmetric shape of thAV about the Fermi energy which
“flattens” the net real-central nuclear potentM(E) of Eq.

A new version of the search cod&NoOA [37] was written 12) by d ing it foE> E d making it hall
for the DOM analyses. The code now includes the dispersio{w Y deepening 1t Tok F and maxing it more shaflow
for E<Eg. This is particularly true oAVg which is more

integrals and can automatically search on all of the param- . ;
eters in Eqs(9) and (10) that defineW,, andWs. In each sharply peaked near the Fermi energy than, . Finally, an

change of thaV parameters, the code calculata¥,, and increase of thé&/5o strength WiII-increase or decrease the net
AVg. The dispersive integrals are computed with the Simp_real—potennal strength depending on thealue and the an-

son numerical method for m=6. In the cases wherem = gular momentum substate of a single-particle state. The re-
' y sponse of the binding energy to change¥ i for the seven

2 or 4, the integrations are accomplished in closed form us=""" . . .
ing the relations of Vanderkafi88]. For each data séte particle states and first six hole states f8#b are displayed
i " in Fig. 8. Note that there is a systematic trend\ag, in-

for each energythe code calculates the quantity: e L
% g y creases: For the case where the projection of the spin is par-

VI. DISPERSIVE OPTICAL-MODEL (DOM) ANALYSIS

No [ _expt gy_ cale gy]2 allel to the orbital angular momentum, the binding energy
o Yel) o C(0|) . . )
x2= (FU)ZE Xo™g increases and for the case where the spin and orbital angular
=1 o 1) momentum are antiparallel, the binding energy decreases.
Na AP 9) — A )12 Whenrgg is varied in the binding-energy calculations, no
2 y () Ay (6) impl i Ives; this is illustrated in Fig. 7
+(Fp) E p simple systematic pattern evolves; this Is illustrated in Fig. 7.
i=1 AAy (6) The search routine iIBENOA did not always converge on
expt__calc]2 the optimum solution when the surface in the multidimen-
+(Fp)2 T t (17) sional “chi-squared space” was too flat. In light of this, we
Aot® forced the values of two particularly troublesome parameters,

Bye andCg, using a grid method. For each combination of
We refer to this quantity as “chi-squared.” Here®q6,) By andCsg, we did ay? search on all other parameters for
andoc®®{( 4,) are the differential cross sections from the OM both systems2°%Bi(n,n) and 2°Pb(n,n).
calculations and experiments, respectively, Ancf*P{ 6,) is
the uncertainty, either assigned by us or as reported. The
N, and N, are the number of data points fer(6) and
Ay(0), respectively. The weights,,, F5, andFy are ap- Several DOM analyses have been reported for
plied separately for each value of and for eachor(6) and  2°®Pb(n,n): Johnsonet al. [31], Finlay et al. [40], Roberts
A,(6) distribution. The codeENOA finetunes the OMP pa- et al.[2], and Mahaux and Sart¢d]. Two DOM analyses
rameters of interest to minimize the toj@ of the entire data have been reported fot°Bi(n,n): Das and Finlay9] and
set for 29%Pb or for 2°Bi (see Sec. IV. Lawsonet al. [8]. The following improvements have been

The codesENOA does not search on bound-state energiesincorporated in the present analys(s: for 209Bj(n,n), in-

This was done manually in a successive diggscribed be- clusion ofA,(6) data at 6.0 and 9.0 Me\(ji) use of smooth
low) with a computer code obtained from John$88]. His  functional forms for the imaginary potentialy,, and Wg,
code was automated at TUNL to take the DOM parameterén place of the linearly segmented forms used in the
as input and predict the binding energies of the single-2°®Pb(n,n) studies of Ref[2] and Ref[31]); (iii) consider-
particle states for the target nucleus plus a neutron particlation of the two complications to the imaginary potentials
and the target nucleus plus a neutron hole. The closed formdescribed at the end of Sec. V, which are considered in the
of Vanderkam were again used for the dispersion integra?®®Pb(n,n) analysis of Ref[1]; (iv) use of the increased
tions. We refer to this code asseEauTO. Two quantitative  computing power at TUNL to determine if exhaustive pa-
measures of the agreement of the bound state calculatiommeter searching can give significant improvements over

B. The 2°Bi(n,n) and 2%Pb(n,n) DOM analyses
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thergo parameter.

previous DOM studies(v) incorporation of proper relativis- dependence of the potentials used in the present model is
tic corrections for all OM calculations. In regards to the lastidentical to the?°%Bi(n,n) DOM of Das and Finlay9], we
point, we installed relativistic corrections ENOA follow- used their parameters as a starting point for both nuclei.
ing the method of Schwan@41]. In all of the previous stud- In initial search tests, the parametrizations W, and
ies, the relativistic correction is ignored. The effect of theWg were taken as in Eq$9) and(10), i.e., with Ese= 0. It
relativistic corrections are 2% to 4% for; between 50 and was found during a complete search on all DOM parameters
80 MeV. that the addition of an offset as in Eq43) and(14) did not

The contents of the DOM databases f9Bi and 2°%°b  affect the quality of the fits to the scattering data. Following
are given in Sec. IV. The choice of data f%b is virtually ~ Mahaux and Sartdr] for 2°Pb, we used o= 3.26 MeV,
identical to that of Robertst al.[2], although we did incor- which is the magnitude of the difference between
porate the new CN calculations. In the casé®Bi a couple Er=—5.65 MeV and the average of tf€%b particle states,
of additions have been made to the database of Das areh,=—2.39 MeV. Since no useful experimental data for
Finlay [9]: the present high-accurady,(6¢) data and high- single-particle(or -holg state information is available for
accuracyo data obtained by Finlagt al.[20]. In critiquing N+ 2°%Bi, we used the offset afi+2%®PDb for the 2°Bi calcu-
all the availablen+2°%Bi total cross-section data, the follow- lations. So, from Eq(13) we obtain for 2°Bi the value
ing were found to be inconsistent with the rest of the data seff,= —5.98+3.26= —2.72 MeV.

and were ignored in our analysis: Daatal. [9] for Recall that we defined ri” to be the power law ofW,,
0.8<E<1.0 MeV and for 45<E<60 MeV and Cierjacks and ‘‘m" to be the power law ofWg in Egs.(9) and (10),
[21] for 20<E<31.9 MeV. respectively. We first established a common power law for

Turning now to the final fitting procedures, we will com- the DOM'’s for 2°%Pb and?°%Bi. Various combinations of the
bine the reports on the DOM for?®Bi(n,n) and powers forn andm=2, 4, and 6 were attempted. The start-
208pp(n,n). One of the primary objectives of this study was ing parametersi/m=4/4 were taken from Das and Finlay.
to fit both the?°*Bi(n,n) and 2°®Pb(n,n) databases by using Since parametrizations involving the power 6 did not yield
as many common DOM parameters as possible. We did thigny obvious improvements in initial tests, these combina-
by compromising between the two models for each paramtions were eliminated. For each of the remainimgn com-
eter successively. Because the general form of the enerdyinations,GENOA was allowed to search on all other DOM
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parameters to obtain the best chi-squared fit to scatteringtrized in the standard way by the teni(N—Z)/A. We
data. The resultant parameters were then used@auToto  estimate thatv,=16.5 MeV from the Walter-Guss global
predict the bound state energies. Tiyen combination 2/4  optical model[44]. From this term, the real part of the po-
was quickly rejected because it provided relatively poor fitstential for 2°°Bi must be 0.10 MeV higher in magnitude than
to scattering data. The'm combination 4/4 gave good fits to the potential for?°®b. However, in applying this difference,
scattering or bound-state energies individually but not tonote that we must also consider the fact that there is a dif-
both simultaneously. Both the/m=2/2 and 4/2 combina- ference inEg for the two nuclei in Eq.(8). The nucleus
tions were capable of yielding excellent fits to scattering date®Bi has a lowerEg than 2°%Pb by AE-=0.33 MeV and so
and bound-state energies simultaneously. The 4/2 case wis Hartree-Fock strengtB,- must be higher than that for
chosen for two reasons: first, the chi-squared results fof%%Pb by B,-X AEF=0.12 MeV. ThereforeA. for 2°°Bj
n/m=4/2 were always slightly better. Second, for the must be a total of 0.22 MeV larger than that f8¥Pb. The
n/m=2/2 case the&Cg parameter often drifted to unphysical final mean-field parameters used in Ed8) were
values. For?%%Pb, C5 became so low in free searches as toA,=46.87, Bpr=—0.350 for 2%%b; A,r=47.09,
produceWs slopes in the high energy region that were 1/5B,,-= —0.350 for 2°Bi. Forcing the above values into the
that of a typical global moddl42—-45. From theBy—Cs  DOM did not deteriorate the chi-squared values for the scat-
grid search forn/m=4/2, the most promising region of tering data for either nucleus by more than 5%, after search-
By values was 0.340—0.360 for both nuclei, correspondingng on the remaining five DOM parameterdhe isospin
to Cg values of 0.011-0.014 fof’®b and 0.019-0.021 for dependence of the imaginary potential is poorly determined
209, compared to that for the real potential; it was ignored in the
In the course of the above calculations, the optimum vol{present work.
ume and surface geometry parameters could be specified. At this point, the five parameters remaining to be con-
The valuesry=1.230, ay,=0.688, rs=1.280, and ag strained weréA, andBy of Eq. (9) andAg, Bg, andCg of
=0.503 were chosen as a good compromise between the tvigq. (10). It was found that a good compromise could be
nuclei. These values are within 5% of the values obtained irttained betweerfBi and 2°%b for A, and B/, as they
the individual searches fof°Pb and 2°°Bi. Upon forcing  were already within 5% of one another. The final average
these geometry parameters into the global search routingalues wereA, =5.585 andB, =28.498. A final search was
there was a small increase in the total chi-squared of abouhen done o\g, Bs, andCg for 2°%Pb and?*%Bi separately.
5% for both nuclei. This completed the determination of all 15 DOM parameters
A determination of the spin-orbit parameters was therfor the two nuclei, the results of which are labeled “partially
made. The standard linear energy dependence was used fwnstrained” in the first column of Table II. The five param-
the spin-orbit parametrization!so=Asot+ BsoE. Through-  eters Er, Anr, As, Bs, and Cg) which differ between
out the present worlBgo= —0.015 was fixed at the value of 2%%Bi and 2°%Pb are in bold face.
the global optical model of Walter and Gusks|. Their da- Turning now to the quality of the fits to the scattering
tabase contained a careful choice of the best neutron datiata, we first discuss those f8P°Bi(n,n). The final o(6),
available forA,(¢) as of 1985, and their model was con- A(6), and o “partially constrained” DOM fits are com-
strained to connect with the proton OM of Schwaedtlal.  pared t0?°Bi(n,n) data in Figs. 9—14Recall from Sec. IlI
[46] for 80<E<180 MeV. In determining the other spin- that the large error bars of the low energy CN-corrected
orbit parameters thé®Bi model had to be guided with the o(#6) data are due to the uncertainty of the CN calculafion.
spin-orbit geometry of thé°®b model since the latter con- Overall, the fits too(6) are of high quality and are compa-
tained moreA,(6) data. After a few iterations between the rable to those of Das and Finld@]. The difficulty both
two nuclei, the compromise spin-orbit parameters were deanalyses have in describing the 4.0-8.0 Me\¥) data at
termined asAgo=6.200, Bgg= —0.015, r¢o=1.126, and back angles will be discussed below. The analysis of [Réf.
aso=0.559. The setting of these parameters brought abowtdopted the spin-orbit interaction that Finleyal. [24] ob-
insignificant increasesabout 1%) in the chi-squared of tained from a?*®b(n,n) study. It is noteworthy that predic-
Ay(6) data, in comparison to that fd®Pb and?*Bi sepa-  tions of Ay(6) for **Bi(n,n) at 6.0 and 9.0 MeV which
rately. make use of the DOM of Ref9] agree with the DOM fits
With the above eight parameters determined, b  reported in the present paper. In fact, the two seta¢¥)
DOM was fine tuned to optimize the prediction of the calculations are nearly identical. However, although Rei.
2%8pp pound state energies. The strengli for the 2°®Pb  achieves good fits to the(6) andA,(6) data, their fit to the
DOM had to be decreased by about 2% for the DOM-o data is inferior to ours. Compared to our fit to the
predicted first-particle and first-hole states to be centeredata, the prediction of Ref9] is about 3% higher at the
about the Fermi energy as defined by Ef. The slope of peak at 4 MeV, 4% higher between 10 and 20 MeV, and
the average mean fielB then had to be increased from about 2% lower between 70 and 80 MeV. The data dis-
0.340 to a value of 0.350 to provide a favorable “spread” of played below 0.5 MeV were not used in the DOM parameter
all particle and hole states abdtit=Eg. This fixed the two  search.
mean-field parameters faP%b. The “partially constrained” DOM fits for?%®Pb(n,n) are
For 2%%Bi, the sameB ;.= 0.350 was used, but the strength displayed in Figs. 13—18. The present model produces good
Ayr Was determined from thé°Pb strength by considering fits. Comparing the fits of Rober&t al.[2] and Mahaux and
the isospin dependence of the real-central potential. The isSartor[1] to those of the present work, the differences for the
ovector dependence of the real part of the OMP is parame(6#) and A,(¢) data are very slight. All of the existing
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TABLE Il. Summary of DOM parameters fd*®b(n,n) and 2°Bi(n,n). Potential strengths and energies
are given MeV and geometry parameters in fm. The numbers in boldface indicate a difference between the
two scattering systems. All potentials use4, m=2, E .= 3.26 MeV.

Common geometries: Volume;,= 1.230,a,=0.688
Surface:rrg=1.280,a5=0.503
Spin orbit:rgo=1.126,a50=0.559
Partially constrained Fully constrained Wso 2 w/ half asym w/ asym

209i(n,n) with Er=—5.98

Ape 47.090 47.090 47.090 47.090 47.090
Bur -0.350 -0.350 -0.350 -0.350 -0.410
Ay 5.585 5.585 5.585 6.234 4.464
By 28.498 28.498 28.498 30.076 25.146
As 10.031 9.287 10.072 11.153 8.766

Bs 5.259 4.840 5.217 5.985 4.525

Cs 0.0197 0.0162 0.0197 0.0239 0.0124
Aso 6.200 6.200 6.100 6.200 6.200
Bso -0.015 -0.015 -0.015 -0.015 -0.015

20%ph(n,n) with Er=—5.65

Anr 46.870 46.870 46.870 46.870 46.870
Bur -0.350 -0.350 -0.350 -0.350 -0.410
Ay 5.585 5.585 5.585 6.234 4.464
By 28.498 28.498 28.498 30.076 25.146
As 8.479 9.287 8.495 9.211 7.620

Bs 4.162 4.840 4.019 4.839 4.248

Cs 0.0128 0.0162 0.0128 0.0161 0.0067
Aso 6.200 6.200 6.100 6.200 6.200
Bso -0.015 -0.015 -0.015 -0.015 -0.015

MWg0=0.791-0.018 E.rwg,=1.364,ay, =0.632 from Ref[44].

DOM potentials with energy independent geometries havelispersive contributiomVg, which was obtained by nu-
the deficiency of not being able to reproduce thgd) for  merical integration, takes on a very complicated shape for
4.0<E=<8.0 MeV for angles from 120° to 150°, the same energies from 4 to 7 MeMSee Figs. 15 and 17 of R¢#A7].)
problem that we observed in the abo?®Bi calculations. Both Johnsoret al.[31] and Jeukennet al.[47] believe the
Standard OM potentials with fixed geometry are also unablé-dependent absorption arises because some partial waves
to describe this data. Several authf8s31,47 have shown have a node while others have an antinode at the nuclear
that the low energy data fof°Pb can be described quite surface where collective excitations are produced. Although
well (with the standard OM and the DONf the diffuseness thel-dependent model seems justified, based on their argu-
a, of the surface imaginary potential is allowed to drop toments, our global DOM code is not capable of handling this
about 0.3-0.4 fm around 4-5 MeV. However, our DOM feature. It is likely that ah-dependent absorption would im-
code does not allow us to introduce an energy dependemtrove thea(6) agreement for our model in the 5-7 MeV
diffuseness; the dispersion integral in E§) assumes that region and ther; agreement below 10 MeYéee Figs. 6 and
W(E') has the same radial form factor for all energies. 7 of Ref.[31]).

A second approach to improve the agreement at low en- The present work produces a superior fit to thedata for
ergies has been reported. In the work of Johnson, Horen, antt?%%Pb compared to the earlier studies made without
Mahaux[31], an|-dependent surface absorption was intro-I-dependent absorptive potentials. The fit of Robettsl.
duced into a DOM in order to improve the agreement be{2] is lower than ours in the 12—-24 MeV range by about
tween the predictions and the data in the above energy ar@Ps and in the 50—80 MeV range by about 4%. When com-
angular region. Later, Jeukenne, Johnson, and Map&rix  paring our fit to that of Mahaux and Sartd], we find that
repeated thé-dependent work of Ref31] and carried out the o database displayed in Fig. 7.9 of their paper appears
the dispersive integration for an energy dependenaind  to be too high-valued in the peak arouBd=4 MeV. Their
ag for the surface absorptiol/s. They observed that the calculation is about 6% higher than ours, which itself is a bit



54 ANALYZING POWER MEASUREMENTS FOR2Bi(n,n) . .. 2421

IOSIITIIIIIIIIIIIIII|III|||||||||||| 105lllll|||lllIIIIIIIIIIIIIIIIIIIIII

4.5 MeV 24 MeV

o(6) (mb/sr)
G(0) (mb/sr)

IlIIIIIIIII’IIIIIlIIIIklIIIII IIIIIIIIIII|IIIIIIIIIII|I1IIIIIIIII

0
1° 0 30 60 9 120 150 180 1005 30 0 9 120 150 180

FIG. 9. Thea(6) 2°Bi(n,n) data compared to the “partially FIG. 11. Theo(6) ?°Bi(n,n) data compared to the “partially
constrained” DOM of Table Il. The data points represent the shapeconstrained” DOM of Table II.
elastic contribution, i.e., the measured data minus the calculated CN

values. In Table 1l the final predictions of bound-state energies

too high in this region. Their fit also overestimates the datfor neutron-particle and neutron-hole states fPb are

by about 3% in the energy range from 7 to 10 MeV and, adisted for the “partially constrained” model. The tabulated
in our case, their fit underpredicts tbg around the 18—25 bound-state energies from experiment are taken from
MeV region. Lastly, although their database extends up tdohnsoret al.[31]. Note that the I/, state is spread over
E,=40 MeV, they only display their fit te~; up to 25 Mey.  more than 10 MeV and its binding-energy is not well defined

In judging the fits of the present DOM relative to those of Dy experiments(See Fig. 7.26 of Refl1] and discussion
Refs. [1,2] for 2%8Pb or those of Das and Finlag] for therein) The predictions of the presef?®b DOM lie closer

209, it should be borne in mind that the present study had© the experimental values for 11 of the 13 states than do the

accomplished improved fits for both nuclei with a parametri-Predictions of Mahaux and Sartfit], which are included for

zation differing in only four parameters between the two nu-comparison. Actually, it was surprising that our predicted
clei. bound-state energies are so similar to those of Rdfbe-

cause our “partially constrained” DOM fof°%b is tightly
tied to the equally large amount of scattering data for
2098, In addition, we forced our models to fit the high-
== 8.0 MeV accuracyo data between 40 and 80 MeV, a region appar-
ently neglected in Ref.1].
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FIG. 12. The?®Bi(n,n) Ay(#) data compared to the “partially
FIG. 10. Theo(6) 2°%Bi(n,n) data compared to the “partially constrained” (solid curvé and “with Wgy’ (dotted DOM'’s of
constrained” DOM of Table Il. The data points below 7.0 MeV Table Il. The data at 6 MeV represent the shape-elasf{@) as
have the calculated CN values subtracted. calculated from Eq(2).
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FIG. 13. Bottom plot: Theo for **Bi(n,n) compared to FIG. 14. Bottom plot: Ther; for 2°%Bi(n,n) compared to the

the “partially constrained” DOM of Table li(solid curve. The  “partially constrained” DOM of Table li(solid curve. The data

czalglta are an energy average of REF0]. Top plot: Theor for  are an energy average of RE21] (dots and Ref.[22]. Top plot:
®Pb(n,n) compared to the “partially constrained” DOM of Table The - for 2%8Pb(n,n) compared to the “partially constrained”

Il (solid curve. The data was an energy average of ReT7]. DOM of Table Il (solid curvé. The data are an energy average of
Ref. [27] (dot9, Ref.[29] (squares Ref. [28] (circles, and Ref.

In the case oh+ 20%Bi, the 2°%Bi “core” is not inert since  [30l(crosses
the scattered neutron now also interacts with a valence pro-
ton. The single-particle states lying near the Fermi energysotopes. However, we did not wish to form an average-
are fragmented and impossible to identify experimentally. Ofdatabase in the 50-80 MeV region.
course, oun+2°Bi DOM gives bound-state energy predic- A “fully constrained” DOM solution was found by re-
tions which are similar to those fo®*Pb; we do not quote peatedly averaging the respecti®g, Bs, and Cg param-
them here.

The small structural differences between our bound-state
energy predictions and those of Mahaux and Sdrtdrare 10
probably due to the fact that we use largégs and rgq 10t BN 208ppn.n)
values for the spin-orbit interaction. The model of Mahaux
and Sartor takes its spin-orbit parameters from Firdagl.
[24], who useVgo=5.75 MeV and go=1.105 fm. We found
that the choice of large¥so and rgg values slightly im-
proved certain binding-energy predictions. For example, in
our preliminary models, thejlg, particle state was under-
bound and appeared above thds3 state, which is opposite
to the experimentally determined order. Inspection of Figs. 7
and 8 indicates the beneficial effect that an increasesgf
andVgg can have on this problem; our final choice of spin-
orbit parameters was influenced by the consideration of both
scattering and bound states.

The only question remaining was the source of difference
in the Wg parameters appearing in the “partially con-
strained” column of Table Il. These proved to be largely due
to the slight differences in the high energy data for the 10° ¢ 30 60 90 120 150 180
two nuclei. Much of the?**Bi data in the 50—80 MeV energy 8 (deg)
range is from Finlayet al.[20], while that for 2°%Pb is from o
Shuttet al. [27]. As is shown on the expanded scale in Fig.  F|G. 15, Thes(6) data for2%%Pb(n,n) compared to the “par-

19, the ?*Bi data (circles lie about 1% lower than the tially constrained” DOM of Table II. The data points represent the
208pp data(crosses Within the experimental uncertainties shape-elastic contribution, i.e., the measured data minus the calcu-
of about 1% on each data set, the is identical for these lated CN values.

IllllIIIl[lllllllllllllllllllllll

o(0) (mb/sr)

s e Loy v by e b e g by




54 ANALYZING POWER MEASUREMENTS FOR2Bi(n,n) . .. 2423

enter into the difference between the solid and dashed curves

10° RN L R R - in Fig. 19) We emphasize that this “fully constrained”
s UMY 208p, N model fits both sets of( ), Ay(#) and oy data very well.
10 (2.0) E The energy dependencies of both constrained DOM po-
104 E —; tentials are displayed in Figs. 20-22. Thg,(E) and
E 3 Wg(E) are symmetric aboutr and the AV,(E) and
10* E E AVg(E) are skew-symmetric abolg ; these functions are
0 4=E N graphed in Figs. 21 and 22, but only fBe>Eg. Figure 20
3 10°¢ E shows theV e curves for2°Bi (solid) and 2°%Pb (dotted,
E/ 10* ; . which differ only by the small isospin term and thg val-
S 3 ues. Note that, sincEg enters into Eqs(9), and (10), the
° 0 E = small differences inEx between?°Bi and 2%%Pb produce
; E E slight differences inW,,, Wg, AVy,, andAVg between the
10° ¢ E 209Bj(n,n) and 2°Pb(n,n) models, even when the strength
16 L = parameters are the sarfiee., the fully constrained model
E 3 Figure 21 display®V,, andAV,, and Fig. 22 display$Vs and
0 F AVg for 2°Bj and 2°%b. Note in Fig. 22 that the higher
T 3 o1 data for2%%b forces the imaginary surface potentidot-
10° ¢ 30 50 % 120 150 180 dashed curveto be larger than that for thé"Bi partially

6 (deg) constrained modeldashed curveand thereby causes a less
o negativeA Vg term.

FIG. 16. Theo(#6) data for 2°®Pb(n,n) compared to the “par-

tially constrained” DOM of Table II. C. Further elaborations of the 2°Pb(n,n)
and 2%Bi(n,n) DOM’s
eters for the?*Bi and 2°%Pb DOM’s, and retuning. The re-  In this section a number of variations will be presented on

sulting fits to the 0-40 MeWr(6) and A/(6) data are of the “partially constrained” DOM potentials. The first of
comparable quality to that obtained in the “partially con- these, the addition of an imaginary spin-orbit potential
strained” DOM. Most of the increase in total chi-squared, of W5, has been of interest in standard optical models for a
about 12%, was due to the compromise between the two setsaimber of years. The second is specific to the DOM formal-
of o1 data. In Fig. 19 we plot the “fully constrained” DOM ization: the relaxation of the symmetry condition of E#j1).

fits of o1, for 2°Bi (solid curve and 2°%Pb (dotted curvg.  Table IV lists the percent changes in the total chi-squared
The DOM parameters are listed in Table Il. This model uti-resulting in the construction of different versions of the
lizes the same DOM parameters f#°Bi and 2°%Pb, differ-
ing only in the Fermi energ¥g and in the previously cal-

i . e . 1
culated small isospin contribution in the Hartree-Fock L N M A 2
2095 _ 1/3 ; E 14 Mev /}k
strength for<**Bi. (The normalR=r,A*"* dependencies also 0 \,\J 't‘v -
1 E 208Pb(nn) .
105 ETT T | LI I LU T T T TT | T TTT | T TTT Ig : 10 'A\Ki
E 40 Mev 3 0 ‘w VIS
W F *%pbn,n) 3 : M
= 3 'E 3
10° £\ E S o LA AR
) z LT SN Y
10° F . < £ E
E 24 § 1 C {\! ~\a
= . RN e
2 10°E E 0 Ak Y A
g 10° ;rn i 1 E \\} ‘Xf ¥ =
& Ex E F) p N
ot g : T &w&%'y E
10° E e [\\ 3
£ -6
C 0 ==
2 = ’.}_/ 5 \J _
107 E x -
E _1 E/-‘ |IIIII|IIIII|IIIII‘IIIIr
0 F 0 60 120 180
0 -I | . | ) | ' I | | | | | L1 11t | 11111 e m (deg)
107 ¢ 30 60 90 120 150 180 ’
0 (deg 20 .
c.m. FIG. 18. The?*%Pb(n,n) Ay(6) data compared to the “partially

constrained” (solid curve and “with Wsy' (dotted DOM's of
FIG. 17. Theo(6) data for2°%b(n,n) compared to the “par- Table Il. The data at 6 and 7 MeV represent the shape-elastic
tially constrained” DOM of Table II. Ay(6) as calculated from Eq2).
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TABLE Ill. Experimental bound-state energi¢® MeV) for 2°%b(n,n) and calculations of single-
particle properties based on the “partially constrained” DOM potential of Table II.

Bound state BE expt. BE present BE REf] Shij present Npij present
3d3p -1.40 -1.47 -1.44 0.70 0.070
297 -1.44 -1.65 -1.63 0.61 0.096
4sy)p -1.90 -1.70 -1.66 0.73 0.062
3ds), -2.37 -2.11 -1.98 0.68 0.079
1j15p -2.51 -2.11 -2.03 0.50 0.128
Liqqp -3.16 -2.43 -2.41 0.56 0.117
2090 -3.94 -3.64 -3.54 0.68 0.118
(Model Ef) (Er=-—5.65) (Er=-5.65)

3pwn -7.37 -7.65 -7.80 0.69 0.82
2fg) -7.94 -8.29 -8.43 0.65 0.82
3pap -8.26 -8.38 -8.48 0.67 0.83
Liqap -9.00 -8.79 -8.70 0.55 0.80
2f4p -9.71 -10.34 -10.40 0.63 0.84
1hgs, -10.78 -10.63 -10.57 0.63 0.84
1hqyp -16.5-0.5 -17.42 — 1.13 0.88

209j(n,n) and 2°%Pb(n,n) DOM'’s, relative to the respective The new values for these three parameters are listed in the
“partially constrained” DOM chi-squared. “w/Wsgg' column of Table II. The fits too(#) andot were

A number of studies have demonstrated that improved fit&inaffected by the inclusion dfVgg, while the polarization
to polarization data can be attained with the inclusion ofcurves showed a marked improvement. As recorded in Table
Wso. Previous TUNL work by Robertetal. [2] and |V, the improvement to the totaf? was 6% but the chi-
Delarocheet al.[48] found that aWs strength of about 0.7 squared for the\ (¢) data alone improved by 22% for both
MeV improved the fits to thé\ () data for**®Pb(n,n). We  DOM models. Figures 12 and 18 f8f%Bi and 2°%b, respec-
investigated the inclusion of &Vso as determined in the tively, compare thé\ (6) fits of the “partially constrained”
global model of Walter and Gugd4]: DOM’s (solid curve$ to those including théVgg of Walter

and Gus$44] (dotted curves The fits including theNgg are

Wg5o=0.791-0.01&, rWSO=1.364, aWSO=0.632. clearly superior.
(18) This observation is somewhat in contradiction to that of
Delaroche and Tornog9] for “°Ca(n,n), where it is stated

: T H H 12090 ;
%g;g?r? nf)roénomz itp\?vratlslgu(r:]?jntsr:;?gﬁ? thggc(an,giar?gers that the AVg dispersive contribution maked/sg unneces-
' ’ y P sary. However, the present result concurs with the conclu-

needed to be retuned for each nucIeu; upon mcluspn of thSons of Delarochet al.[48] who utilized a standard OM to
aboveWsgq. The strength of the real spin-orbit potential was

20%0: represent the?®®Pb(n,n) data at 10 and 14 MeV, and of
droppeq from 6.20 to 6'19 MeV for botf*Pb and **Bi, Robertset al.[2] who used a DOM formulation. The broader
along with small changes in th&/'s parameter#\gs andBs.

guestion of the need of an imaginary spin-orbit term for glo-

5.0
L . 50
208Pb vs. 209B1 ]
—~~
=) 40
e >
X 2
o
=)
>
30 1
4.2 1 1 1 1
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E MeV 20
n ( ) -10 0 10 20 30 40 50 60 70 80
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FIG. 19. Total cross-section data compared to the “fully con-
strained” solution of Table 11:?°Bi (circles and solid curyeand
208 (crosses and dotted cubveéError bars have been suppressed  FIG. 20. TheV, for the 2°Bi(n,n) (solid) and 2°Pb(n,n)
for clarity. Note the expanded scale. (dotted DOM's.
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FIG. 21. TheW, and AV,, for the 2°Bi(n,n) (solid) and
20%pp(n,n) (dotted DOM’s. For these terms there is no distinction  FIG. 22. TheWs and AV for 2°Bi(n,n) (solid curve and
between the “partially constrained” and “fully constrained” mod- 2%%pb(n,n) (dotted “fully constrained” DOM's, and for
els solutions of Table II. 209i(n,n) (dashed and 2°%Pb(n,n) (dot-dashey “partially con-
strained” DOM’s.

bal parametrizations is more controversial than its demon-
stration for a single nucleus. In the recent global standar@n the DOM parameters. In the first chi-squared searches
OM of Varner et al. [45] for neutron energies between 10 with the asymmetricly, an extremely high value for the
and 26 MeV, it is claimed that n@Vgg is required. Since slope of the Hartree-Fock potential was required for both
they biased their neutron model toward higher energy protorf®Bi and 2°%Ph: B~ —0.450. Because this spread out the
scattering data, their conclusion is difficult to interpret. Thisbound-state energy predictions too much abéigt, we
Woso discrepancy between the two most recent global modelshangedB, to —0.410. Any further reduction of the mag-
for neutron scatterinf44,45 leaves the question of the need nitude of By hurt the scattering fits excessively. After the
for aWgg in a global OM forE<40 MeV without a defini- W, parameters were averaged in the manner described
tive answer. It is also an open question whether the inclusioabove, a new chi-squared search wBt-= —0.410 yielded
of the Wgg term at low energies compensates for the effecsignificantly lower values for th&Vg parameters. These are
produced by neglecting other physics: elgdependent ab- listed in the “w/asym” column of Table Il. The scattering
sorption[31,47] or channel coupling. These questions not-fits only suffered a 15% increase of chi-square, but the
withstanding, if one utilizes a DOM of the type employed bound-state predictions were considerably worsened due to
here, theA,(¢) data clearly demonstrate the need for athe fact that theBy=—0.410 requirement distributes the
Wgq. binding energies too widely about the Fermi energy. These
The effect of relaxing the symmetry assumption of Eq.results are considered unsatisfactory, especially in view of
(11) for the volume absorption in the dispersion relation wasthe peculiar results for th&Vg parameters. Note the ex-
investigated by adopting the parametrizations of H4S)  tremely small result for the&€g of 2°%Pb(n,n): it would be
and(16) for large negative and large positive values, respecdifficult to give a physical interpretation of why the imagi-
tively. However, upon the inclusion of the large increase ofnary surface potential remains at 70% of its maximum value
Wy above Eg+60) MeV, as occurs in Eq16) with the  as far out in energy a&,=80 MeV, as it does here.
Mahaux-Sartor value ak=1.65, the high energy; data of To prove that the positive-energy asymmetric term Eq.
the present DOM database forced some harsh requiremerits6) for the absorption was the source of the problem, the
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TABLE IV. Percent change in total chi squared relative to “partially constrained” models of Table II.

Fully constrained WWgo w/ half asym w/ asym
20%h(n,n) +13% -6% +5% +19%
209Bi(n,n) +11% -6% 7% +11%

above procedure was attempted a second time, but with onlisted along with the experimental values of the bound-state

the negative energy asymmetry term, E&5), included in  energies and the values calculated with the asaUTO. In

the dispersion relation. It was found that only the thY"ée 12 out of 14 cases the calculated energies agree to within 400

parameters needed to be retuned to regain good quality fits f@V.

both the scattering and bound-state data. These parametersThe codeoccupfrom Ref.[9] was used to calculate spec-

are listed in the fourth column of Table II, labeled "w/half troscopic factors, occupation probabilities, and root-mean-

asym.” The fits are virtually identical to those of the "par- square radii for the single particles and holes. Table Il lists

tially constrained” DOM and so are not displayed. It Now the calculated results for the+2°3Pb spectroscopic factors

their database stopped at 40 MeV; i.e., they did not have thgtates. In Tgble V we list t.hB‘”'J' + Snij» and Fhe root-mean-
quare radii for the least-tightly and most-tightly bound par-

ggec;og]s(atraLrétsse::rtpr)cs)ﬁﬂd ?ﬂ;tljgetg? t?](cje_sc?si':{lveeve?nge’ NBicle states, and the least-tightly bound and sixth hole states.
b y P 4y The present results are given for the “partially constrained”

asymmetry, as formulated in E¢16), therefore might be DOM, for the symmetricW,, and, in parenthesis, for the

restricted to lower ener 40 MeV) models. . .
9y v “full-asymmetric” W,,. The comparable values obtained by

In a paper published since we performed our DOM cal- _ .
culations, Baldoet al. [50] investigated more fully the en- Mahaux and Sartofl] are also listed. We did not tabulate

ergy dependence of the nonlocal imaginary term. They verithe single-particle values obtained in Ref8,31,5] be-
fied the work in Ref[1] that W should go to zero at large C€ause, as Mahaux and Sartd2] point out, a quantity
negative energies and should be very small by aboufi/my was omitted from the calculations of ReB1,51.
E=—300 MeV. They also demonstrated that the energy dePas and Finlayf9] also omitted this quantity.
pendence odV for large positive energies is different than
Eq. (16) (see Fig. 10 of Ref[50]). It is not clear how the
nl?clear matter (?alculations gf F%e{BO] can be incorporated VIII. SUMMARY AND CONCLUDING REMARKS
into our DOM formalism. Referend&0] also shows that the In this paper, we have presented né®Bi(n,n) Ay()
contribution toAVy from integrating over energies greater gata at 6.0 and 9.0 MeV. These two distributions are the only
than 500 MeV is significant if one uses a nonlokel How-  high_qualityA,(6) data available for thé®Bi(n,n) system.
ever, the effect of the contribution from the integral beyondyye have also performed a check of calculations of the CN
5+020 I\’<I/|e\</ 'Sf sémall for peutron fsca}te””g Energles V\r/:th'ncontribution to the §,n) channel. While our own CN calcu-
+20 MeV of E¢ (see Fig. 14 of Ref[S0]); therefore, the |5iong represent a small improvement over past efforts, this
e§tudy highlighted certain problems that researchers in
nucleon-nucleus elastic scattering will have to perennially
readdress.

The present DOM analyses, which include the improve-

In Table Ill of Sec. VI B the seven single-particle bound- ments summarized in Sec. VIB, achieved good fits to
states and the first seven hole states for neutrof¥#b are  o(6), A/(6), and o1 data for 2°%Pb(n,n) and 2°Bi(n,n).

are not affected much by this contribution.

VIl. BOUND STATE PROPERTIES

TABLE V. Binding energiegin MeV), occupation probabilities, spectroscopic factors, and rms ¢adii
fm) for two of the particle and two of the hole states.

*dap *Qor2 *p1e ey,
Binding energy
Present work -1.47-1.38 -3.64( -3.57) -7.65(-7.67 -10.63(-10.79
Mahaux and Sarto] -1.44(-1.42) -3.54( -3.52 -7.80(-7.82 -10.57(-10.63
Occupation probabilit§
Present work 0.0700.067 0.118(0.112 0.820(0.829 0.836(0.846
Mahaux and Sartdrl] 0.08(0.07 0.12(0.1) 0.88(0.89 0.89(0.83
Spectroscopic factér
Present work 0.7080.702 0.685(0.670 0.689(0.673 0.630(0.622
Mahaux and Sartdrl] 0.73(0.72 0.73(0.79) 0.73(0.70 0.70(0.67)
rms radif
Present work 7.687.69 6.47 (6.47) 6.04(6.09 5.97(5.96
Mahaux and Sartdrl] 7.76(7.83 6.74(6.80 6.37(6.43 5.84(5.8H

&The first values are for the symmetric and the values in parentheses are for the asymmetric)form of
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The largest difference in the DOM parameters between théhat a DOM parametrization can be found which compen-
two scattering systems exists in th#s and resultingAVg  sates for the sharp increase in potential strength due to the
terms. For our “partially constrained” DOM potentials, asymmetrio), term at high energy. The present formula for
2%%Pp(n,n) has a higheWs and AV than 2Bi(n,n) for  wg in Eq. (10) contrasts with the one used by Mahaux and
E>20 MeV: this was necessary to accommodate the smaksartor[1] in their analysis folE<40 MeV. We did not at-
differences in thesy databases. Thé*Pb(n,n) “partially  tempt to use their form. We doubt that any high energy de-
constrained” model gives excellent agreement with experipendence ofV/s could counter the large Hartree-Fock slope
mentally determined bound-state energies. Our calculationg ,_ required by the asymmetrid), term. Furthermore, it is

of the associated spectroscopic factors and occupationg|gnificant that the?*&Pb(n,n) analysis in Ref[1] used no
probabilities yield results that are similar to those of Mahaux;_data above 40 MeV; in the present study, inclusion of this

and Sarto{1]. The calculation-intensive searches on DOM yata required drastic changes to the nuclear mean field with
parameters in the present work indicate that previous DOMne adoption of a nonlocal absorption.

studies of?°Bi(n,n) or 2°%b(n,n) have achieved near op-
timum fits to o(#) and A/(6) data. However, the present
“partially constrained” study achieves equivalent fits for
differential data of both nuclei while doing significantly bet-
ter for o1 data. We acknowledge a number of contributions to the present
The present DOM potentials have also demonstrated therork: D. J. Horen for discussions concerning the comparison
need for an imaginary spin-orbit term. There might be anof 2°Bi and 2%Pb and the CN calculations, and also for
interest to pursue the possibility of incorporating\s,  participating in some of the measurements; J. M. Hanly for
within the DOM formalism. However, the small magnitude supplying a version of the CN codeeLGA; J. Vanderkam
of a AVgg dispersion term(becauséWgg is smal) would  for accomplishing the dispersion integrations in closed form;
make it difficult to unambiguously prove its existence and R. W. Finlay for releasing the; data prior to full pub-
through measurements. lication. This work was supported by the U.S. Department of
The asymmetric version of the present DOM potentialsEnergy, Office of High Energy and Nuclear Physics, under
failed to describe the; data forE>40 MeV. It is possible Grant No. DEFG05-ER40619 with Duke University.
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