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Sensitivity of reaction cross sections to halo nucleus density distributions
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Measurements of reaction cross sections are routinely used to deduce effective nuclear root mean square
(rms) radii by comparison with theoretical model predictions. Cross sections calculated using the optical limit
Glauber model depend strongly on the rms radius of the density assumed for the projectile nucleus. We
investigate such calculations by assuming a range of projectile density distributions. We show that calculated
1 i-target cross sections at fixed rms radii retain a significant sensitivity to higher radial moments of the
projectile density which is quite different for light and heavy targes556-28136)02905-¢

PACS numbeps): 24.10.Ht, 24.50+g, 25.10+s, 21.10.Gv

I. INTRODUCTION II. OPTICAL LIMIT GLAUBER MODEL

Within the optical limit Glauber model, the total reaction

Since the first measurements of unusually large reactionross section is written
cross sectionsdpg) of neutron-rich light nuclei, there has B
been considerable discussion of the use of optical limit UR=27TJ dbb 1-T(b)], (1)
Glauber model§1,2] to extract information about the density 0
of such nuclei. Tanihata and coworkéss4] found that large
rms radii were required to explain the empiriea} for nu-
clei such as'Li. While this qualitative feature is not in
doubt, there remain questions on the extent to which quanti-
tative information can be determined. While some argue that T(b)=ex;{ _UNNJ d?b1pf (b)) p P (Ib—by])|. (2
measurements provide evidence of the neutron halo, requir-
ing a density with a diffuse tail5—10], others caution that In Eq. (2) oy is the nucleon-nucleon cross section at the
cross sections are sensitive only to the matter rms radiuappropriateNN relative energy angp and p; refer to the
[11,12 and hence can be reproduced by a suitably choseprojectile and target matter densities, respectively, with
Gaussian density for the projectile. p!?(b) the corresponding thickness functions, e[@9].

It is therefore suggested that cross section measurements We will not address corrections to the optical limit model
determine only an effective radius which may deviate fromarising from the precise prescription used for B8l cross
the rms radius if the density distribution deviates markedlysection or other sources. Bertsehal.[21]. discussed uncer-
from an assumed Gaussian or harmonic-oscillator singletainties inoyy Which translate into uncertainties in the de-
particle model distributiofi9,13]. More microscopic studies, duced rms radius of order 0.1 fm in the energy regime pre-
using multiple scattering Glauber approachi#$,14], also  sented here. The folding of the target and projectile densities
known as diffractive eikonal models, suggest that the opticaln the model above also implies a zero-range treatment of the
limit Glauber model is rather poor for extended objects sucHNN effective interaction and finite range effects can increase
as halo nuclei, even at energies of several hundred MeV pdPe calculatedrg by order of 1094 21]. These effects, while
nucleon[15]. Other studies suggest that experimental reacsSignificant, will be present and of similar order in all the

tion cross sections, even for exotic nuclei, can be reproduce?inte']:nS ‘l’VG Iconjlder. Our emphasls IS ”%t uponllabsoluéifval-
using the Glauber model within the framework of nucleart€s © gatcu ate clroslstgectlcfms, utt ont ?tﬂuc‘?#at'vi tl er—t
transport theory16]. ences between calculations for systems with different targe

. . . masses.
In all cases, information about rms radii can only be
meaningfully extracted from cross section measurements if
some form is assumed for the radial density distributions of
the projectile and targdtl7,18. In principle one can learn  An analytic evaluation of the optical limit Glauber cross
more about the density distribution by measuring the reacsection can be performd@2] if one assumes Gaussian den-
tion cross sections at several energi8®,15,19 or on a  sities for the projectile and target nuclei. In this one-
range of target$3]. Studies to determine the density distri- parameter density limit the only theoretical inputs are the
bution using both energy and target dependence of reactiaimms radii of the interacting nuclei, to which the density range
cross section measurements have also been publish@arameters are adjusted, and tN& cross section. The
[6,7,20. In this paper we present a model study of the senGaussian density is inappropriate for nuclei such s
sitivity of the nuclear part of the total reaction cross sectiomwhose matter distribution has an extended tail. Interaction
to the assumed density distribution &fLi for a range of  cross sectiond;,) data exist for''Li on proton and'’C [6]
targets p, °C, and?°%Pb) at 800 MeV/nucleon. and 2%%pb [23] targets at 800 MeV/nucleon. FdiLi the

whereT(b) is the transparency function at impact parameter

Ill. DENSITY MODELS
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0 The apparent dominant dependenceogf upon ther?
10 T T . - - 2 . .
moment of the projectile densityr“)p, is certainly not
B readily deduced from Eqgl) and(2), except in the trivial
107 F=s case of a one-parameter description, such as a Gaussian
Halo model[22]. In this sense, a simple two-parameter description
107 \ === Gawssian will already allow sufficient flexibility to maintain a given
#';g \\\ projectile(r2>p while adjusting another radial moment of the
=107k \ 1 distribution, and so to examine residual sensitivities to this
% \ distribution. To this end, we study the dependence of the
20t L Y ] cross section on th@'2) and{r) , moments by defining a
' Y i density as a sum of two terms of the form
A
10° ¢ \‘ 3
10° L pel1)=Ace 12+ A, 126 12, 3
0 5 10 15
Radius (fm)

inspired by a harmonic-oscillator single-particle description.
FIG. 1. Radial density distributions of the Faddeev three'bodyHere the first term represents the density of a mass 9 core

model and single Gaussian model dLi. Both have a rms radius and is normalized to nine. The second term simulates a
(r?)§?=3.04 fm. longer range two-valence neutron component.

We use(r?)p and (r%)p as the two parameters of this
stribution rather tham, anda, . This is of course an arbi-
trary choice but these moments are instructive in the present
context. We also require tha,<a,, in keeping with our
physical picture of core and halo contributions.

interaction and reaction cross sections are essentially equza-r
thus we calculaterg but compare with the experimental val-
ues ofo .

As a first orientation we consider two models for the den-
sity of the Li projectile pp entering Eq.(2). The first,
called here a halo density, is obtained from a three-body
(°Li core + n + n) Faddeev equation solution dfLi (the
L6A model prescription of24]). The second density is a
simple Gaussian with the same rms matter radius, We present calculations fof'Li induced reactions at 800
<r2>,13’2=3.04 fm. Figure 1 compares these radial density disMeV/nucleon. Experimental reaction cross section data
tributions. The calculated and experimentg] for the *!Li  available at this energy include protoiC [6], and 2°%Pb
+ 12C and'Li + proton systems, at 800 MeV/nucleon, are[23] targets. We will not attempt a detailed quantitative com-
presented in Table I. Both densities essentially generate crogarison with these data, in part for the reasons discussed
sections within quoted errors, particularly for theC target.  earlier. Additionally, for heavier targets there are significant
This example would suggest that the reaction cross section ntributions to the cross section from electromagnetic dis-
determined, regardless of details of the density, by the mattesociation (EMD) of the projectile; estimatef23] to be of
rms radius. The suggestion, that cross section measuremertsier 30% for?°%Pb but less than 2% fot’C. These contri-
provide an accurate means of determining rms radii, wasutions of multipole Coulomb forces are not included in the
made early in the analysis of such dd& and neutron, model calculations presented, which should be interpreted as
proton, and matter rms radii have been quoted with considthe nuclear contribution to the cross section. Effects due the
erable accuracy9,13] based on calculations which assume monopole Coulomb force are included using the modified
simple model densities. impact parameter prescription of Charagi and GUip€j but

We note in passing that for the proton target, contraryare negligible at the energies of interest. We will show the
perhaps to intuition, the cross section from the more exempirical cross section values for the proton dr@ targets
tended halo density is in fact smaller than that of the moreon the appropriate figures only to clarify the magnitude of
compact Gaussian density. In the following we return to thisthe effects calculated here in relation to the stated accuracy
effect in more detail and show that it is expected to be a quitef available data.
general feature. Calculations from only two distinct densi- Calculations are carried out by evaluating Ed3.and(2)
ties, such as those above, or from a finite number of diversaumerically. TheNN cross section used 9] is 41 mb. The
models, does not allow one to easily elucidate this residuat’C density is assumed to be a single Gaussian distribution
sensitivity. A simple model which allows a continuous varia-with an rms radius of 2.32 fnj13]. The density for the
tion in one or more features of the density is then of value.?%Pb target was taken as a two-parameter Fermi f@&).

IV. REACTION CALCULATIONS

TABLE I. Experimental reaction cross sections at 800 MeV/nucleon are compared with the values
calculated using a Gaussian and halo density distribution.

Reaction or(exp (mb) or(Gaussiah (mb) or(halg) (mb)

Yi+p 276+8 278 259
i + ¢ 1056+ 14 1065 1069
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FIG. 2. Variation of og with (r%)p/(r?) at fixed values of FIG. 3. Calculated transparency functioh@) as a function of

(r?)p? of 2.9 fm (solid ling), 3.0 fm (dashed ling and 3.1 fm  impact parameter fofr%)p /(r?)2 = 2.0 (dashed} 3.0 (dot-dashe}]
(dot-dashed ling (a), (b), and(c) are for a proton,"”C, and*®*®b  and 4.0(solid curve, at fixed projectile rms radiug2)¥? (3.0 fm).

target. (@, (b), and(c) are for a proton’C, and ?%%Pb target.
A. Reaction cross sections (r*yp at fixed(r?)p . Additionally, the sensitivity tdr*)p is
Figure 2 shows the variation afg, for given<r2>,1,/2 val- different for the two heavier targets, tk&Pb target showing

much greater fractional changesdn .

. 4 .
ues, as a function df*)p. Figures 2a), (b), and(c) are for We comment that an increaséd“}F, requires a more lo-

a proton, *C, and **Pb target, respectively. The curves ac- calized core density at constafit’)p, so there is an inter-
tually show the variation ofrg with the ratio(r*)p/(r?)2 at play between the effects of incrga,lsirag and decreasing
the stated fixed values )3 of 2.9 fm (solid cuvg, 3.0 3 " A more extended valence distribution due to an in-
fm (dashed curve and 3.1 fm(dot-dashed curye This par-  creaseda, results, at all impact parameters, in the target
ticular ratio measure is a constant (5/3) in the case of &yerlapping the!'Li halo over a greater distance along its
single Gaussian density fo'Li and would generate points assymed straight line path. At large impact parameters there-
on this fixed vertical line. For the two-parameter densityyre the transparency of the collision will be reduced. On the
each rms radius leads to a locus of points as shown. Thgiher hand the reduced density of the halo results in a smaller
curves cut off a{r*) /(r?)s~1.6 at whicha,=a, . The loci probability that the target will encounter a valence nucleon
show that within the assumed model there is no unique My 4 range of smaller impact parameter values. The final
radius which generates a given reaction cross section, oputcome of this interplay is obtained by correctly folding the
giver} arms .radius t_h_ere are a range of density dist.rib.utiongmckneSS function;ai(Z)(b), as is described by E@). These
consistent with empirical values and stated uncertainties. toatures are clarified by reference to the transparency func-

Featur4es oszég. 2 of interest are the slopes of #1€  {jons T(b), entering the integrand in Eql), and the inte-
versus(r)p/(r<)p curves and their dependence upon thegrandsb[1—T(b)] themselves.

target mass/size. Specifically, the slopes of the curves for a
proton and for?C and 2%Pb targets, are of opposite sign.
For the proton target increasig*)p decreases the reaction
cross section and, on average, tHei becomes more trans- ~ T0 clarify the different gradients of they, curves in Fig.
parent. A hint of this feature was already noted in the calcu2, in Fig. 3 we show tha (b), at fixed(r2)3? (3.0 fm), for
lations for the halo and Gaussian densities of Table I. Fofr*)p/(r?)2 = 2.0 (dashed curve 3.0 (dot-dashed curye
12C and 2°%b targets, Figs.(B) and(c), the same projectile and 4.0(solid curve. Figure 4 shows their contribution to
density changes have the opposite effegtincreasing with  the reaction cross section, the integrarid —T(b)] ap-

B. Transparency functions
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FIG. 4. Calculatedrg integrandsb[1—T(b)] as a function of
impact parameter fafr %) /(r2)2 = 2.0 (dasheg} 3.0 (dot-dashey
and 4.0(solid curve, at fixed projectile rms radiug 2)¥? (3.0 fm).
(a), (b), and(c) are for a proton}’C, and?%%Pb target.

pearing in Eq(1), for the same densitieta), (b), and(c) of
each figure is for a protont’C, and ?%Pb target, respec-

tively.
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available experimental interaction cross sectgratum|6]
is shown by the horizontal band, with an error of order 3%.

For the 2%%b target, Fig. &), the situation is also rather
clear. Bothb, and a increase with(r%)p, causingog to
increase. Figure (4) shows this results from a reduced sur-
face transparency to the heavy target. The large target is
unable to discern finer details of the core and valence distri-
butions at the smaller impact parameters and the reduced
range of the core distribution plays no obvious role in this
case. The calculatedg, Fig. 2c), increase by 20% as
(r*p1(r?)2 varies from 2.0 to 4.0 witkr?)2 held fixed. The
experimental value in this case, 538640 mb[23], includes
a large electromagnetic dissociati®MVD) component, and
is not shown. Nuclear contributions to the cross section, as
discussed here, have previously been used to estimate the
magnitude of these EMD contributions by subtraction from
the empirical cross sectiof23,27. Such analyses assume
projectile(r?)p values deduced from data on lighter targets,
where EMD effects can reasonably be neglected. Since the
present work shows the nuclear cross sections for heavy sys-
tems retain quite considerable residual sensitivity to the pro-
jectile density, beyond itér?) value, conclusions regarding
the magnitude of these EMD contributions on higlargets
will also be significantly model dependent.

For the 1C target, Fig. &), the changes in the shapes of
the T(b) with (r%), are intermediate between the proton and
208pp situations, and more complicated. Althoull de-
creases with increasing*)p, a increases. The full calcula-
tions, and Fig. %), show the effect of increasing wins
over the effect of decreasing,, and oy increases rather
weakly with (r*)p. The sensitivity in the calculated cross
sections, Fig. @), is less than that for the proton and the
20%pp targets and rise by approximately 5%(a$)p/(r?)3
varies between 2.0 and 4.0. The available experimental in-
teraction cross sectioa; datum[6] is again shown by the

To a reasonable first approximation, except in the limit ofhorizontal band, with an error of order 1.3%.
largeb on the proton target we can approximafe-T(b)]
by the Fermi distribution

1-T(b)=

where by is the strong absorption

{1+exd (b—bg)/al} ™+, 4

T(bp)=1/2, anda a surface diffuseness measure. This co e
nects analyticallyog with the transparency function and to overlaps. The observed sensitivity of calculated cross sec-

order @/bg)?, [26]

or=mb2[1+ 7a?/(3bd)],

©)

where from Fig. 3 thdo, anda vary with (r*)p.

For a proton target, Fig.(8), the dominant trend is that
both by anda decrease with increasing)p, leading to a
falling cross section. More precisely, Figatshows that the case of the*?C target might indicate this target is best suited

changes in thel(b) result in a small and reduced surface to determing(r?)

transparency at the largest contributimgalues but the ma-
jor effect is a greater transparency at impact parameters bearget limits, is more sensitive to the details of the model
tween 3 and 5 fm. This results from the combination of adensities assumed. The ability to use data for heavy systems,
reduced range of the core distributiam.] and of the valence
density being forced to larger radii with increasiag. The
resulting og, Fig. 2a), falls by approximately 20% as
(rYpI(r?)2 varies from 2.0 to 4.0 at constafit?)3. The

By performing additional calculations assuming a single
Gaussian density for the target, such as used inttBecase
above, one moves continuously between tf@ and proton
situations described above as the size of the target is ad-

impact parameterjUSted' Thus the slope effects observed are a very general
n’_consequence of the geometrical target-projectile density

tions to the extension of the projectile one-body density is
potentially valuable in setting empirical limits upon this dis-
tribution. The reasonably steep gradient in Fi¢p)2means
that simultaneously reproducing data on a proton and on an-
other light target will place more severe constraints on the
allowed density distribution; the values af?), and (r*)p
within our model. The reduced sensitivity {0%)p in the

L2 empirically, however thig’C result, be-

ing an intermediate situation between the light and heavy

such as the?%®%b target, in this way would add additional
constraints, given its oppositely directed sensitivity. Use of
these data would however first require a reliable means of
estimating the EMD component of the cross section.
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V. DISCUSSION AND CONCLUSIONS magnitude of deduced electromagnetic dissociation contribu-
tions to cross sections on hightargets.
The results indicate that there is the potential, if calcula-

%ions and data for proton and light target systems are taken

g]cc)r:rs],eto :g.ee(r;;?:t('j%r:]gi?sjiSst?i(g:ﬁirésn a(;tehzrertﬁglr:/?rfg ?nosmgj Sgether, to make a more precise assessment of the projectile
) Proj y T . ; rms radius. Alternatively, if the rms radius is known inde-
dius. We have explored these sensitivities using a simple

flexible, physically inspired, two-parameter projectile densit pendently, then loci such as those in Fig. 2, which are readily
«DIE, phy y Inspired, P Ler projecti Yealculated for more sophisticated model densities than has
which allows a variation of radial density distributions at a

) : . .. ~been assumed here, could be used to begin to place limits
fixed rms radlus<r2>%,/2. Our choice of a second density g P

h ectité radial A for th upon higher radial moments of the projectile density distri-
measure was the pro]fc_t' radial moment{r)p, for the 1y ;tions It should be noted that the phenomenon discussed
study of the extended'Li system.

here appears as a natural consequence of the folding of the

_ We have shown that the calculated cross section sensitiVs e cile and target densities implied by the optical limit
ity to the valence nucleon extension is strongly dependent ofheqry |t would be very interesting to understand the extent

the size of the target nucleus. For%C target, extending the 1, \yhich these model predictions are also manifest in calcu-
tail of the density can produce a change in the calculateghiions of cross sections using explicitly few-body Glauber

o Of order 5%, to be compared with a quoted experimental,qqe| approaches which go beyond the optical limit theory.
error of order 2% or less on current experimental data. For a

proton or a%%%b target, the cross section sensitivity is con-
siderably greater. Within the simple parametrization we have
assumed, changes of up to 20% dx were obtained for The financial support of the United Kingdom Engineering
projectile densities with the sanje?). An important fea- and Physical Sciences Research CoufEiPSRG in the
ture of the results is that these higher sensitivities to thdorm of Grants GR/J95867 and GR/K33026 and a research
(r*» moment, the slopes of the cross section plots withstudentshigfor M.P.B) is gratefully acknowledged. We ac-
(r*)p, are in the opposite sense in the proton and heavknowledge useful discussions with Professor M. V. Zhukov
target limits. The latter sensitivity has implications for the in the early stages of this work.

Model calculations of'Li induced reactions using the
optical limit Glauber model show that the nuclear contribu-
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