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The recoil detection method has been used to measure the differential cross sections at nucleon backward
angles, 160°—180&m), for the'21%(p, p) > and*?¥C(p,n) 2N reactions at an incident proton energy
of 200 MeV. These are the first reported data in this angular region. The elastic scattering cross sections show
a shallow minimum at 180° and are about a factor of 15 larger than those predicted by optical model calcu-
lations using standard parameters. Tipen) cross sections are lower than the,{§), flat within the rather
limited statistics, and about a factor of 5 greater than predicted. The backward-angle elastic scattering cross
sections are selectively sensitive to the real central potential and can be brought into fairly good agreement
with experiment without destroying the fit at more forward angles by greatly reducing both its depth and
diffuseness. Adding a Majorana exchange term in the real central and spin orbit potential to a phenomenologi-
cal potential that fits previously reported lower-angf€ elastic scattering data does not significantly alter
these fits while introducing a peak at 180°.

PACS numbds): 25.40.Cm, 24.10.Ht, 25.40.Kv

. INTRODUCTION ing of 200 MeV protons fromt“C and**C was measured
between 160 and 180 degrees and, in addition, the differen-
Performing distorted-wave Born approximatiPWBA) tial cross sections for th&C(p,n)**N and **C(p,n)**N re-
calculations using an optical potential has long been the agctions were measured over the same angular range. The
cepted procedure for analyzing medium energy nucleonforward angle**C and ***N recoils corresponding to
nucleus elastic scattering. Impressive fits have been made Rsickward emitted protons and neutrons were detected using
a wide variety of data and the optical model parameters thuthe recoil detection system developed previously
found are used in distorted-wave impulse approximation
(DWIA) calculations of inelastic scattering and other nuclear Il. EXPERIMENT
reactions. Meyeet al.[1] investigated*C(p, p) elastic scat-
tering out to about 157¢cm) at 122, 160, and 200 MeV and
at large angles found significant discrepancies between opti- The experiment was performed at the Indiana University
cal model calculations and experiment. When a standard ogEyclotron Facility IUCF) where a 200 MeV proton beam
tical model potentia[2] is used the calculations give good with energy resolutiodAT/T<0.1% passed through a 200
fits from about 6° to about 130° except that the minimumpug/cn? carbon target. Natural carbdB8.9%%C) was used
observed at about 95° at all three energies is not reproducetfbr the 1°C targets while thé=C targets were at least 99%
The fits in the 95° region can be improved considerably by*3C. Target thickness tolerance wad0%. The recoils were
using a double Woods-Saxon potential with a modified spiranalyzed by the QQSP spectromdigrwhich has a momen-
orbit term[1]. At all three energies the measured cross sectum range of 0.8&p/py<1.37, 0.1% momentum resolution,
tions increase monotonically between 140° and 157° whileand =100 mrad angular acceptance in both the horizontal
the calculations, even with the modified potential, predictand vertical directions. However, in order to limit the influ-
decreasing cross sections. By 157° the discrepancy is greatence of the out-of-bend-plane angle, an aperture was put at
than an order of magnitude and apparently still increasing. the entrance of the spectrometer restricting the angular ac-
In order to further investigate this phenomenon theceptance tat50 mrad in the non-bend plane thus reducing
present experiment was undertaken in which elastic scattethe solid angle to 17.5 msr. In an ideal spectrometer ions of
the same rigidityr = p/Q, wherep is the momentum an@
the atomic charge, are focused to the same distan@dong
*Present address: Neptune Global Inc., Chicago, lllinois 60680. the spectrometer’s focal plane. However, computer raytrace
"Present address: Physics Department, College of William angimulations[4] have shown that the QQSP has significant
Mary, Williamsburg, Virginia 23185. aberrations which must be taken into account if the rigidity
*Present address: Fermilab, Batavia, Illinois 60510. of the ions is to be accurately determined.

A. Experimental setup
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TABLE I. Coefficients forr(x,a)/rq, Eq. (1).

ag a; a as by b, b3 C11

0.0056 0.0306 —0.0320 -0.341 0.950 0.233 —0.690 —0.0475

Recoils from the prolifid3] *2C(p,")**C reaction were coil experiments it is desirable that particles emerging at
used to calibrate the spectrometer. From the kinematics thaengles down to 0° be measured and the arrangement of Fig.
momentum locup(6#) and therefore (6)/r, were known. A 1 has been used in pion production experimgBt§]. Be-
thinner target, 4Gug/cn?, was used in order to achieve better cause the recoils have less rigidity than the beam they are
momentum resolution and, by varying the magnetic fieldbent more and go through the spectrometer while the beam
data were taken at several valuesrgf A series expansion particles exit through the spectrometer’s zero-degree exit

was made foKr/r):

3 3
r(x,a@)/ro=1+ap+ > a(Aa)+ > bj(Ax)
[ J

+C1(Aa)(AX) ()

where
AX=X—Xcentral ray~ X— 0.2 metey, (2
Aa=a—acentral ray~ @—0.8048rad )

Using the two-dimensional fitting code MINUIT5] and
starting with the(simplep function found previously{4],
p/po=bix+a,;a+cy, the coefficients given in Table | were
determined.

After correcting for the(r/ry) aberration, a 0.5%r/r)

momentum resolution was obtained. Although the spectrom

eter had a design momentum resolution of 0.1%, the 20 Me
13C recoils lost about 0.21 MeV in going through the 46
uglcen? 17C target limiting the resolution ta\p/p=(1/2)
X (AE/E)=0.5%.

The experimental arrangement is shown in Fig. 1. In re

port and into a Faraday cup. In the present experiment the C
and N recoils had a considerably higher momentum than was
encountered in previous experiments and were correspond-
ingly more rigid. The spectrometer was, therefore, run at a
higher magnetic field thus bending the beam so that it hit the
walls of the exit port rather than cleanly going into the Far-
aday cup. In order to compensate for this extra bending a
swing magnet was installed inside the zero-degree exit port.
By varying the current in the swing magnet it was possible to
show that there was a region of current over which the beam
passed cleanly into the Faraday cup.

The detector stack, which was located at the focal plane
of the QQSP, consisted of two identical parallel-plate ava-
lanche counters(PPAQ and two identical proportional
countergPC). The details of the system have been described
elsewherd 3]. Each of the two proportional counters mea-
sured the recoil’s energy losaE. The average energy loss
per unit lengthAE/AX, was obtained by multiplyind E by
coq a)/L whereL is the thickness of the PC’s active region.

he arithmetic average of the twdE/dx) signals was used
in the data analysis.

A timing reference signal was taken from the cyclotron
RF. After correcting for the time for the pulse to travel along
the cathode foil, the recoil’s time of arrival at the focal plane
was obtained from the first PPAC. The time of flight between
the two avalanche counters was used to determine a recoil’s
velocity with accuracy sufficient to identify the RF burst
during which that recoil was creaté¢d]. The time of arrival
signal, combined with the RF signal, gave the recoil’s time
of flight through the spectrometdr,. Knowing the velocity
and the rigidity, the ratio

(A1Q) = (1/myycieon X (P/Q)/v = (consy X (r/rg)lv (4)

was determined. The combinationwfind the energy loss in
the proportional counters fixes the nuclear chayeKnow-
ing Z and (A/Q), with Q no larger tharZ and with a limited
number of possibl&, A combinations, it is usually possible
to fix Z, A, andQ and thus identify a recoil and determine its
momentum.

The velocity determination required a knowledge of the
path length through the magnet and it was felt that the pre-
vious path-length calibration was inadequate. The new path
length /(x,6) calibration was performed using 11 strong

FIG. 1. Experimental setup. This setup is described briefly in theA/Q peaks from berylium, boron, and carbon. Because most

text and in more detail in Ref3] with the only change being the Of these recoils were produced in reactions with more than
addition of the swing magnet, labeled SM, which bends the beantwo bodies in the final state, they tended to cover the entire
into the Faraday cup. focal plane. A series expansion was madeAoin terms of
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1V {arbitrary units) FIG. 3. Spectrum oA/Q taken with a*3C target. The windows

for recoils from elastic scatteringy/Q=13/6, and from p,n) re-
FIG. 2. Energy lost in the proportional countedsz/dx, as a  actions,A/Q=13/7, are shown.
function of (ion velocity) 2.

termined by calculating energy loss §4dv) for Z=3, 4, 5, 6,

Aa and (r/ry—1) and with this expansion, the calibrated and 7 using the code ENELOSF], and aligning the
(r/ro), and the measured time of flight Z=3-6 curves, with common gain and offset, with the cor-
respondingZ group and then placing the calculat@d=7
curve on the histogram. A window is then placed around this
curve, as well as around tti¥=6 group.

was calculated, and the sum of the squares of the difference An A/Q histogram was generated with the RF window

(A/Q)=(consy X (r/ry) X (t,/17) (5)

between these calculated/Q)’s and the true £/Q)’s was
minimized. The calibrated” polynomial had(r/r,—1), Aa,
and cross terms all up to the power of 3.

Using the constants determined in the rigidityr, and

condition and & window condition. Figure 3 shows such a
histogram from &°C target. TheA/Q=13/6 of *C®" differs

by only 1.5% from the largeA/Q=11/5 of *C®* and could

not be completely separated from it. However, as is shown

pathlength/ calibrations theA/Q resolution was 0.8%. The below, most of thé'C®" ions are in the low rigidity regions
differences between prior and present momenta and betweeamd are not a significant source of background in the region
prior [3,4] and present pathlengths are as big as 1.9% andf the 13C elastic scattering recoils. The 13/7 peak frbiN
2.4%, respectively. is only 1.3% away from the much stronger 11/6 peak from

The total integrated beam was 30.0 milli-Coulombs on the'’C and is therefore not discernible in Fig. 3. However, al-
natural carbon target and 29.9 milli-Coulombs on ti€  most all of the C was eliminated when tAecut was applied.
target. The average beam current was about 600 nanoampghe (p,N) recoils were isolated by placing windows around
13/6 and 13/7 for thé®C target and 12/6 and 12/7 for the
natural carbon target.

Two-dimensional histograms ef vs x are generated for
events that satisfy th&, A/Q and RF window conditions.
Figures 4 and 5 show the histograms t8€°%" and 1N’*,
respectively, from the natural carbon target while Figs. 6 and
7 are for °C®" and 1®N"" from the 1°C target. Over the
system’s range of angular acceptance the kinematic locus for
these 0,N) reactions is a nearly vertical line ifvs rigidity.

A two-dimensional histogramA/Q) vs (A/Q)y, is gener-  However, the spectrometer’s aberrations distort this locus
ated and a window placed on the histogram to select ounto having somewhat of an “S” shape. When the aberrations
events associated with the correct RF burst. are taken into account, the data fall along the kinematic loci,

A two-dimensionaldE/dx vs 1b histogram is generated as is illustrated in Fig. 8 where rigidity v&for recoils from
with the condition that events are within the RF window. several reactions in th&C target are compared to their re-
Figure 2 shows such a histogram, which was taken with @pective kinematic ellipses. Thp,n") recoils had a greater
13C target. In this histogranZ=2, 3, 4, 5, and 6 groups are momentum spread because they are of lower energy than the
clearly delineated, although because of the suppressed zefp,N) recoils and therefore lost more energy in passing
the He ions are not observed in Fig. 2 and lithium is largelythrough the target.
cut off. Because there are many fewer nitrogen events, the For both Cf,p) reactions it was possible to leave the
nitrogen group is difficult to see in thedE/dx) vs (1/v)  nucleus in an excited state while for bdtiN and >N only
histogram. Instead, the region of the nitrogen recoils is dethe ground state is particle stable. The only particle stable

B. Data reduction

The time of flight between the two avalanche counters,
and the pathlength between the two countkrs,as well as
r/ro are used to obtainA(/Q)tz, where

(AIQ),= (consh X (r/rg) Xta/l4,. (6)
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FIG. 4. Scatter plot of position along the focal plang (/s
angle relative to the focal plar(ex) of the events from &°C target
with windows onZ=6 andA/Q=2 (*2C®"). The vertical band at
x~0.43 contains the fully stripped recoils from elastic scattering.13c target were from elastic scattering even though the 3.09,
Most of the background is believed to be due'f6°". 3.68, and 3.85 MeV states are also particle stable.

L . ' Although reactions in which a single neutron or proton is
’C excited state is at 4.44 MeV although the 15.11 MeVemitted nearly opposite to the incoming beam direction com-
state also decays primarily by gamma emission. The kineprise only about 10° of the total number of events they tend
matic locus for scattering to the 4.44 MeV state is alsoto stand out because of their high momentum transfer; the
shown in Fig. 8 and it can be seen that most of the recoilgecoils of interest in the present experiment had momenta
appear to be from elastic scattering. Furthermore, DWIA cal—=1200 MeVt. When carbon and nitrogen recoils are being
culations predict that the cross section to the ground state sought thez window effectively eliminates everything below
about a factor of 20 greater than that to the first excited stat&yoron which, in turn, requirea to be at least equal to 8 with
Combining the experimental and theoretical evidence, wenost of the boron likely to be eithéfB or 1B (°B is not
conclude that the inelastic scattering contamination was lesgarticle stablg For A=10 nuclei the velocity window would
than 20%. Similar experimental and theoretical evidenceillow only recoils with momenta greater than 560 Me\#$

lead us to the conclusion that most of ti€ recoils fromthe  be recorded. A similar threshold comes about because the

FIG. 6. Scatter plot ok vs « of the events from &°C target
with windows onZ=6 andA/Q=13/6 (*3C®™").
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FIG. 5. Scatter plot ok vs « of the events from &°C target

with windows onZ=7 andA/Q=12/7 (**N"").

with windows onZ=7 andA/Q=13/7 (**N"").

FIG. 7. Scatter plot ok vs « of the events from &°C target
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TABLE Il. Signal/background ratios.

10 T T T T I T T T T
—— CENTROID OF DATA
-=-- CALCULATED LOCUS

2 2.7+
Clp,my"N™" i
p,n) A

Reaction 2C(p,p) C(p,p) **C(p,n) **C(p,n)

Signal/background ratio 3.5 12.8 4.0 1.9

N
\

not severely impact the region of the elastic scattering re-
coils. The®*N’* histogram may contain someC®" back-
ground because th&separation is not complete and th&Q
values are only slightly different.

In addition to the background from spallation reactions,
there may have been background from the beam being
scraped as it passed through the mouth of the spectrometer.
The signal to background ratios for all four reactions are
given in Table II.

Only the fully stripped recoils are accepted and therefore
a correction has to be made for the fraction that were in this

FIG. 8. Portions of rigidity vs emission angle histograms show-atomic charge state. There have been several calculations of
ing the recoils from various two-body final state reactions fromcharge-state distributiorf8—10] and at some energies they
*C+p. Corrections have been made for the spectrograph’s aberryifter substantially. However, in the present work the ions of

tions as described in the text. The dot-dash lines are the calculatqﬁtereSt have enough ener so that most of the them
loci and the solid lines the centroids of the data. For'fi@&recoils h% g gy

RECOIL LAB. ANGLE (deg)

FS
L IRLL L L L B L L LB B
vl b iy b Ly

> 0, I -
the dot-dash line is the calculated locus for elastic scattering and t 85% are fully stripped and the calculated charge-state

; ; +113
dotted line that for scattering to the 4.44 MeV first excited state. dOpU|at|0nS differ by Ies§ than .10%‘ From ﬂ?é?(p,w ) C.
ata that was taken while setting up the present experiment
[11] it appears that the most recent calculati@] best fits
the charge-state populations observed for recoils from this
reaction and therefore the population tables given in Ref.
&10] were used in determining the cross sections.

The estimated systematic errors are listed in Table Ill. The
ffective solid angle of the QQSP spectrometer has never
een measured to better than 1p8h The target thicknesses

are deduced by measurements of weight and total target area
Hand typically determine the thickness to better thasfo.

For the elastic scattering reactions there is an additional
the two background windows in thea histogram are pro- 10%_uncertair_1ty becausg of possible c.o.ntamination from in_—
jected onto thea axis thus yielding a one-dimensional elastlg: scattienng. There is another additional 10% systematic
distribution for both the region of interest and the back-Mor N _the “C(p,p) cross s_ectlons _due to the background
ground regions. The two background distributions are averSubtraction, because for this reaction the background was
aged to backgroung....leading to: relatively large _and varied rapidly across the focal plane.

g€ These systematic errors are uncorrelated and therefore in the
yield=(events-backgroungleragd worst caseC(p,p), amount to no more than 20%.

spectrometer would only accept particles with rigiditigsg (
Q) between about 134 and 224 MeVBecause th& andv
windows put an effective lower limit o® of 3, this again
led to only rather high momentum particles being accepte
by the system.

In order to determine the background, a window is place
around each recoil group in thea histograms. The window
is then moved, parallel to the axis, to either side of the
group for a distance just great enough to avoid overlap wit
the recoils of interest. Events within the recoil window and

+ \Jevents-0.5x backgroung,erage C. Experimental results
7

The methods described in the last section were used to

The cross sections at backward angles for'tiéC(p,p)  obtain the yields as a function of, and from these the
and *?1%C(p,n) reactions are as small as Tomb/sr, while ~ center-of-mass differential cross sections were obtained. The
the total ion production cross section is abouf i@nb/sr.  results are shown in Figs. 9—12. Previously reported data on
Thus the system had to be selective enough to isolate the ofleese reactions as well as DWIA calculations are also shown.
in a million events that are of interest. The fact that the'?C(p,p)*?C cross sections found here

Part of the background can be attributed to the fact thamatch on well to the results of Meyet al.[1] lends support
only A/Q andZ are determined and that is not always suf-

ficient to uniquely fixA. In particular, theA/Q=2 window TABLE lIl. Systematic errors.
cannot separatéC®" from 1°C°" and because tH8C®* ions

are not from a two-body final state reaction they cover the Solid angle 10.0%
entire x-a plane, although they are concentrated in the low Target thickness 6.0%
rigidity region. As can be seen in Fig. 4, théC®" recoils Target impurity 1.1%
from elastic scattering stand out clearly but there is a signifi- Beam integration 5.0%
cant background which must be subtracted. As noted above, Charge state population 5.0%
there is somée'C®>" contamination in the*C®" x-« histo- Total 13.7%

gram (Fig. 6) but it is concentrated at low rigidity and does
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FIG. 9. Prior and present measurements and a DWIA calculation )

of the 12C(p,p)*?C elastic scattering differential cross sections at  FIG- }1- Prlorzand_preser_lt measurements and DWIA calcula-
200 MeV. The DWIA calculation was done using the standard pafions of ’C(p,n)*™N differential cross sections. The crosses are
rameters. The crosses are from REf] and the diamonds the from Ref.[16]at 160 MeV and the diamonds the present work.
present work. Except for the point at 157° the errors are always
smaller that the size of the symbols. MeV had previously been measurgtb] out to 115°. Over
this angular range the situations f5€ and*3C proton elas-

to the contention that the inelastic scattering contribution idic scattering are similar in that in both cases the standard
small. The calculations used the optical model parameters dfalculation follows the data quite closely except that the po-
Comfort and Karp[2] and the Love and Franeyl12] sition of the deepest minimum is predicted to be at too high
nucleon-nucleon interaction. This parametrization is somean angle. The present work shows that near 180° there is
times called “standard” and will be referred to as such hereagain a similarity between the two cases in that'fié(p, p)

and the data will be characterized by comparison with thecross section also decreases towards 180° and is also about
results of such standard calculations. For tpen] calcula- an order of magnitude greater than the standard calculation
tions the spectroscopic amplitudes are from Cohen, Kuratiredicts. The fact that the minimum at 180° is deeper-{or

and Led[13,14. The*C(p,n)**N calculated cross section is is correctly predicted as is the fact that at this angle'fiee

the sum of theAJ=0 and forAJ=1 cross sections, where (l:?[oss sections are about a factor of 2 greater than those for

AJ is the total angular momentum transfer. C.

Combining the results of the present experiment with pre-  The only relevant previou§C(p,n)*N and**C(p,n)**N
vious work[1], it can be seeffFig. 9) that the'’C(p,p)*?C  data are at 160 MeV16] and cover only forward angles. The
cross section has a maximum at about 160° and then déesults of the standard DWIA calculations at 160 MeV given

creases out to 180° remaining about 15 times the opticdh Figs. 11 and 12 show that while the calculations qualita-

model prediction. Proton elastic scattering frdfC at 200 tively reproduce the small amount of previously existing
data, discrepancies of as much as a factor of 5 appear at

T T T [T T T T [ T T T T [ T 1
T T T T | T T T T | T T T T | T T
0P Bcp.pc {ground state) at 200 MeV —| ; 5 5
I~ ,nN) N T
r + MEYER et al. - C{p,n) N (ground state)
© THIS EXPT. L + 160 MeV, Rapaport et al. |
S F ) #f*’% 160MeV DWIA o 200 Mev, THIS EXPT.
= - % 10— ¢ —
E P
€ 10°H £ | i
3 g, 200 MeV DWIA
S T 3 0 i
© hd
= 4 =
10t s L i
N 6
10
; 237
10°- ¢
1 1
0 50 100 10'8 PSRN TN TR T AN SN TN SR NN NUUUN TN SN SR N R N
PROTON c.m. ANGLE (deg) 0 50 100 150

NEUTRON c.m. ANGLE (deg)

FIG. 10. Prior and present measurements and a DWIA calcula-
tion of the'®C(p, p)**C elastic scattering differential cross sections ~ FIG. 12. Prior and present measurements and DWIA calcula-
at 200 MeV. The crosses are from REf]. The errors are always tions of Y3C(p,n)**N differential cross sections. The crosses are
smaller that the size of the symbols. from Ref.[16] at 160 MeV and the diamonds the present work.
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TABLE |IV. Standard parameters.

MeV fm fm MeV fm fm MeV fm fm MeV fm fm
—-12.5 1.2 0.68 —-13.1 1.2 0.61 —-16.4 0.9 0.47 0

angles as small as about 30°. For bofhn) reactions the MeV reducing the diffuseness of the real central potential,
predicted cross sections in the backward direction are abouta, leads to flatter angular distributions which give a signifi-
factor of 5 too small and the observed maximum at aboutantly poorer fit to the data, and whenis 0.2 fm or smaller
170° is not reproduced. However, the fact that the cross seghe diffraction pattern becomes more mark&dg. 13b)].
tion of **C(p,n) is about twice that ot’C(p,n) is correctly  However, when the real central depth is reduced to 2 MeV
predicted by the standard calculations. . the forward-angle cross sections are insensitive to the dif-
In summary, it is seen that the standard calculations unfseness while the near 180° cross sections are sensitive to
derestimate the cross sections in the 157° to 180° region fo(g1 and are well reproduced witl,=0.20 fm[Fig. 13c) and
all four reactions. For both?C and*3C the discrepancy for 13(d)].
elastic scattering I about a factor of 15 while fqrf) the For the imaginary central potential no such simple alter-
calculations are low by about a factor of 5. ation of parameters was found that leads only to an increase
in the near 180° cross sections. Varying the imaginary central
potential’s depth,V,, does not have much effect unil,
lll. OPTICAL MODEL CALCULATIONS becomes shallower than5 MeV, whereupon the cross sec-
A. Sensitivity to the standard potential parameters tion becomes too large at all angles between about 10° and
20° with little change to the large angle cross sect{dtig.

4(a)]. As a, is decreased the angular distribution becomes
on the average flatter, and the strong diffraction pattern be-
gomes strongelFig. 14b)].

Decreasing the real spin-orbit potential's deptiis,
makes the cross section too small at all angeg. 14(c)],
and increasiny/; makes it everywhere too large. Decreasing
the diffuseness of this ternas, leads to cross sections that

re too large at all angl¢fig. 14(d)] while increasinga; has

e opposite effect.

13 . B
Because this is the first backward angle data for these For ~C(p.p) rﬁd“fégng to —2 MeV gndabl t0 0.2 fmd
reactions it is perhaps not surprising that the parameters oS0 Increases the cross section by about an order to

tained in previous fits do not lead to an accurate reproductioﬂq"’“-:’nItUde wh[le having a relatively smalll effect at _the for:
of the data in this region. For this reason an investigatio ard angles(Fig. 19. However, substant|al_ly reducindg,
was made as to which parameters are particularly influentidf2dS 0 a greatly enhance, ) cross section forward of

at backward angles and whether these could be altered so ag0 + Probably reflecting the fact that the reaction takes
to improve the fit in this region without destroying the agree-p ace throughout the _nuclear volume while the elastic scat-
ment at smaller angles. The calculations were performed ud€fnd takes place mainly on the surface.

ing the code DW8117] which uses a potential of the form

The comparison between the near 180° differential cros
sections and the standard optical model calculations sho
some striking systematics.

(1) In all four cases the calculations reproduce the shap
of the angular distribution over the measured region.

(2) For both elastic scattering and the, () reaction the
ratio of 12C to 13C cross sections is reproduced.

(3) For both elastic scattering and the,(,) reaction the
cross sections are underpredicted by about an order of ma
nitude.

U(r)=V () +iVofo(r) + (1) [Vaf5(r) +iVafa(r)]
X[L-S]

where f;(r)=1/[1+exp(x;))], x;=(r—r;A¥¥/a;, and f/(r)
=df;(r)/dr.

Starting with the standard paramet§?$, given in Table
IV, each parameter was varied in turn in order to see how
varying the various parameters affects the angular distribu-
tion.

In all of the calculations both the central potential radius
and the spin-orbit potential radius were kept at their standard
values. When the real central potential deph, was varied PROTON cm. ANGLE  (deg)
while keeping the other parameters at the standard values it
was found that varying the depth does not have a great effect F|G. 13. DWIA calculations of?C(p,p) elastic scattering with
on the cross sections. Even eliminating the real central povarious values for the depth and/or the diffuseness of the real cen-
tential entirely does not completely destroy the fit as can beral potential and the other parameters those of R&f.or “stan-
seen in Fig. 1&). With V; at its standard value of12.5 dard.”

(do/ dw)/ {do / do) gunertor
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g P, P)120 (ground state) at 200 MeV

— Double Woods - Saxon
LT S A — Double Woods - Saxon + Exchange
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1 I T I S T S 2 T AT A N A
0 0 50 100 150 0 50 100 150
PROTON c.m. ANGLE (deg)
10‘4||||I||||I||||I||
FIG. 14. DWIA calculations of?C(p,p) elastic scattering. The 0 50 100 150
PROTON c.m. ANGLE (deg)

optical potential has the standard parameters except for the imagi- _ _
nary central potential ifia) and (b) and for the real spin-orbit po- FIG. 16. Experimental data and DWIA calculations'&€(p, p)
tential in (c) (d). elastic scattering using a double Woods-Saxon potential as given in
Ref.[1] (solid line) and with the addition of a Majorana exchange
B. Phenomenological optical model calculation term (dotted ling.
A phenomenological optical model calculation has beerr=140° are not changed. There is also no significant change
reported[1] which gives a good fit to the differential cross in the predicted forward angle analyzing powgty How-

sections out to 130° but falls below the data at larger anglesVer, the 180° peak is much too narrow. Perhaps further
This calculation uses a relativistically modified Satirger ~ Modifications of the potentials to reflect high momentum

equation with relativistic kinematic variables and wave func-transfer effects or coupling to other channels, such as the 2
tions and a modified central potential which is the sum of arftate at 4.4 MeV, can further improve the fit at large angles.

attractive Woods-Saxon term and a repulsive Woods-Saxon
squared term. Because heavy particle exchange is expected
to enhance cross sections at large angles, a calculation was This work represents the first measurements of differential
performed using the code SNOOPYSQE] with the same o "00 o Ff)or th&#1%(p,N) reactions at angles greater
optical model potentials plus a simple Majorana exchang han 160°. For?C h P, ¢ dat b'g d gth that
term in the real central and spin orbit potentials. In the cod fan f -0 (p.p) Ie %r.eseg ia ar?om mef Wi a
the potentials were multiplied by[1+a(—1)'] and of Ref.[1] gives an angular istribution that goes from 6.7 to
[1+B(—1)'] factors for the central and spin-orbit potentials, 180 degrees. We not only confgg&the findirig that at ""Frge
respectively, whereae and B are independently variable anglels tk;et_elastlt%stcattentr;]g frt dIS I(;:lrgetr_ thlan paecrcted
strength factors which are chosen phenomenologicaly. T (&S00S, 5 Do 10ttt T e clast
results obtained witha=-0.00013 andB=-0.0001 are ’_E:attering fromtC as well as in both th&C(p,n) 2N and

IV. CONCLUSIONS

shown in Fig. 16 where it can be seen that the cross sectio 13 13 . ; o
near 180° are substantially enhanced while those forward o € C(p,n) "N reactions. However, Wh”e below 160. the
iscrepancy between theory and experiment for elastic scat-
tering by'C increases with increasing andtd, the present
work shows that the cross section reaches a maximum at
about 160° and that the ratio of calculation to experiment
remains roughly constant out to 180°. For the other reactions,
the data below 180° is much less complete but in the 160°—
180° region all four reactions show approximately the same
discrepancy between calculation and experiment. For elastic
scattering the near 180° cross sections can be reproduced by
altering the real central potential so that it is much shallower
and has a less diffuse surface and when this is done, the fit
gets somewhat worse at the more forward angles. However, a
much shallower real central potential leads to much too large
(p,n) cross sections at all but the most forward angles. Add-
ing an exchange term to a double Woods-Saxon potential
N enhances the cross section at 180° while not harming the
N 50 100 150 good fits to the previously reportéd] data below 130°, but
PROTON cm. ANGLE (deg) the enhancement is a narrow peak at 180° rather than the
observed broad maximum centered at about 160°. It thus

FIG. 15. Experimental data and DWIA calculation3€(p, p) appears likely that a new form of the potential will have to
elastic scattering at 200 MeV using the altered standard parametebe introduced in order to explain the large angteN) cross

(V;=—2 MeV, a;=0.2 fm) that best fit*’C elastic scattering. sections.

(do/ do) / {do / ) g heriord
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