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Intermediate-mass-fragment emission has been studied in central E/A = 30 MeV ?°Xe +
"2ty reactions. The measured fragment multiplicities, reduced-velocity correlation functions, and
emission velocities have been compared with schematic three-body trajectory calculations and with
three statistical models with input based upon a dynamical BNV code. The statistical models which
include expansion either explicitly or implicitly are able to generate a sufficient number of fragments.
The three-body trajectory calculations indicate a mean emission time of ~ 200 fm/c, consistent with
sequential decay. Dynamical expanding-emitting source calculations predict a similar time scale for
fragment emission and give satisfactory agreement with the experimental correlation functions if the
experimental angular distributions are incorporated into the model. The Berlin multifragmentation
model gives good agreement with the experimental charge distributions, and, depending upon the
choice of radius parameter, can provide agreement with either the correlation functions or the
fragment emission velocities, but not with both simultaneously. Although an overall good agreement
is obtained in the statistical model comparisons, even in the most violent collisions the angular
distributions and fragment emission velocities are incompatible with completely equilibrated decay

from a single source.

PACS number(s): 25.70.Pq

I. INTRODUCTION

Studies of IMF (intermediate mass fragment, 3 < Z <
20) emission [1] have provided a wealth of information
about the space-time extent of excited nuclear systems.
At high bombarding energy, E/A > 100 MeV, the frag-
ments appear to be emitted on the very short time scale
implied by a prompt multifragment disassembly of heated
and expanded nuclear systems [2,3]. At low bombarding
energy, E/A < 20 MeV, standard compound nucleus de-
cay accounts for much of the fragment yield following
either complete or incomplete fusion reactions [4-6]. To
gain a systematic understanding of the interaction be-
tween complex nuclei it is important to characterize the
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intermediate bombarding energy regime, where the frag-
ment emission time scale changes from sequential to si-
multaneous [7,8], and nuclear expansion begins to occur
[9,10].

Observables which have been employed to infer the
spatial and temporal extensions of fragmentation sources
are fragment yields, fragment-fragment reduced-velocity
correlation functions, and emission velocities of emitted
fragments. The IMF yields calculated with statistical
emission models are strongly dependent on the density of
the emitting system [11-14]. Comparisons of experimen-
tal data with model predictions have shown that nuclear
expansion is needed to reproduce the observed fragment
multiplicities and charge distributions, even at bombard-
ing energies as low as E/A = 35 MeV [13]. The frag-
ment emission time scale, as determined from fragment-
fragment correlations, is a direct measure of the space-
time extent of the source [2,3,7,8,15-26]. The fragment
emission velocities are sensitive to an expansion of the
source, which leads to a decrease in the Coulomb repul-
sion energy [10] and to a collective radial velocity, which
provides a boost to the emitted fragments [27,28]. Simul-
taneous measurements of the relative-velocity correlation
functions and the fragment emission velocities may allow
a distinction between the spatial and temporal extensions
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of the source [24].

Both equilibrium and nonequilibrium mechanisms con-
tribute to the measured fragment yield at intermedi-
ate bombarding energy (20 MeV < E/A < 100 MeV)
[17,29-31]. Results of microscopic transport model cal-
culations for A ~ 200 systems at bombarding energies
E/A < 50 MeV indicate that peripheral collisions lead to
projectilelike and targetlike primary fragments through
incomplete damping of the entrance-channel kinetic en-
ergy, whereas central collisions lead to a composite sys-
tem through a fusionlike process [32,33]. Studies of these
reactions with state-of-the-art 47 detector systems that
allow an approximate impact-parameter selection may
be able to identify which reaction mechanisms dominate
IMF production for different collision geometries. Such
a study was performed for E/A = 35 MeV 36Ar + °7Au
reactions [17]. Although contributions from nonequilib-
rium emission were found to persist in even the most
violent collisions, a much larger degree of equilibration
was observed as the centrality of the reaction increased.

In this paper we report on a study of the E/A =
30 MeV 129Xe + "2tCu system with a low-threshold 4
detector system which allows an event-by-event impact-
parameter estimation and has a high efficiency for frag-
ment detection. We primarily confine ourselves to the
most violent events where the kinetic energy dissipation
and the degree of equilibration is expected to be high-
est. In contrast to analyses which have focused on one
particular aspect of fragment emission, we examine the
three observables described above: the IMF multiplicity
and charge distributions, the fragment-fragment reduced-
velocity correlation function, and the velocity distribu-
tions of fragments with Z = 6. We compare the data with
predictions of a schematic three-body trajectory calcula-
tion and with three statistical-decay models which make
varying assumptions about the characteristics of the de-
caying system. It is our expectation that no single model
with one set of input parameters will successfully predict
all of the features of fragment emission, but that impor-
tant ingredients in each of the models may be brought
forth. Our procedure gives a perspective which is perhaps
more balanced than studies focusing on a single aspect
of a reaction.

The paper is organized as follows: The experimental
details are given in Sec. II, the model calculations are
described in Sec. III, the results are presented and dis-
cussed in Sec. IV, and a summary is given in Sec. V.

II. EXPERIMENTAL DETAILS

An E/A = 30 MeV 12Xe beam of intensity ~ 3 x
107 particles/s was delivered by the K1200 Cyclotron of
the National Superconducting Cyclotron Laboratory at
Michigan State University and impinged upon a target
of ™*Cu of 2.4 mg/cm? areal density. Charged reaction
products were detected from 8° to 23° with 36 elements
of the high-resolution gas-Si-Si(Li)-CsI MULTICS array
[34], and from 23° to 160° with 158 elements (rings Nos.
3-11) of the MSU Miniball [35]. The complete detector
system covered a solid angle greater than 87% of 4.

Charged particles of 1 < Z < 54 were detected with

the MULTICS array. Detection thresholds were approx-
imately E/A = 2.5 MeV for all fragments, and the reso-
lution in Z was much better than 1 unit for Z < 30. For
Z ~ 6 fragments the probability for misidentification as
a neighboring atomic number was ~ 2%. Energy calibra-
tions were performed by directing 18 separate beams into
each of the 36 telescopes [36]. The calibration beams had
energies of E/A = 30 and 70 MeV, and ranged in mass
from '2C to ?°Xe. An energy resolution of better than
2% was obtained. Position calibrations of the Si elements
of the MULTICS array were performed with the proce-
dure of Ref. [37]. The angular resolution was estimated
to be =~ 0.2°.

Charged particles of 1 < Z < 20 were detected with the
Miniball. Identification thresholds were approximately
E/A = 2, 3, and 4 MeV for fragments with Z = 3, 10,
and 18, respectively. Charged particles with energies be-
low the identification threshold and above E/A > 1 MeV
were detected, but not identified. Miniball detectors at
angles 6 > 100° had larger solid angles and therefore re-
quired foils (5.05 mg/cm? of a Pb-Sn alloy) for electron
suppression. These foils increased the energy thresholds
by approximately 20%. The resolution in Z was better
than 1 unit for Z < 6 and typically £1 unit for 7 < Z <
20. The Z resolution was strongly dependent upon frag-
ment energy; peak-to-valley ratios were typically better
than 5:1 for Z < 10 fragments with energies £/A < 5
MeV. The resolution became progressively poorer with
increasing energy. During the experiment the Miniball
was cooled and temperature stabilized. Drifts in the pho-
totube gains were monitored with a light-pulser system
and found to be less than 2%. Absolute energy calibra-
tions were obtained by normalizing the measured proton
punch-through points of 75.2 MeV to existing calibration
curves [38]. The energy calibrations were estimated to
be accurate to ~10% at forward angles where the punch-
through points were well identified and accurate to ~20%
for more backward (# > 80°) angles where they were not.

The nuclear reaction probability for IMF’s which tra-
verse the entire length of the MULTICS Si(Li) detectors
is approximately 2%. The reaction probability for par-
ticles which punch through the Miniball CsI detectors
(essentially only protons) is about 7%. For lower-energy
fragments with smaller ranges (> 98% of all fragments
and particles), the reaction probabilities are smaller.

Data were taken on two conditions: (i) At least two
Miniball elements were triggered, or (ii) at least one frag-
ment of Z > 2 was detected in the MULTICS array. More
than 92% of the events that satisfied condition (ii) also
satisfied condition (i). Because of the low beam intensity,
the random coincidence rate from different events was
less than 0.1%. Events which satisfied either of the two
conditions were written to magnetic tape in an event-by-
event format. Calibrations were performed off line and
the results written in an event-by-event sequence to new
tapes with parameters of Z, energy, 6, and ¢.

III. MODELS EMPLOYED

To test the statistical emission hypothesis, we have
compared the experimental data with predictions from
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three statistical-decay codes, each of which rely on dif-
ferent assumptions about the space-time characteristics
of the fragmenting system. Rather than attempting to fit
the data by choosing optimal values for the many param-
eters in these models, we have used a set of reasonable
and consistent assumptions for each calculation. Owur
procedure is described in this section.

The code GEMINI [6] calculates sequential binary emis-
sion of all species ranging from nucleons to symmetric
fission fragments. Light particles are treated with the
evaporation formalism [39] and fragments of Z >2 with
the transition state model of Ref. [40]. There are no
three-body correlations in the GEMINI. Each binary de-
cay product is assumed to be fully accelerated by the
Coulomb field of its partner before the succeeding par-
ticle or fragment is emitted. Therefore, the calculated
fragment-fragment reduced-velocity correlation function,
which tests the space-time extent of the emitting source,
should not be thought of as a realistic prediction for se-
quential binary decay, but rather as a limit for an infinite
time between steps in the decay chain.

The expanding-emitting source model (EES) of Fried-
man [41] treats surface evaporation of light particles and
fragments (Z < 9) with the binary evaporation formal-
ism. Both emission probabilities and expansion or con-
traction of the source are calculated as a function of
time. An effective compressibility is built into the model
through the following relationship between binding en-
ergy and density:

E(p)/A = ELp(po)/A+ (K/18)[1 — (p/po)]*. (1)

Here E1p(po)/A is the binding energy at normal nuclear
density. We choose the finite-nucleus compressibility K
to be 144 MeV. This corresponds to a “soft equation of
state.”

The Berlin multifragmentation model (BMM) [42] cal-
culates the simultaneous statistical disassembly of a nu-
clear system inside a volume characterized by a radius
Rpo = 79A/3. Typically the parameter ro is set to be
approximately 2.1 fm. In one set of calculations, ro was
increased to 2.6 fm to provide agreement with fragment-
fragment correlation functions measured in peripheral re-
actions at E/A = 50 MeV [23].

To estimate of the properties of an equilibrated source,
we have used the BNV (Boltzmann-Nordheim-Vlasov)
model of Ref. [43] to simulate the early dynamical stage
of the collision [13,14,32,33,44,45]. The BNV model al-
lows for preequilibrium emission of light particles which
can decrease the excitation energy in the residue [46,47].
Calculations at an impact parameter of b=0 fm were fol-
lowed to times of 140 fm/c.! An infinite nuclear matter
compressibility K., of 200 MeV was used in these cal-
culations. This also corresponds to a “soft equation of
state.” The mass loss, source density, excitation energy,
and collective radial energy [44] predicted by the BNV
calculation are shown as a function of time in Fig. 1.

LAt t=0 the projectile and target surfaces are separated by
approximately 2 fm.
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FIG. 1. BNV predictions for =0 fm '?°Xe + ***Cu colli-
sions with a compressibility parameter K = 200 MeV. The
predicted mass loss (top panel), density of the residue (sec-
ond panel), excitation energy per nucleon in the residue (third
panel), and collective radial energy per nucleon in the residue
(bottom panel) are shown as a function of time.

The source properties for GEMINI and the EES model
were determined at the time when the nuclear matter
returned to normal density following compression (~80
fm/c). Since these models assume spherical symmetry, a
radial decomposition of the matter distribution predicted
by the BNV model was performed [44,45]. The average
binding energies of spherical shells of 1 fm thickness were
estimated. Two sets of input parameters were then ex-
tracted: the first including all bound shells (Rg=8 fm)
and the second including all bound shells and the first
“unbound” shell (Rs=9 fm). The charge, mass, ther-
mal excitation energy, and collective radial energy were
used as input for the EES calculations. Only a single set
of input parameters was used in the GEMINI calculations
corresponding to the higher excitation energy case Rg=9
fm. Because GEMINI does not allow expansion, the ex-
citation energy was taken to be the sum of the thermal
and radial expansion energies. A triangular angular mo-
mentum distribution between 0 and 70% was used in the
GEMINI calculations.?

The BMM assumes fragment formation from a nu-
clear system at low density. Therefore, the coupling with
the dynamical calculation was chosen to be at the point

2In the calculation, 70/ is the maximum angular momentum
the source can sustain with a nonzero fission barrier. BNV
calculations at b=4 fm [the impact parameter bounding the
most central 14% of the geometric cross section (see below)]
give angular momenta greater than 704.
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TABLE I. Parameters for statistical model calculations: time of the coupling, source (freeze-out) radius, charge, mass,
excitation energy, and energy of radial expansion, and the mean fragment multiplicities calculated with each model.

7 (fm/c) r (fm) V4 E* (MeV) Er (MeV) (N1mF)
GEMINI 80 9 77 175 860 - 0.4
EES 80 9 77 175 700 160 2.0 (0.9)
EES 80 8 73 165 540 130 1.1 (0.7)
BMM 115 14.6 76 177 750 - 2.4
BMM 115 11.8 76 177 750 - 2.3

of maximum expansion (¢t=115 fm/c, p/po=0.6) [32,33].
Two calculations were performed with the BMM: the first
with a standard radius parameter of 2.1 fm (Rpo=11.8
fm) and the second with an extended radius parameter
of 2.6 fm (Rpo=14.6 fm). The values of the parame-
ters used in the statistical model calculations are listed
in Table I.

IV. RESULTS AND DISCUSSION
A. Charged-particle and fragment multiplicities

The measured charged-particle multiplicity N¢ distri-
bution (Fig. 2, top), which includes particles detected
but not identified, shows a broad, flat region extending
to multiplicities of approximately 13 and a sharply falling
tail at larger multiplicities. An approximate impact-
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FIG. 2. Top: detected charged-particle multiplicity distri-
bution. An approximate geometrical impact-parameter scale
is given at the top of the figure. The arrow indicates the
region to which the theoretical calculations were compared.
Bottom: relationship between the detected charged-particle
multiplicity and the detected IMF (3 > Z > 20) multiplicity.
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parameter scale is given at the top of the figure [48],
where byax is the impact parameter corresponding to the
minimum-bias trigger, Noc=2. The relationship between
the average detected IMF multiplicity (3 < Z < 20) and
the measured charged particle multiplicity is shown in the
bottom panel of Fig. 2. The average IMF multiplicity is
strongly correlated with N¢g up to charged-particle mul-
tiplicities of about 15. Beyond this value, the average
IMF multiplicity saturates at a value of approximately
1.7. For the highest measured values of Ng, in this case
N¢ > 15, the charged-particle multiplicity is no longer
a good indicator of impact parameter or energy deposi-
tion [49]. In this paper, we will concentrate on the most
violent events with N¢ > 14, which correspond to the up-
per 14% of the multiplicity distribution, and to reduced
impact parameters of b/byax < 0.37.

The measured (solid points) and predicted (curves)
IMF multiplicity distributions for events with N¢ > 14
are shown in Fig. 3. The detector acceptance and effi-
ciency have been taken into account in the predictions
(filtered calculations). The GEMINI calculation (solid
curve) underpredicts the probabilities for multiplicities
Nmmr > 1 by one or more orders of magnitude. The re-
gion spanned by the two EES calculations is indicated
by horizontal hatching. These two calculations bracket
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FIG. 3. Probability distribution for the detected intermedi-
ate-mass-fragment multiplicity in N¢ > 14 events. The solid
points indicate the measured data. The solid line corresponds
to GEMINI predictions. The vertically hatched, horizontally
hatched, and crosshatched regions correspond to BMM, EES
(with expansion), and EES (without expansion) calculations,
respectively.
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the data. The region spanned by the BMM calculations
is indicated by the vertical hatching. These calculations
overpredict multiplicities Nyyp > 2 by approximately a
factor of 2. EES calculations which do not allow expan-
sion (“Evap”) are indicated by the angled hatching. In
these calculations, probabilities for Npyp > 2 are pre-
dicted to be smaller than observed by more than a factor
of 2. As found in reactions at higher bombarding en-
ergy, it is necessary to allow expansion either implicitly
(BMM) or explicitly (EES) in order to generate an ade-
quate number of fragments [11-14]. However, the differ-
ence between the calculations with and without expan-
sion is much smaller than that observed at higher energy.

The IMF charge distribution measured in events with
N¢ > 14 is shown by the solid points in Fig. 4. The ex-
perimental charge distribution exhibits a steep decrease
for 3 < Z < 10 and a more gradual falloff for larger
atomic numbers. Raw and filtered calculations with the
BMM model and with GEMINI are depicted by the dot-
dashed and solid curves, respectively.

The BMM calculations (Fig. 4, top and middle pan-
els) give good qualitative agreement with the experimen-
tal charge distributions over the entire atomic number
range of 3 < Z < 40. Conversely, the GEMINI calculation
(bottom panel) underpredicts the yields of fragments of
Z < 6 by an order of magnitude and predicts a nearly
flat charge distribution.

Calculations with the EES model are compared with
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model with a freeze-out radius of Rro = 11.8 fm (central
panel), and GEMINI (bottom panel).

0

10 § LR L A g
C - ]
3 EES Rg=8 R
L v |
1071 |- ° 1 —
E Ol 3
F o0 g9 ]
L 9 50,4
10_2 = —
—~~ B T
T s e C e
Z E 3
F EES Rg=9 R
1071 — ) —
E ®e E
C o 9 g 9 b
L ® 9 00,
1072 | -
E | T == Unfiltered 3
o — Filtered ]

o3l b e e
0 5 10 15 20

Z

FIG. 5. Experimental charge distribution (solid points) in
N¢ > 14 events compared with unfiltered (dot-dashed curves)
and filtered (solid curves) predictions by the EES model with
an initial source radius of Rs = 8 fm (top panel), and the EES
model with an initial source radius of Rs = 9 fm (bottom
panel).

the data in Fig. 5. This model does not allow emission
of fragments heavier than Z = 9. The shape of the ex-
perimental charge distribution is best reproduced by the
EES calculation with Rs = 8 fm (top panel). The cal-
culation with Rs = 9 fm (bottom panel) systematically
overpredicts the measured fragment yields. The greatly
overpredicted yields for 7 < Z < 9 may be a consequence
of the increased expansion which occurs in the calculation
with the larger initial radius. In the EES model, there
is an energy gain (“coalescence heating”) associated with
the emission of heavy fragments from dilute systems [41].

The magnitude of the fragment yields suggest that ex-
pansion may be important even at E/A = 30 MeV or
that other dynamical effects not treated in the statistical
models provide enhanced fragment emission.

B. Correlation functions

Determination of the fragment emission time scale may
provide further information about the disassembly mech-
anism. In order to obtain a measure of this time scale we
have evaluated the experimental two-fragment (4 < Z <
9) reduced-velocity correlation function [3,7,8,17-24]

L SV (vi,v2)
1+ R(Viea) = CZ—Y(-\Z)?@' @

Here Y (v, v2) is the coincidence yield of fragments with
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velocities v; and v2,% and Y (v;) and Y (v3) are the sin-
gles yields of fragments with the corresponding veloc-
ities. The distributions in the denominator were con-
structed by selecting v; and vy values from different
events (“event-mixing technique”). The reduced rela-
tive velocity Viea = | vi — V2 | /v/Z1 + Z2 is introduced
to eliminate the charge dependence of the fragment-
fragment relative velocity in mixed-fragment correlation
functions [18]. The factor C is a normalization con-
stant equal to the ratio of the total denominator events
to the total numerator events. This is the normaliza-
tion procedure of choice for fragment-fragment analyses
where correlations exist at large relative velocity due to
energy and momentum conservation [22,23]. Fragments
detected with the high-resolution MULTICS array — ap-
proximately 37% of all fragments detected in No > 14
events — provided data for the correlation functions.

The experimental correlation function (Fig. 6) exhibits
a depletion for Vi.q < 0.015¢, which is sensitive to the
space-time distribution of coincident fragments, and an
enhancement at V,eq = 0.018c. Because of the normal-
ization procedure employed, the anticorrelation observed
for Vieq < 0.015¢ requires a corresponding enhancement
in the correlation function where 1+R > 1.

In Fig. 6, the data are compared with schematic,
three-body trajectory calculations described in Ref. [24].
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FIG. 6. Comparison of experimental (N¢ > 14) frag-
ment-fragment reduced-velocity correlation functions (solid
points) with three-body trajectory calculations (curves). The
calculations were performed assuming a source radius Rs of
12 fm and the indicated mean emission times 7. Inset: con-
tours of chi-squared per degree of freedom for three-body tra-
jectory calculations in 7-Rg space. Solid contours correspond
to levels of 10, 40, and 160. Dotted contours correspond to
levels of 20 and 80.

3The laboratory velocities were calculated from the mea-
sured atomic numbers and energies assuming a fragment mass
of A= 227.

*The code described herein reproduces the calculations of
Refs. [7,17-19].

The calculations assumed a source radius of Rg = 12
fm and various mean emission times ranging from 0 to
500 fm/c. The source charge Zs = 77, source mass

Ag = 175, and source velocity Vg = 0.17c were de-
termined from the BNV calculations, and the experi-
mental energy and angular distributions were sampled.
The calculated correlation functions exhibit an increase
with Vieq for Vieq < 0.018¢c, which is similar in shape to
the data. For V..q > 0.018¢, the calculated and experi-
mental correlation functions have different shapes, as the
calculations underpredict the magnitude of the peak at
Vieda = 0.018c and overpredict the correlation function
at 0.025¢ < Vieq < 0.04c. The magnitude of the calcu-
lated enhancement near Vieq = 0.03c is correlated with
the depletion at Vieq < 0.015c.

The best agreement with the data is obtained for an
emission time of 7=200 fm/c (solid curve). To quan-
tify the level of agreement, reduced chi-squared values
between the data and the calculations were determined
over the rising portion of the correlation function, 0.004c
< Vied < 0.017¢, where the calculated and experimental
correlation functions have similar shapes. However, for
any range of V,.q that includes the rising portion of the
correlation function, the agreement with data is superior
for the 7 = 200 fm/c calculation.

A contour plot of the reduced chi-squared values ver-
sus 7 and Rg is shown as an inset in the figure. For all
assumed source radii between 8 and 14 fm, a mean emis-
sion time of 200 fm/c gives the best agreement with the
data. The calculated correlation functions are sensitive
to the assumed radius parameter for emission time scales
<, 100 fm/c; for longer time scales, the calculations be-
come insensitive to Rs. The deduced time scale of 200
fm/c is consistent with that of sequential decay. We note
that a 12C fragment with a kinetic energy of 13 MeV
(approximately twice the predicted temperature of the
129%e 4 m2tCu system in a central collision) will travel
a distance corresponding to 1.75 times its diameter in a
time of 200 fm/c.

Simulations of complex multiparticle final states with
three-body trajectory calculations are a gross simplifica-
tion of the decay process. We have investigated the de-
pendence of the calculated correlation functions on the
assumptions and parameters within the simulations.

In the three-body trajectory calculations, the initial
energy of the emitted fragments, prior to Coulomb accel-
eration, is taken to be

m
FEinit = 5 | Viab — Vs |> —Ecour (3)

Here m is the fragment mass; vi,p is the measured frag-
ment velocity vector determined by a Monte Carlo sam-
pling of the experimental energy and angular distribu-
tions; Vg is the source velocity vector, assumed from the
BNV calculations to have a magnitude of 0.17¢ directed
along the beam axis; and Egou is an estimated Coulomb
repulsion energy calculated from the source charge Zs,
fragment charge Zgag, and the source radius Rs as

14475 Ztrag

. 4
RS + Rfrag ( )

ECoul =
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The fragment radius Rgag is taken to be 1.2A:r/asg. This
simple two-sphere parametrization of the decay configu-
ration neglects thermal shape fluctuations at the scission
point [40,50] and polarization of the charge during the
decay process, which could decrease the emission energy
as in the case of low-energy binary fission [51].

For some fraction of the experimental energy spectra,
the calculated value of FEjn; is < 0 (“subbarrier emis-
sion”). In the three-body trajectory code these events
are discarded and the measured energy spectra are sam-
pled again. The percentage of the experimental energy
spectra that is sampled depends upon the values of the
parameters Zs and Rg. The correlation functions with
Rs = 12 and 14 fm and Zg = 25, 40, 50, and 77 are
shown in Fig. 7. In these calculations, the initial source
mass predicted by the BNV simulations, As = 175, has
been scaled with the source charge. The enhancement
near Vieq = 0.020c becomes progressively more attenu-
ated as Zs decreases, but for Vi.q < 0.015c the correla-
tion functions are similar for the calculations with Zg >
25. In contrast, the sampled fractions of the energy dis-
tribution are very sensitive to the value of Zs. These
fractions range from 0.4 to 0.90 for Zs = 77-40. This
demonstrates that time scales extracted from the rising
portions of the correlation functions are not very depen-
dent on the initial energy distribution.

The calculated correlation functions at Vieq > 0.015¢
are, however, quite sensitive to the charge and mass of
the emitting source. An enhancement at Vi.q ~ 0.035¢
dominates the correlation functions with Zg = 25. This
enhancement is imposed by momentum conservation in

L8 [ e e
[ Rs = 12 fm T = 200 fm/c ]
o ¥ T
0.5— —Zs =77 _]
L --Z3 =50
= - --Zg =40
2 r “Zg =25 ]
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+ [ Rg = 14 fm ]
— r. .
vof— R e e R e
0.5 — —Zs =77 _|
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i - Zg =25
PN i I I N
0 10 20 30 40 50

FIG. 7. Correlation functions predicted by three-body tra-
Jjectory calculations with source charges of Zs = 77, 50, 40,
and 25 and source radii of Rs = 12 fm (top) and Rs = 14 fm
(bottom) for a mean fragment emission time of 200 fm/c.

the less massive source. If the source mass is kept fixed at
a value of 175, then the correlation functions calculated
with Zs = 25 become flat for V,eq > 0.018c.

An enhancement at lower reduced velocity, near V;eq =
0.020c, dominates the correlation functions with Zg >
40. This enhancement is seen in the present data and
has been observed previously [19-21]. It has been the-
oretically attributed to the primary importance of the
fragment-fragment Coulomb interaction in the correla-
tion function, as opposed to the influence of three-body
and higher-order correlations [22], and experimentally at-
tributed to the existence of a heavy residue in the final
state [21]. We have investigated the nature of this feature
with the three-body trajectory calculations. Although
the magnitude of the enhancements in Fig. 7 appears to
depend strongly on Zg, in fact, we find that the depen-
dence is on the initial thermal energy of the nascent frag-
ments. A decrease in Zg in Eq. (4) leads to an increase
in the initial fragment energies Ejn;; in (3). As the initial
energies increase, the peak due to the fragment-fragment
Coulomb interaction becomes progressively attenuated.
Modifying the source charge to Zs = 25 while constrain-
ing Fjni to values similar to those obtained with Zs =
77 gives a similar enhancement as for the Zg = 77 case.
Other parameters also affect the magnitude of the en-
hancement. Modifying the source velocity can attenuate
the peak through Eq. (3), and, as shown in [21], sim-
ulating a longer time scale attenuates the peak by giv-
ing larger fragment-fragment separations in coordinate
space.

Although the correlation function at V,.q > 0.018c is
dependent upon the choice of Ag, Zs, and Vg, the ris-
ing portion of the correlation function at V,.q < 0.018¢
is quite independent of these parameters. Small modifi-
cations of Ag, Zs, Rgs, and Vg can improve the agree-
ment between data and calculations over that shown in
Figs. 6 and 7, but an overprediction is always observed
in the range of 0.025¢ < Vieq < 0.035¢c. While this region
of the correlation functions is not understood quantita-
tively, for all choices of As, Zs, Rs, and Vs we obtain
the best agreement between data and calculations with
a fragment emission time scale of 200 fm/c.

One may also set thresholds on the experimental en-
ergy spectra and study correlations between fragments
with emission energies “above the barrier” [24]. In re-
verse kinematics reactions, where the source moves with a
large velocity, it is necessary to transform into the source
frame before setting the energy threshold. The correla-
tion function for fragments with energies of E/A > 2.5
MeV in the source frame (see below) is shown as the
open points in Fig. 8.5 These events with two or more
high-energy fragments correspond to ~ 13% of all two-
fragment events detected with the MULTICS array. The
curves in Fig. 8 depict calculations with the three-body

A laboratory frame threshold of E/A > 6 MeV was em-
ployed in Ref. [24]. At a laboratory angle of 20°, this threshold
corresponds to E/A = 2.2 MeV in the center-of-mass frame,
and is therefore similar to what was used in the present work.
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FIG. 8. Fragment-fragment re-
duced-velocity correlation functions in N¢ >
14 events for all fragments of 4 > Z > 9
(solid points), and for fragments of 4 > Z >
9 with energies F/A > 2.5 MeV in the aver-
age source frame (open points). The curves
correspond to three-body trajectory calcula-
tions with a source radius of Rs = 12 fm and
mean emission times of 200 (solid curve), 100
(dashed curve), and 0 (dotted curve) fm/c
for fragments with energies greater than 2.5
1 MeV.

0.0 —*

trajectory code for a source charge of 50, a source radius
of 12 fm, and mean emission times of 200 (solid curve),
100 (dashed curve), and 0 (dotted curve) fm/c after ap-
plying the same energy threshold. (Approximately 43%
of the simulated events passes the threshold.) Note that
the energy-gated correlation function has a significantly
different shape than the ungated correlation function,
and that the three-body trajectory simulations provide
good agreement over the entire range of Vi.q. Compari-
son of the gated correlation function with the simulations
indicates a faster emission time scale 0 < 7 < 100 fm/c
for these higher-energy fragments. These fragments can
be understood as originating early in the decay chain
from systems with higher temperature and more charge
(hence, increased Coulomb emission energy). Previous
work has also indicated a smaller emission time for frag-
.ments of higher energy [17,24].

The inclusive fragment emission time scale of =~ 200
fm/c can be directly compared with the mean emission
time calculated with the EES model. Mean emission
times of ~190 fm/c and ~110 fm/c were calculated for
the two cases with initial radii of 8 fm and 9 fm, respec-
tively. The mean emission time for the Rs=8 fm case,
determined solely from the input parameters provided by
the BNV calculations, agrees quantitatively with the ex-
perimental emission time determined from the trajectory
calculations.

In Fig. 9 the experimental correlation function is com-
pared with calculations generated by the three statistical
decay models. For the GEMINI and BMM calculations
the simulated-event files were filtered through a software
replica of the MULTICS array. For the EES calculations
the three-body trajectory code described above was mod-
ified to generate correlation functions based on the theo-
retical charge distributions, emission time distributions,
and the (time-dependent) source charge, mass, temper-
ature, and radius. These calculated events were then
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FIG. 9. Comparison of experimental (N¢ > 14) frag-
ment-fragment reduced-velocity correlation functions (solid
points) with filtered statistical model calculations. Top:
EES with Rs=8 fm and experimental angular distribution
(solid curve), Rs=9 fm and experimental angular distribu-
tion (dot-dashed curve), Rs=8 fm and isotropic angular dis-
tributions (dashed curve), and Rs=9 fm and isotropic angular
distributions (dotted curve). Bottom: BMM with Rro=14.6
fm (solid curve), BMM with Rro=11.8 fm (dashed curve),
and GEMINI (dotted curve).
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passed through the experimental filter. In the top panel,
correlation functions based upon the Rs=8 fm (dashed
curve) and Rs=9 fm (dotted curve) EES calculations are
shown. Although the calculated emission times agree well
with those determined from the trajectory calculations,
the correlation functions exhibit differences. Because the
angular distributions assumed in the EES model do not
correspond to the experimental angular distributions (see
below), the initial positioning of the fragments in the EES
and trajectory calculations differs. This difference in ini-
tial conditions has a discernible effect on the calculated
correlation functions.

The direction of the initial radius vector of each frag-
ment was chosen according to Lambert’s law for surface
emission, P(f) o« cos 6, where € is the angle between
the radius vector and the previously determined veloc-
ity vector. Hence, different angular distributions of the
fragments result in different initial spatial distributions.

Replacing the isotropic angular distributions assumed
by the EES model with the experimental angular dis-
tributions leads to the correlation functions shown in
Fig. 9 by the solid (Rs=8 fm) and dot-dashed (Rg=9
fm) curves. The agreement of these calculations with
the data is much improved, demonstrating that realistic
single-particle distributions must be used for quantitative
analyses of correlation functions.

The bottom panel of Fig. 9 shows the correlation
functions predicted by GEMINI and the BMM model.
The GEMINI calculation (dotted curve), which assumes
an infinite time between emissions, gives an incor-
rect shape. Approximately one-half of the coincident
fragment-fragment pairs predicted by GEMINI are formed
by the binary splitting of a primary parent. This process
gives rise to a well-defined relative velocity between the
two IMF’s and a strong peak in the correlation function
that is not observed in the data.

The BMM calculation with the standard radius of 11.8
fm (dashed curve) also gives poor agreement with the
data. Better agreement is obtained (solid curve) with a
larger radius of Rs = 14.6 fm, as observed for peripheral
collisions at E/A = 50 MeV [23]. However, because of the
dual sensitivity of the correlation function to space and
time, such a large radius may be unrealistic and mimic a
finite lifetime that is not considered in the BMM model.
To determine if simultaneous fragment emission from a
greatly expanded system is realistic, we examine the frag-
ment emission patterns predicted by the different decay
models in the following section.

C. Velocity and angular distributions

A widely used technique for isolating the sources con-
tributing to fragment emission is to plot the cross sec-
tion in velocity space for a given atomic number as
d*c/dv|dv [5,6,19,29,46,52]. This is a particularly pow-
erful technique when a global observable such as the
charged-particle multiplicity or the total detected charge
is used as an event selector. For example, in the 13°La +
22tNji reaction at E/A = 18 MeV [5] the total detected
charge was used to select a range of momentum-mass

transfers in the incomplete fusion process and to demon-
strate the simple, binary nature of the decay; in the
129X e4 12tCy reaction at E/A = 50 MeV, multiplicity-
gated velocity distributions were used to demonstrate the
evolution of the reaction mechanism from the sequen-
tial decay of projectilelike and targetlike fragments in
peripheral reactions to the fast disassembly of a single
anisotropic “source” in central collisions [19].

We now examine the distribution of C fragments in
velocity space in order to determine the degree of relax-
ation of the kinetic energy and angular degrees of free-
dom. Statistical models stipulate that the angular distri-
butions of the fragments be forward-backward symmetric
in the frame of the decaying system. The predicted emis-
sion velocities are determined primarily by the Coulomb
repulsion energy between the emitted fragment and the
residual system, and are independent of emission angle.

In the upper left-hand panel of Fig. 10 the experimen-
tal distribution of C fragments in velocity space is shown
for events with Nc > 14. The discontinuities in the dis-
tribution are caused by detector acceptance effects; for
laboratory angles > 23° the events have been random-
ized over the face of the struck Miniball detector. There
is a depletion of events centered approximately at v =
0.17¢, vy = Oc, which corresponds nearly to the center-
of-mass velocity of the system (arrow). Such a “Coulomb
hole” is a signature of binary decay of a system with a
sharply defined velocity and a significant charge, and is
consistent with a statistical emission process. The dis-
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FIG. 10. Linear density plots of the cross section in veloc-
ity space dzcr/dv”d'u_L for Z = 6 emission in N¢ > 14 events.
Upper left, experimental data; upper right, BMM model;
lower left, GEMINI; lower right, EES model. The approxi-
mate low-energy threshold is depicted by the dashed lines.
The center-of-mass velocity is indicated by the arrows.
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tribution of events around the Coulomb hole, however,
is not isotropic. There are more events at backward an-
gles in the frame of the decaying system than at forward
angles.

In order to characterize the emission patterns
more quantitatively, we have employed the coincident-
fragment source-velocity technique developed in Ref. [5]
to determine the average velocity of the decaying system:

Ntra
L= )
S me

A detected charge of Ziotar > 35 was required to ex-
clude events in which only a small fraction of the mo-
mentum was measured. The source velocity distributions
are shown in Fig. 11 for threefold, fourfold, and fivefold
fragment (Z > 2) events. The mean and standard devia-
tion of the integrated distribution were determined to be
0.174c¢ and 0.015¢, respectively. This average source ve-
locity corresponds to nearly full (92%) momentum trans-
fer in the simple incomplete fusion model.

The distributions of C fragments in velocity space pre-
dicted by the statistical decay models are shown in Fig.
10 [panels (b), (c), and (d)] after boosting by the average
source velocity and filtering through the experimental ac-
ceptance. As required by the statistical emission hypoth-
esis, the calculated velocity distributions exhibit well-
defined Coulomb holes and Coulomb circles and forward-
backward symmetric angular distribution which are not
observed in the data. The radii of the predicted circles
depends mainly upon the Coulomb energy of the decay
configuration, which in turn depends upon the assumed
breakup geometry in each of the models (see below).

The experimental data were transformed event by
event into the average source frame determined from the
source velocity distribution. The solid points in Fig. 12
(top) depict the angular distribution of C fragments in
this frame as a differential multiplicity, namely, fragments
per event per radian. The yield rises slowly with angle be-
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FIG. 11. Source velocity distributions for the indicated
number of Z > 3 fragments in N¢ > 14 events with a to-
tal detected charge of Ziotal > 35.

yond 30° and reaches a pronounced maximum near 150°.
Assuming that all of the fragments emitted forward of 90
degrees arise from fully relaxed statistical emission, the
forward-backward ratio of the differential cross section
can be used to estimate the degree of equilibration of the
angular degrees of freedom [29]. Such a decomposition for
angles of 30°—150° gives an equilibrium fraction of ~78%
for No > 14 events. The open points in the top panel
of Fig. 12 depict the experimental angular distribution
for events with Ng > 19, which corresponds to ~0.4%
of the total number of events with No > 2. The equi-
librium fraction of C fragments in these events is ~85%.
Thus, gating on the extreme tail of the charged-particle
multiplicity distribution selects a more equilibrated set
of events; however, complete relaxation of the angular
degrees of freedom is still not observed.

The angular distribution of C fragments predicted by
the EES model with Rg = 8 fm is indicated by the dot-
dashed curve in the top panel of Fig. 12. This angu-
lar distribution is isotropic (dP/dQ = const, dP/df
sin 6) in the source frame and is similar in shape to
those predicted by the other statistical models, except
at very small and very large angles where detector ac-
ceptance effects are encountered. The agreement of the
predicted angular distributions with the data is excellent
for emission angles < 90° (there is no normalization fac-
tor between theory and data), but the backward peaking
observed in the experimental distribution is inconsistent
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FIG. 12. Top: angular distributions in the source frame for
N¢ > 14 (solid points) and N¢ > 19 events (open points).
The curve corresponds to a prediction by the EES model with
Rs=8 fm. Bottom: the average (solid points) emission veloci-
ties in the source frame (V 5=0.174c) as a function of emission
angle in N¢ > 14 events. The curves correspond to filtered
calculations with the indicated statistical models.
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with equilibrium statistical decay from a single source,
which requires forward-backward symmetric decay pat-
terns.

The mean emission velocities of C fragments are shown
in Fig. 12 (bottom) as a function of emission angle in
the source frame. The nearly constant values of Ve
over the range of 5=35°-115° are consistent with equi-
librium emission. The larger values of Vniss at small 05
are caused by the experimental acceptance (note the sim-
ilarity of the data and the statistical model calculations
described below). The increase at larger 65 is indicative
of the additional component of fragment emission which
was apparent in the source-frame angular distributions.

The enhancement in the differential cross section at
backward angles, > 100°, signifies the existence of frag-
ments with either a targetlike or a neck origin [53,54].
The mean emission velocities of these fragments are too
large to be explained by equilibrium emission from a fu-
sionlike source.

After boosting by the average source velocity and fil-
tering through the response of the experimental appara-
tus, the calculated mean emission velocities of C frag-
ments are presented in the bottom panel of Fig. 12. The
two EES calculations (Rs = 8 fm shown) overpredict the
average emission velocity in the s range where equilib-
rium emission dominates. An EES calculation that does
not allow expansion (“Evap”) overpredicts the data even
more greatly. The GEMINI calculation shows good agree-
ment with the data, whereas the BMM calculation with
a radius of 11.8 fm underpredicts and that with a radius
of 14.6 fm greatly underpredicts the average emission ve-
locities.

The predicted emission velocities are smaller for the
BMM calculations with a larger radius because of the
decreased Coulomb energy of the expanded decay con-
figuration. There is a trade-off in the BMM calculations
between providing good agreement with the fragment-
fragment correlation functions (larger radius) or provid-
ing better agreement with the fragment emission veloci-
ties (smaller radius). The lack of a concerted good agree-
ment indicates that simultaneous decay as assumed by
the BMM model is an unlikely scenario. The mechanism
is apparently characterized by an effective radius smaller
than 14.6 fm and by a finite lifetime.

In the EES model, the emission energy consists of
Coulomb, thermal, and collective components. The
Coulomb energy is calculated by a simple two-sphere
parametrization for binary decay. The Coulomb com-
ponent is

2
€’ Zres s frag

Ecowl = 45— 55—
Coul 1-2(Rres + Rfrag) (6)

where Zgap and Z;s are the atomic numbers of the emit-
ted fragment and the residual nucleus, respectively; R,es
is the (time-dependent) radius of the emitting source; and

Rf.g is the radius of the emitted fragment (= 1.2A:r/:g).
The thermal contribution to the emission energy follows
a Maxwell distribution P(Ftherm) o Eiherme ™ Btherm/T
The collective component results from the expansion or

contraction of the source. For fragment emission, the

bulk of the emission energy is contained in the Coulomb
component.

An EES calculation which does not allow expansion
(“Evap”) predicts larger emission velocities because of
the increased Coulomb energy in the more compact decay
configuration. The collective radial velocity of expansion
in the standard EES calculations is not enough to offset
the increase in Coulomb energy. The EES calculations
with Rg=9 fm predict slightly smaller Coulomb energies
and slightly larger radial energies than those with Rg=8
fm because of the greater expansion of the source. How-
ever, the calculated emission velocities are nearly identi-
cal for the two initial source radii.

In GEMINI the emission energy consists of Coulomb and
rotational components. The Coulomb component is

1~44Zfranges
1.16(A3 + A3y + 2

frag

(7)

ECoul =

where Zgag, Zres; and Agag are defined as above, and
A.es is the mass number of the residual nucleus. The
rotational component depends upon the orbital angular
momentum of emission, J, and contributes little to the
total emission energy. GEMINI also allows for sequential
decay of the excited primary fragments which leads to
a reduction in the average emission velocity for a given
atomic number.

The better agreement predicted by GEMINI appears
to result from the empirical radius parametrization
(2 fm separation between partners), which reproduces
the low-energy binary-decay systematics [4,29]. This
parametrization may mimic the shape polarization effects
mentioned above which decrease the average Coulomb
energies. A realistic treatment of such polarization ef-
fects requires a dynamical description of fragment emis-
sion [55-59]. A reduction of the Coulomb barrier in the
EES model by 10% for the Rs = 8 fm calculation also
provides improved agreement with the measured IMF
multiplicity distribution (Fig. 3) and the mean C emis-
sion velocity (Fig. 12), with only a slight decrease in the
predicted emission times (7 = 180 fm/c).

V. SUMMARY

We have studied central (Ng > 14) collisions of 12°Xe
with "2tCu. The experimental data has been compared
with three statistical models with input based upon a dy-
namical BNV code. Standard values of the parameters
in each model were employed with no attempt to adjust
them to optimize the agreement with the data. Calcu-
lations with the binary decay model GEMINI drastically
underpredict the fragment multiplicity. In contrast, the
models which allow expansion either explicitly (EES) or
implicitly (BMM) are able to generate an adequate num-
ber of fragments. This result suggests that expansion or
other dynamical effects may be important for the pro-
duction of fragments in this reaction.

The EES model predicts an approximately correct
mean fragment emission time, as determined by the tra-
jectory calculations, but the correlation function is not



52 SPACE-TIME CHARACTERISTICS OF FRAGMENT EMISSION . .. 829

well reproduced. Use of the experimental angular distri-
butions improves the agreement with the experimental
correlation functions. This illustrates the need for models
to reproduce single-particle observables as well as more
complex quantities.

The multiparticle phase space BMM model gives good
agreement with the experimental charge distribution.
Varying the radius parameter in this model can pro-
vide good agreement with the fragment-fragment correla-
tion function (large radius simulating a finite lifetime) or
improved agreement with the fragment emission veloci-
ties (standard radius), but not with both simultaneously.
This result corroborates the analysis of the fragment-
fragment reduced-velocity correlations with three-body
trajectory calculations, which indicates a mean fragment
emission time of =~ 200 fm/c and signifies a sequential
emission time scale.

The experimental angular distributions and the emis-
sion velocities of C fragments were found to be incon-
sistent with fully equilibrated statistical emission from
a single source. The mean emission velocities of C
fragments show best agreement with the predictions of
GEMINI, probably because this model employs an em-
pirical parametrization of the decay radius based upon
low-energy systematics. An extended radius parameter
may mimic shape polarization effects which lead to the
low fragment velocities observed in low-energy fission. In
order to allow for such polarization effects and to pro-
vide for nonequilibrium emission mechanisms, dynamical
models of fragment formation are required [55-59].
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FIG. 10. Linear density plots of the cross section in veloc-
ity space d’c/dvdv, for Z = 6 emission in Nc > 14 events.
Upper left, experimental data; upper right, BMM model;
lower left, GEMINI; lower right, EES model. The approxi-
mate low-energy threshold is depicted by the dashed lines.
The center-of-mass velocity is indicated by the arrows.



