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We have measured the relative difFerential cross section and spin observables for the reaction
np —+ ppvr at 443 MeV. Our measurements have been compared with predictions of the model
of Kloet and Lomon. Some of the variables show marked disagreement with predictions; for other
variables there is surprisingly good agreement.

PACS number(s): 25.10.+s, 25.40.Fq, 25.40.Ve, 13.75.Cs

I. INTRODUCTION

Pion production represents one of the simplest inelastic
processes in the nucleon-nucleon system. It sheds light
on the N-N and vr-N interactions and is key to under-
standing pion production in more complex systems. In-
elasticity accounts for over half the total N-N cross sec-
tion above 1 GeV, rising quickly &om threshold. Any
model of the N-N system must be able to simultane-
ously describe elastic and inelastic scattering above and
below pion threshold. Several such models have been
proposed for the region 300—1000 MeV [1]. Most are
coupled-channel models with the long range part given
by pion exchange; the short range is described by heav-
ier meson exchange with appropriate vertex functions,
parametrized by cutoffs.
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All NN ~ NN~ reactions are dominated at medium
energies by the production of an intermediate resonant
4 which is the major contributor to cross sections. Non-
resonant amplitudes may play a significant role, however,
in spin observables which are strongly affected by inter-
ferences between partial wave amplitudes. For exam-
ple, using a unitary three-body model, Dubach, Kloet,
and Silbar showed in 1987 that nonresonant amplitudes,
specifically those from the T = 0 initial state, can have
dramatic effects on their predictions for spin observables
at 800 MeV, while having little effect on their cross sec-
tion predictions [2]. The nonresonant amplitudes must
be taken into account in any attempt to understand pion
production except at energies near the L resonance.

The np ~ ppvr and np ~ nnvr+ reactions are well
suited for studying the role of nonresonant amplitudes in
the inelastic process because the np system is an equal
mixture of two isospin channels: T = 0 and T = 1.
From isospin conservation, the b, resonance (T = 3/2)
can be fed only &om the T = 1 initial state; below 1
GeV other resonances (AA, ¹, etc.) are too far off-
shell to have significant effects. Thus, all partial waves
available in the T = 0 channel represent nonresonant

0556-2813/95/52(2)/495(14)/$06. 00 1995 The American Physical Society



496 M. G. BACHMAN et al.

amplitudes. Further, the T = 1 channel can proceed via
only the A (J = 3/2, T = 3/2, Tq ———1/2) resonance,
much weaker than the 4++ which dominates in pp ~
Ap7i and pp M d'7t

A. NN —+ NNm isospin formalism

In the isospin notation formalism of Rosenfeld [3], all
NN m NN7t. reactions can be described in terms of three
independent cross sections o.,~ which represent transi-
tions from initial isospin states i to Anal isospin states
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Similar expressions for differential cross sections can also
be written, but they are slightly more complicated [4]. If
we express the above cross sections in terms of transition
amplitudes, such as those defined by Bystricky et al. [5],
it can be shown that a forward-backward asymmetry in
the np -+ ppvr (or that of np ~ nnvr+) difFerential cross
section is direct evidence that o.p~ is nonzero. If charge
symmetry is invoked, a difference between np —+ ppvr
and np ~ nnvr+ differential cross sections is also evidence
that o p] is nonzero.

B. Previous measurements of np —+ NNm+

It has been clear for many years that below 2
GeV the T = 1 channel is the dominant (and resonant)
mode for pion production [6]. Almost all np -+ NN7r+
measurements below 1 GeV have sought evidence for
T = 0 inelasticity, either by (1) directly comparing
np -+ NNvr+ results to pp + ppvr (pure oii) at the
same energy, or (2) looking for asymmetries (or+-m or
forward-backward) in diff'erential cross sections.

Two papers [5,7] have attempted global fits to all the
known NN —+ NNm total cross section data in order to
calculate the resulting independent isospin cross sections
by addition or subtraction. The results are inconclusive.
A plot of available published reaction cross sections for
np + N¹r+ below 1 GeV [8—18 is shown in Fig. 1. Also
shown is Amdt's estimate for 2ioii (lower solid curve)
based on measured cross sections for pp -+ ppm up to
1 GeV. Except for a few data points, the np total cross
sectians appear ta fall along the 2oii curve. Amdt [7]
concludes that the T = 0 inelasticities are essentially zero
below 1 GeV; Bystricky [5] disagrees with this conclusion.
Both papers point out the need for better cross section
data. Figure 2(a) shows published cross section measure-
ments for pp —+ ppmp, taken kom the work of Stanislaus
and others [19—23]. We have compared np m NNm. +
cross sections with those for pp ~ ppzr by 6tting the
data and subtracting the fit from 2o'(np ~ NNm+). The
results, shown in Fig. 2(b), are in general consistent with

FIG. 1. Published reaction cross sections for np ~ NNm+
below 1 GeV. Also shown is Amdt's estimate for -aqua.

zero for opq, in agreement with the conclusion of Amdt.
In contrast to the total cross section data, most np —+

N¹r+ differential cross section measurements do claim
evidence for T = 0 in their data. Both Yodh [8] and
Handler [11] claim a forward-backward asymmetry at
409 MeV. Measurements by Soviet physicists at 3INR
found evidence for T = 0 from sr+ differential cross
sections which differed from corresponding pp —+ ppvr
data [12,13]. Kleinshmidt [15] found similar results. The
anisotrophy is expressed in the form of an anisotrophy
parameter 6, which describes the pion angular distribu-
tion, above 300 MeV, in terxns of

oc —+bcos 0.2

dO

We have made a coznpilation of the b parameters as a
function af energy. These are shown platted in Figs. 3(a)
and 3(b) for np + N¹r+ and pp ~ ppvro, respectively.
The data clearly indicate that b is nonzero for np —+
NNm+ in the 400—600 MeV range, while it is consistent
with zero (or a very small value) for pp ~ pp~ . It is
interesting that in this same energy range (far energies
above the 409 MeV data of Handler) there appears to
be no evidence for forward-backward asymmetry in ~+
versus vr yields, indicative of a negligible cosine term in
the expression for do/dA. This could be explained if the
T = 0 amplitudes are out of phase with respect to the
T = 1 amplitudes.

Despite the strong evidence provided by the differen-
tial cross section data, the inelasticity in T = 0 is usually
considered negligible in phase shift analyses below 1 GeV
[24], probably because af the apparent zero value for ooi
&om the integrated cross section data. As can be seen
from the data in Fig. 1, the integrated cross sections are
not all consistent, particularly in the region of 600—800
MeV. The null result for opq may be a statement of the
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difBculty in doing these measurements as much as a mea-
sure of the T = 0 inelasticity.

A third way to probe the T = 0 amplitudes is with spin
observables. There have been few measurements of spin
dependent observables for np ~ @per, mostly because
of the difBculty in obtaining a polarized neutron beam
of high quality. Terrien et al. [25] made analyzing power
measurements ANo at beam energies of 572, 784, 1012,
and 1134 MeV. The analyzing powers were calculated in
bins of invariant p-p mass and pion angle in the center-of-
momentum system (CMS). Since a 4vr detector was used,
Terrien's results represent weighted integrals over the re-
maining phase space variables. In this paper we report
similar measurements of A~~, As~, and AL,~, as well as
relative do'/dA for a neutron beam energy of 443 MeV.
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FIG. 3. Plots of anistropy parameters b, for (a)
np —+ NNvr+ and (b) pp -+ ppvr . The data point for the
present work at 443 MeV in (a) is given the label [&ac+ 93].

For the asymmetries, A;~, the first index, i = S, N, L,
refers the beam polarization (x, y, z) with respect to a
pion scattering in the xz plane. Thus, for example, AN~
is the scattering asymmetry which corresponds to a pion
scattering in the positive xz plane, and a beam polariza-
tion in the positive y direction. Further details may be
found in Ref. [26].
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II. THE EXPERIMENT
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FIG. 2. Total cross sections for pp —+ ppm' below 1 GeV
(a). Estimates for ooq based on subtraction of cross sections
(b).

The experiment was performed using the polarized
neutron beam facility available at the TRIUMF cy-
clotron. The neutron beam was scattered kom a liq-
uid hydrogen target and the subsequent charged reaction
products (protons and pions) measured in large accep-
tance drift chambers and a partial cylindrical array of
scintillator bars. Trajectories, times-of-flight, and pulse
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clearly identifiable for those angles. The method for cal-
culating the np —+ np A~~ was identical to the method
we used to calculate the np ~ ppvr asymmetries.

B. The experimental setup
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FIG. 6. A schematic diagram of our np ~ ppvr detector
at TRIUMF.

Figure 6 shows a diagram of the target and. detector.
The 5 mil kevlar mesh liquid hydrogen target fIask was
cylindrical, of diameter 5 cm and height 16 cm, enclosed
within a vacuum chamber. Most of the exiting charged
particles passed through a large downstream window in
the vacuum chamber fabricated with 3 mil kapton plus 8
mil mylar. We taped 25 million events, about 1j3 of
these with the target empty.

The detector was built around the known kinematics of
np ~ ppvr at 443 MeV. At this energy, the protons are
constrained to be emitted within a lab half-angle of 42 .
Two large drift chambers and a scintillator hodoscope
array (Si and Sb~, ), subtending a half-angle of 45
at the target, measured the directions and velocities of
the charged particles. This information allowed the kine-
matics of each event to be reconstructed. For "three-
track" events (three tracks in our detector, where the
pion goes forward into the detector), there is little back-
ground competition, since there are few neutron induced.
processes that can produce three charged particles in the
final state. Our acceptance for these events was limited
to the case where three separate scintillator bars were hit.
For "two-track" events, there was considerable competi-
tion &om quasifree nn —+ np7r events originating in the
target walls, vacuum windows, and timing scintillator,
S». Nevertheless, through good kinematic analysis we
were able to reject most background events for both two-

track and three-track events. The final data set consisted
of roughly 400000 good np ~ ppvr events distributed
over N, S, and I states. For these events background
constituted only about 4% of the total.

There were also various calibrating devices in our de-
tector system: small "button" scintillators which sat be-
hind the scintillator bars; small axial detectors which
were accurately placed in the center of the beam axis;
two side MWPC's for detecting backward going pions.
These devices were associated with their own triggers
which could override the main trigger and were used to
pinpoint and simplify calibrations. In order to reduce
the &action of events originating downstream of the tar-
get, particularly in S», a low mass delay line chamber
was placed between the target and. S». The chamber was
used simply as a thin logic device (TLD) to signal passage
of a charged particle; it was not used to obtain position
information.

The event trigger for the experiment consisted. of three
levels: 0, 1, 2 ~ The level 0 trigger consisted of a pulse
&om a single photomultiplier in any bar; it provided the
common "start" for all TDC's and the "stop" for the drift
chamber electronics. The level-1 trigger, shown in Fig. 7,
required that (1) the computer be ready for data, (2) a
second bar fired, (3) the Si fired, (4) the TLD fired and
(5) no VETO. A crude pattern recognition which vetoed
events for which only bars in the upper half or the lower
half of Sb, fired was also included. If the level-1 condi-
tion was not fulfilled, a fast clear was sent to all electron-
ics and all registers were cleared. The level-1 trigger was
built around the LeCroy NIM mod. ule 380A Multiplicity
Logic Unit (MLU), which allows multiple inputs (up to
32) and has outputs which set a "true" when the con-
dition that = N is satisfied (or alternatively when ) N
is satisfied), where N ranges from 0 to 6. The level-2
trigger was a software trigger written in the Jll ("Star-
burst" ) preprocessor which was responsible for buffering
the data and sending it to the acquisition computer (a
VAX 750; later a VAX 780) for spooling on to 8 mm tape.
This level-2 trigger required that (1) the event time with
respect to the RF corresponded to the neutron pulse,
(2) the events were not from the central regions of the
two center bars, and (3) there were more than 12 wire
chamber hits registered. These cuts in the trigger were
designed to eliminate p-induced events or single track
events which mimicked a two-track event by double scat-
tering through two adjacent bars. The J11 preprocessor
bufFered the variable length events (typically 340 bytes
each) in its 16K memory, then dumped the bufFer to the
VAX 780. The burring was done at a rate of about 2 ms
per event; the dumping took about 100 ms. Event collec-
tion was typically 140 Hz, limited. by acquisition speed.
We ran at typically 40—50% dead time.

Although in principle our trigger was clean, we found
much contamination from competing reactions with
much higher cross sections than for ep m ppvr . The ma-
jor reactions contributing to false triggers were np ~ np
elastic and inelastic n(n) -+ np7r events. Elastic events
should have been rejected since they usually hit only one
bar; however, approximately 4% of the time a single track
would produce pulses in two bars via scattering &om one
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to an adjacent bar, leading to a false level-1 trigger. The
drift chambers were found to suffer &om crosstalk, im-
plying that the level-2 trigger (which counted chamber
hits) was also often satisfied. The n(n) -+ npvr events
originated &om quasi&ee scattering kom the target walls
and &om other target materials, including the S~ scin-
tillator. Since this reaction has two charged particles in
the Anal state, it satisfied all the trigger requirements.
Events originating in scintillator Sq should have been ve-
toed by the delay line chamber between the target and
Sq, but the eKciency of this detector was such that a sig-
ni6cant number of events originating downstream of the
chamber managed to satisfy all the triggers. About 55%
of the two-track events came &om materials other than
the I H2 target.

The scintillator array provided timing and pulse height
information. The array consisted of 18 NE104 plastic
scintillator bars, each 200 x10.4 x 3 cm, in a curved
array 120 cm &om the target. Each bar was viewed at
both ends by TRIUMF standard Phillips XP2230 photo-
tubes. The usual optimizing of the system (gain match-
ing, voltage plateauing, etc. was done. Software calibra-
tions were based on np elastic data where the kinematics
are fully constrained. Conversions from TDC and ADC
units to standard units (nanoseconds, MeV) were found
through extensive calibrations and revealed that the sys-
tem had better than o = 240 ps timing resolution, and
0 = 3 MeV energy resolution for all bars. The time dif-
ference between the arrival time of a charged particle in
a bar and its time of passage through Sq provided veloc-
ity information; the pulse height information helped in
particle identification and acted as a further constraint
in the kinematic reconstruction. Figure 8 shows a plot
of velocities versus energy loss in the bars. The corre-
1ation follows the expected Bethe-Bloch relationship at
proton kinetic energies greater than 70 MeV; the leading
edge of the distribution represents protons which stopped
in the bars and deposited all their energy. Proton and
pion events are identifiable by inspection. Protons ap-
pear as events with slower velocities, losing more energy

in the plastic scintillator; pions are the faster events with
smaller energy loss.

The tracking detector consisted of two large drift
chambers, with active areas of 59.5 x 22.0 in2 and
59.5 x 42.0 in . Each chamber had six sense planes
with wires running in the following coordinate directions:
UYXXUY. The U direction is 45 to X and Y and
helped resolve the ambiguities created by multiple tracks.
The sense wires were made of 1 mil gold-plated tungsten
and were 2 in apart connected to individual preamps, dis-
crimators, and TDC's. Drift resolution was 0.6 mm;
the efficiency per plane was typically 96%. The drift
times were read and encoded using LeCroy 4290 digitiza-
tion electronics and the data words appended to the end
of the event buffer. The layout and specifications of the
drift chambers are indicated in Fig. 9.

Track reconstruction through the detector turned out
to be the most dificult and most CPU intensive aspect of
the analysis. Multiple tracks through the detector gave
.rise to problems of high combinatorics, especially with
events that had crosstalk. Furthermore, the large cell
size (2 in) resulted in many tracks sharing cells and so
making them diKcult to resolve. An approach using tem-
plate matching followed by full combinatoric fitting was
used. In this method, a set of templates recording all the
possible cell patterns which correspond to physical tracks
is stored as an indexed list in memory. Each cell pattern
was indexed in terms of which scintillator bar its corre-
sponding trajectory was associated with, and where on
the bar it intersected. When this was completed, we had
in the form of a large indexed file every physically a1low-
able set of cell patterns which could lead to a track. The
term physically allotoable implies that the line of interest
must pass through (and not just close to) the correspond-
ing Gnite-sized cell. A measured pattern is compared to
the list and the best candidates are kept. A candidate
consisted of a subset of cell patterns or templates corre-
sponding to a particular position and scintillator bar; the
more cells which matched the data, the higher the score of
the candidate. After this initial screening, a least squares
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line fitting procedure was employed to resolve the left-
right ambiguity of a track with respect to a given drift
chamber wire. Finally, a preliminary vertex was calcu-
lated from the tracks (if there was more than one track)
and the tracks were refitted using the extra data point
at the vertex. The uncertainty in the vertex was given
by the RMS distance of closest approach. Vertex recon-
struction based on tracking allowed us to eliminate most
of the background based on target cuts.

Single track efficiency was 98%. Cleanly separated
multiple tracks had typical efficiencies of 89% for two
tracks, 85% for three tracks. However, multiple-track
efBciency overall was lower because it depended on the
relative angles of the tracks and the cuts applied in the
tracking algorithms. Vertices were calculated for multiple
tracks and found to have RMS deviations of less than 1.03
cm for 67% of the multiple-track events. A plot of these
vertices for an empty target run (for cr „q,„(1.0 cm) is
shown in Fig. 11(a).

Ct"
n) III. EVENT ANALYSIS

c3

C a
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WJ

FIG. 9. Time distribution and layout of the E372 drift
chambers.

Raw events were written to 8 mm tape for storage and
later reduction. Four event types were written to tape:
events 1, 2, 3, and 6. Beam monitors, polarization mon-
itors, photomultiplier tube voltages, and various clocks
were scaled by 24 bit scalers; these were ready every 5
s and written to tape as event 1. Beam profile monitor
events, event type 3, were prescaled, usually by a factor
of 10, before being written. Beam timing and position
monitor events, type 6, were fed to our computer every 2
min. Type-2 events were those triggered in our detector,
and constituted the bulk of the data on tape.

A total of 25 million type-2 (not calibration/
monitoring) events, written to 8 mm tapes, were taken
in two data runs. The analysis of data tapes followed
the Bow chart shown in Fig. 10. Because the analy-
sis was CPU intensive, taking 1 s/event on a VAX
station 3100 (for event-2 data), jobs were run on several
di8'erent machines simultaneously. The greatest eÃort in



502 M. G. BACHMAN et al. 52

Start

I

Read data

l

Determine event type

and ADC information, and to bin appropriately. Using
this information, we were able to reconstruct the kine-
matics of each event, and then, by using cuts based on
kinematic criteria, to select only the np + pp7r data.
Events were classi6. ed into three types; one-, two-, and
three-track events; the kinematic analysis was different
for each.

A. Reconstructing kinematics

Look at event
sub-type (DCRs)

Extract TDC, ADC information

Extract wire information

The kinematics for each event were determined from
the measurements of track angles, times-of-flight, and en-

ergy loss in the bars. For three-track events, conserva-
tion of energy and momentum are sufBcient to accurately
calculate the kinematics based on angles alone. For two-
track events, a solution for the momenta of the two parti-
cles and the identity of the particles had to be determined
in an iterative fashion. A kinematic g was defined by

Do bar analysis based on TDCs

I

Do tracking analysis based on wire chamber
information and bar analysis

(TOFq —tofq) (TOF2 —tof2)
x'(p) =, +

TOF TOF

(dE, —deg) (dE2 —de2)+ + 2

Perform initial cuts

I

Count bars and tracks, categorize event

tra ra

FIG. 10. A How chart of the E372 event data analyses.

Here, the upper case variables (TOF, dE) represent
the measured quantities. The lower case variables (tof,
de) represent the estimated quantities which depend on
the adjustable parameter p, the momentum of one of the
tracks. An initial value for p was determined using the
time-of-flight associated with the particle and a guess as
to the particle's identity. With these values for the first
particle, the momentum of the second particle could be
calculated using the quadratic expression

the analysis was the tracking which performed the pat-
tern recognition algorithms and the fitting of tracks pass-
ing through the wire chambers. What remained after this
was to determine the kinematics of each event using TDC

B+ QB2 ——4AC
2A

where A, B, and C are defined by

I:(»-b —R e]'
(Eiab —E)'

I~2 ™s+(@-b —E)' —l&~-b
—&I') [(»-b —R e]

(E) b E)2

[m2 ~s + (E& b E)' —
IP& b Pl ] 2

4(E& b E)2

E~ b, p~ b
——total lab energy and momentum, E,p

given particle's energy and momentum, e = unit vector
of second track direction.

In order to take into account all the information avail-
able, it was necessary to calculate the times of flight and
pulse heights for the two particles. After the kinemat-
ics for a particular p were determined, the particles were
"propagated" through an imaginary detector designed to
mimic the effects of the actual detector. The resulting

times-of-Bight and energy losses (tof, de) were input in
the g defined above. This process was repeated for
different p until the y was minimized. Minimization
was typically done in three to six iterations. However,
the quadratic expression has two solutions and there are
three unknown particle identities, so the minimization
was repeated six times for each solution and each parti-
cle combination.

This y minimization depended strongly on our ability
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to mimic the detector in software. Extensive calibrations
were done on the tof and de routines to ensure accuracy.
The results shown in Figs. 11(b) and 11(c) suggest that
this y2 technique was both accurate and efFective. In
Fig. 11(b), we show the vertex reconstruction for events
with good reduced y (& 1.0) and those with poor re-
duced y () 3.0). The poor y are correlated with the
walls and background materials, as expected for events
originating from bound protons in carbon with associ-
ated Fermi motion. Good y2 are correlated with the free
hydrogen. In Fig. 11(c), we show the result of the parti-
cle identification (which comes from the kinematic mini-
mization). The two-track events which reconstructed as

harp events are strongly correlated with the target walls
and background. This is consistent with the hypothesis
that the background is mostly nn m ne'er, which has
a large cross section. On the other hand, np ~ @per
events are strongly correlated with the LH2 region. The
final cut on the data was the following: (1) at least two
protons, (2) y /N & 2.0, and (3) a vertex within the
LH2 target region (r, & 2.5 cm). The full series of trig-
gers and cuts were quite stringent and only 3% of the
data taken with the target 6LLed passed all the criteria
imposed. For target empty runs, almost no events sat-
is6ed the cuts. Comparison of results obtained with the
target full and the target empty indicated that after all
cuts had been applied, background constituted only 4.3%
of the accepted events with the target full.

(aj Vertex reconstruction
top view

Kevlar wall Start scintillator

B. Estimating observables
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chamber
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FIG. 11. Event vertices correlated with cutting parame-
ters. (a) Track vertices for an empty target run, suggesting
the correct fidicual cuts. (b) Vertex reconstruction for events
with good reduced y (& 1.0) and those with poor reduced y
() 3.0). (c) Vertex reconstruction using particle identification
to distinguish np —+ ppvr and nn + np7r event. Slices are
shown projected onto the z axis.

The event analysis resulted in a clean set of data of
good kinematic accuracy, but the acceptance over phase
space is difficult to estimate realistically. A series of
Monte Carlo simulations were performed and subjected
to the same analysis as the actual data. Prom this, two
efficiency functions were found, one for the two-track
events and one for the three-track events. Since these
classes of events were analyzed di8'erently, their eKciency
functions were diferent. Events were binned and cor-
rected using these functions. The resulting relative dif-
ferential cross sections for the two-track and three-track
events matched over phase space regions where both ef-
ficiency functions were reliable. In regions where this
was not true, however, the two- and three-track relative
cross sections did not always match, and in such case the
cross section corresponding to the more reliable correc-
tion function was chosen as correct. Statistical error is
small; the error bars in the associated plots (Fig. 14) are
estimates of systematic errors which result from uncer-
tainty in the correction functions.

The dominant uncertainties associated with the cor-
recting efficiency functions (and hence, the data) come
primarily from difficulties in estimating systematic track-
ing error, particularly in the case of electronic noise.
While the tracking was quite good at seeing through noise
in the drift chambers overall, for regions of phase space
where tracks were emitted close together, the tracking al-
gorithms could be fooled. In these regions, the efficiency
function varied greatly with the model of electronic noise
used, and for that reason, the uncertainty in the data is
higher. For a small region of phase space, the efficiency
function could not be considered reliable and the corre-
sponding relative cross section data was not determined.

Asymmetries were calculated from the data set and are
of much higher quality than the di8'erentiaL cross sections.
This is because the method used in calculating the asym-
metries required no external correction function. Instead,
a likelihood function using the known average beam po-
larization vector was used to calculate the spin observ-
ables on an event-by-event basis. Since the detector was
symmetrically efficient, and since we reversed polariza-
tions often, this method resulted in accurate measure-
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ments of asymmetries.
The probability of detecting an event is de6ned in

terms of the analyzing power and beam polarization (P)
as

p(C»4 P) =
I I e(&)e(Rs(P)«~)
x[1+AsoP cos(P~ —P)
+A~oP sin(P~ —P) + AI,~P, ],

where dp = an element of phase space (not including P),
s(P), s(p) = detection efficiencies at P and p, s(P) = the
probability that the beam has polarization P.

The angles are de6ned in Fig. 12. This expression as-
sumes negligible background. This equation is similar
to those given by other authors (see Shypit [31], for ex-
ample), except that our expression is valid for beam po-
larizations and analyzing powers in arbitrary directions.
For the transverse polarizations, we maximized the like-
lihood function which corresponds to the above proba-
bility in terms of parameters A~~ and Apo, solving for
both simultaneously. This was accurate to second order
under the assumption that the detector is symmetrically
efficient, i.e. , s(P) = s(7r —P), or that the net beam po-
larization averaged to zero. Both conditions were true
for our experiment.

The uncertainty in analyzing power was estimated by
searching for the 67Fo probability limits, approximately
given by the usual expression

1 —(AP) 2

N

This method for estimating the asymmetries has the ad-
vantage that the beam polarization need not be constant
over long periods of time. It requires no binning over
angles (P) and subsequent subtractions. Furthermore, it
solves for A~~ and Ap~ simultaneously. We used this es-
tirnation technique for all Ap~ and A~~ measurements,
including the np ~ np calibration data shown in Fig. 5.

Estimates of the accuracy of this technique can be
gauged by looking at Ap~ and A~~ plots projected to
cos(O) and cos(@„„).By parity arguments, Aso are
expected to be zero in these plots. However, the cal-
culation of Ap~ and A~~ are completely identical and

simultaneous —no distinction is made between the two
quantities. A systematic error in detector eKciency or
polarization direction would appear in Ag~. As is seen
in Figs. 15 and 16, Ap~ remains zero everywhere.

For AI,~, we calculated an asymmetry between yields
for longitudinal polarization "normal" and "reverse. "
This technique is less than ideal since systematic errors
may come in from nonzero transverse components in the
beam polarization. Relative systematic error for AL,~ is
estimated at 1—2 %.

IV. RESULTS AND DISCUSSION

The observables are presented in terms of four kine-
matic variables: M„„,cos 0, cos 4, y, which are illustrated
in Fig. 13. The scattering plane azimuthal,
serves only to rotate the reaction frame with respect to
the lab kame, and so is not inherently interesting. M„„
is the invariant mass of the p-p system. The angular
variables are independent and represent equal volumes
of accessible phase space. 0 and P are the polar angles of
the pion in the center-of-mass system. The variables 4'

and y are polar angles defined for the fast proton in the
decay frame of the p-p system; cos 4 has range 0—l.

A. DifFerential cross sections

Relative differential cross sections, projected to a sin-

gle variable, are shown in Fig. 14. We have normalized
our data to a total cross section of 0.1 mb, which was
estimated &om the curve on Fig. 1. Also shown are pre-
dictions of Kloet and Lomon [32] based on T matrices
provided to us (dashed line). The dotted line is a pure
phase space prediction; the dotted-dashed line is the ef-
fective efBciency function, shown with arbitrary normal-
ization.

We And a strong cos 0 dependence, as did Klein-
shmidt and Thomas at higher energies. This can be Gt
to a polynomial of the form der/dO 1/3 + bx, where
6 = 0.47+ 0.06. We have plotted this value in Fig. 3(a);
it is consistent with the older data and adds to the ev-
idence that the anisotropy parameter for np -+ NNvr+

reaction

(defined by beam gpssP polarization)
@G

by pion)
X

lab frame

~ N-N frame

FIG. 12. The coordinate system and angles used in the
calculation of asymmetries.

FIG. 13. The kinematic variables used in defining and bin-
ning the observables.
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a pure phase space prediction (same normal-
ization); the solid curve (c) gives the predic-
tions of Kloet and Lomon.

is different than it is for pp —+ ppm in the 400—600 MeV
range, clear evidence for T = 0 inelasticity. We do not,
however, find significant evidence for forward-backward
asymmetry, which would be unambiguous evidence for
T = 0 inelasticity. Our data here are in disagreement
with the predictions of Kloet and Lomon.

our partial wave description, we have characterized the
final state by the relative angular momentum of the N-
N system, and by the angular momentum of the pion
with respect to the nucleon system. Each partial wave is
labeled

B. Analyzing powers

1

SO
0.5—

NO LO

Analyzing powers as functions of angular variables and
p-p invariant mass slices are shown in Figs. 15—17. To
conserve parity, Ap~ and AL, ~ projected to 0 and 4
(Figs. 15 and 16) are expected to be zero. Thus, these
results serve to act as a check on our analysis. In addi-
tion, A~~ and AL,~ projected to yz„should be zero for

y~ at 0' and 180, in agreement with the data. The pre-
dictions from Kloet and Lomon for the analyzing powers
are shown as the solid curves. There is marked disagree-
ment with the data for the predictions A~~ projected
to cos8. Otherwise, the agreement with data is rather
good, although the magnitude of the structure observed
in AL,~ projected to y„„is not weB reproduced.

In order to understand the analyzing power data bet-
ter, we have considered the partial waves which repre-
sent transitions from initial angular momentum states
to final angular momentum states. The formalism for
NN -+ NNm scattering was first clearly spelled out by
Watson and Bruekner in 1951 [33]. Observables such as
the analyzing powers can be understood in terms of prod-
ucts of helicity amplitudes M, which in turn can be writ-
ten as linear combinations of partial wave amplitudes. In
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FIG. 15. Projected np —+ ppa analyzing powers as func-
tions of angular variables and p-p invariant mass slices. Ag~
and AL, ~ projected to cos8 and g are expected to be zero.
The solid curves show the Kloet-Lomon predictions.
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isospin (T), and parity must be conserved. In addition,
since we have a system with two identical fermions in the
initial state and two identical fermions in the final N-N
state, the extended Pauli principle applies: only anti-
symmetric states are allowed. Thus, L + S+ T must be
odd. For example, the transition S1 m P1s1 is allowed
if T = 0 (and not T = 1) in the initial state. Due to
the rather small CMS energy (70 MeV) available to the
final state particles in our experiment, we need consider
only partial waves with small final state orbital angular
momenta (I'+l & 2).

Analyzing powers are sensitive to interferences between
partial waves. Interference can only occur between par-
tial wave amplitudes with the nucleons in the same final
spin states. The total helicity amplitude M is written as
a sum of the individual partial waves amplitudes:

-0.5—

0.5

cos(y „)
I

0.5

cos(y )

I

0.5

cos{y )

M = ) gI, e*~"Fy,
A:

FIG. 16. See Fig. 15 caption.

2S+1L ~2S'+1 L IJ J/

where S = spin of initial nucleons, I = orbital angular
momentum initial nucleons, J = total angular momen-
tum of partial wave, S' = spin of final nucleons, I' =
orbital angular momentum of final nucleons, J' = total
angular momentum of final nucleons, l = orbital angular
momentum of pion, j = J, total angular momentum.

In each transition, total angular momentum (J),

where each wave (k) has a characteristic inelasticity (q),
phase shift (P), and angular momentum decomposition
(F) which contains the spherical harmonics, Clebsch Gor-
dan coefficients, and Wigner rotation matrices. We can
gain some insight into the roles of the partial waves by
looking at the efI'ects of simple interferences between se-
lected waves. We have written a code, pwAvEs, which
accepts partial waves, inelasticity (q), and phase shifts

(P) as input, and then takes the appropriate traces of
M to produce observables for specific points in phase-
space. Although our data set is clearly insufficient for a
full partial wave analysis, we hoped to be able to deter-
mine whether the observables demanded the presence of
T = 0, as well as T = 1, amplitudes.
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FIG. 17. See Fig. 15 caption.

C. Discussion of A.N~

Measurements of A~~ show all-negative values over
the pion CMS angle, 9 (Fig. 15). This reflects the in-
terference of waves Rom s-state and p-state pions, sug-
gesting that partial waves of the type Ps and P„are
required (i.e. , interferences such as Sp ~ Ppsp with

Py M Pppy ), most of which have isospin 1. We had
hoped that S8, Sp, and Ps waves, all of which have
isospin-0, and for which the A~o versus coso plots cross
the axis would be all that was required. In such a case,
the number of allowed partial waves would be very lim-
ited, and we could expect to see interferences of the type
D1 M Spp1 and S1 M Spp1, both of which are T = 0

waves. Our observed A~o data (Fig. 15) therefore does
not require T = 0 inelasticity, and so can be expected
to be similar to pp ~ ppao analyzing power data (pure
T =1).

Very little pp + ppvr analyzing power data exists.
By using the 450 MeV asymmetry and differential cross
section data of Stanislaus [19] we have made an approx-
imate estimate of A~~ versus cos0* for his experiment.
The results are shown in Fig. 18, and appear to be in
rough agreement with our np —+ ppvr analyzing power
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FIG. 18. Estimates of Stanislaus's analyzing power for
pp ~ pp~' at 45O MeV.
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FIG. 19. Plot of analyzing power as a function of cos8*
and invariant p-p mass. The mass bin width is 12 MeV.

data. This apparent agreement in A~~ suggests no need
for T = 0 amplitudes for most of phase space.

However, if we choose events &om our data with small
values of p-p invariant mass, we minimize the relative en-
ergies of the two protons, and should strongly enhance
the probability that the two protons are emitted in a

Sp state. For the Sp final two-proton state) T 0
interferences Rom the partial waves Sq —+ Spy' and

Dy M Sppy are strongly favored &om angular momen-
tum considerations. In Fig. 19 we show a plot of analyz-
ing powers A~o in narrow mass bins. For the smallest
invariant mass slice the analyzing power is large and does
cross the axis, evidence for interference of exactly the two

Sppy T = 0 partial waves above. In this respect our
data are consistent with the data of the smallest invari-
ant mass slice of Terrien et al. [25] at 572 MeV, shown in
Fig. 20. In fact, our 443 MeV A~~ data show, overall,
surprisingly close agreement with Terrien s data. Sim-
ilar Sp behavior was observed by Ponting et al. [34],
in the scattering of polarized protons &om a deuterium
target. They observed vr in coincidence with proton
pairs emitted close together in the laboratory, thereby
selecting preferentially those events with the anal state
protons in a relative S-state ( Sp). Their measured ana-
lyzing power, shown in Fig. 21, varies rapidly with pion
CMS angle, and crosses the axis at a pion CMS angle
between 70 and 75 . The slope of their data is opposite
&om the apparent slope of both our data and of Terrien's

data, but this refIects only their choice of the proton as
the beam particle, where we have chosen the neutron.

The model of Kloet and Lomon allows for pions only in
relative p states, owing to their use of resonant intermedi-
ate states which are more appropriate at higher energies,
and it is probable that the marked disagreement of our
A~o data with the Kloet-Lomon predictions is a strong
indication that at 443 MeV (our energy), s-wave pions
are also required.

D. Discussion of A.g~

Our measurements of Ag~ show a behavior similar to
sin 2y, but with crossings of the axis at +50 . Interfer-
ence between two partial waves would produce crossings
at 90 . Consequently, at least three partial waves must
interfere to produce the observed data.

E. Discussion of A~~

At low p-p invariant mass, the AL,o data show a sing
dependence, whereas at higher p-p masses, there appears
to be a sin2y dependence. This data could be very use-
ful in restricting partial wave combinations in a detailed
partial wave analysis.

l I
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FIG. 20. Analyzing powers
A~~, from Terrien et aL. at 572
MeV.
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FIG. 21. A~~ data of Ponting et aI,. Solid lines are fits
from partial wave analyses. The solution S has a large Sz
component in the initial state.

(2) Measurements of the analyzing power A~~ show all-
negative values over the pion CMS angle 0, for all but
the smallest invariant mass slice, suggesting no need for
T = 0 amplitudes for most of phase space. For the small-
est invariant mass slice, the analyzing power is large and
does cross the axis, evidence for interference of T = 0
partial waves in this region of phase space. (3) Some of
the variables show marked disagreement with predictions
of the model of Kloet and Lomon; for other variables,
there is surprisingly good agreement. We hope that our
measurements will help to provide direction for the devel-
opment of a unified model of the N-N interaction below
and above pion threshold. Additional spin data, such
as spin correlation observables, would allow much more
detailed partial wave analyses and would provide more
stringent tests of theoretical models.
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