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Radiative capture of polarized neutrons by polarized protons at T„=183MeV
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In order to provide a quantitative test of theoretical calculations incorporating meson-exchange currents and
intermediate 6 resonances, we measure the normal-component spin correlation coefficient Czz, the differen-
tial cross section do./dA, and the neutron and proton analyzing powers A„and Az, each as a function of angle,
for np ~d y at T„=183 MeV. Our n p ~d y results, combined with the previous cross section and photon
asymmetry data collected in the past decade, place quite strong constraints on model calculations. Our data are
in excellent agreement with theoretical predictions by Jaus and Woolcock that incorporate meson-exchange and
isobar current effects and relativistic corrections, signifying great recent progress in our understanding of these
effects in the nucleon-nucleon system.

PACS number(s): 25.40.Lw, 24.70.+s, 13.75.Cs, 21.30.+y

I. INTRODUCTION

Radiative capture of neutrons by protons, or its time-
reversed reaction, deuteron photodisintegration, is one of the
simplest, yet most fundamental nuclear processes. The pri-
mary interaction is electromagnetic, and is thus well under-

stood; the leading effects of the strong interaction, occurring
between two nucleons, are also well characterized. Thus, ob-
servables for this reaction, if measured with sufficient preci-
sion, can provide a sensitive probe to "corrections" associ-
ated, for example, with the role of subnucleonic degrees of
freedom and with relativistic effects.

If the momentum transfer (q) in the reaction is not too
high, one would hope that the role of subnucleonic degrees
of freedom could be efficiently described in terms of the
contributions of meson-exchange currents (MEC's) and iso-
bar currents (IC's) to the reaction amplitude. The effects of
meson exchange between nucleons in diagrams in which the
photon couples directly to the nucleons are already implicitly
included via Siegert s theorem[1] in any calculation employ-
ing a realistic nucleon-nucleon (NN) potential. However, the
explicit coupling of the photon to exchanged mesons and
intermediate-state 5 s is not so included. The electric dipole

*Current address: Wright Nuclear Structure Laboratory, Yale Uni-

versity, 272 Whitney Ave. , New Haven, Connecticut 06511.
tCurrent address: Laboratory for Nuclear Science, Massachusetts

Institute of Technology, Cambridge, Massachusetts 02139.
"Current address: Indiana University Proton Therapy Center, De-

partment of Radiation Oncology, Indiana University School of
Medicine, IN 47408.

~Current address: Battelle-Pacific Northwest Laboratory, P.O. Box
999, P8-08, Richland, WA 99352.

Current address: Department of Radiation and Cellular Oncology,
University of Chicago Medical Center, Chicago, IL 60637.

coupling of the photon to the nucleons is known to dominate
the reaction at low momentum transfer; however, for q~1
fm the explicit MEC and IC contributions begin to intro-
duce appreciable magnetic (mainly Ml) transition ampli-
tudes [2].The different sensitivities of the magnetic and elec-
tric transitions to the spin state of the nucleons suggest that a
full investigation of the role of MEC and IC contributions
requires polarization as well as cross section measurements
at sufficiently high q.

In recent years, there have been several polarization ob-
servable measurements for deuteron photodisintegration and

np radiative capture at intermediate energies [3—5]. While
the results generally agree well with theoretical calculations
that incorporate MEC's and IC's [2,6—8], the quantities mea-
sured were not always very sensitive to the role of subnucle-
onic degrees of freedom (for example, see [3]).

The goal of the present work was to measure a polariza-
tion observable with particularly strong sensitivity to MEC
and IC contributions to deuteron photodisintegration, in or-
der to test quantitatively the validity of calculations of these
effects. The effects are manifested primarily via magnetic
(Ml) transition amplitudes, which couple spin singlet np
states to the bound S and D states of the deuteron. In con-
trast, the dominant electric dipole transition couples spin
triplet np states to the deuteron. The magnetic transitions are
thus most directly distinguished by observables which are
sensitive to the relative orientations of the n and p spins, i.e.,
to the so-called spin correlation coefficients C; in np~d y.
Measurements of np radiative capture have never previously
been made utilizing both polarized beams and polarized tar-
gets. In the present experiment we have utilized neutron
beam and proton target polarizations normal (N) to the
np+d y reaction plane, and have thus measured the normal-
component spin correlation coefficient, defined as the rela-
tive difference in cross sections for n and p spins parallel vs
antiparallel:
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where do.tdATl and NTl are the np~dy differential cross
section and normalized yield, respectively, for neutron spin

up, proton spin down, at a given y angle. The other terms are
similarly defined. P, and P„are beam and target polariza-
tions, respectively.

The sensitivity of CN~ to magnetic transitions can be un-

derstood qualitatively. For the S= 1 (triplet) n p states
coupled to the deuteron by electric transitions, the n and p
spins are predominantly parallel, and hence C~~~O. For ex-
ample, consider the angular momentum coupling constraints
for the P states that couple to the S, deuteron ground state.
Noting that the orbital angular momentum projection normal
to the plane is restricted to ~1 for the L=1 parts of the
incident plane wave, P2 gives CN&=2/5, P& gives Cz&=0,3 3

and Po gives C~~=1. In contrast, all singlet np states, such
as 'So and 'D2, which are coupled to the deuteron by M1
transitions, give a value of C~~= —1. Therefore, we may
expect this observable to become more negative with in-
creasing bombarding energy as MEC and IC terms begin to
contribute significantly. Even small additional currents can
have a significant effect on the spin correlation coefficients.
The substantial sensitivity of C~~ to MEC and IC effects has
been confirmed theoretically in recent calculations by Jaus
and Woolcock [6] and Schmitt and Arenhovel [2]. The cal-
culations will be discussed later in this paper.

We chose to measure CN~ for np radiative capture at a
bombarding energy T„=183MeV (corresponding to E =95
MeV for deuteron photodisintegration) for several reasons.
This energy is high enough that MEC and IC effects are
expected to be significant, yet low enough that the inclusion
of only a small number of relatively light mesons and only
the b, (1232) baryon resonance should be a good approxima-
tion in the theoretical calculations. Another consideration
that influenced the choice of bombarding energy was the
desire to minimize background that might arise from ~ pro-
duction on protons bound inside contaminant nuclei in the
polarized proton target. It is also useful to note that the mea-
surement of C~~ requires that the neutron beam and proton
target be simultaneously polarized. By reversing the beam
and target spins independently, we were able to extract, at the
same time as Czz, the neutron and proton analyzing powers
A„and A~ (each defined as the relative difference in cross
sections for the corresponding nucleon spin up vs down):

A„(0)= 1 NTT
—Nll+NTl —N

Pn NTT+Nll+NTl+NlT

Ap(8) = 1 NTT
—Nll —NTl+N

TT ll Tl lT

Although the analyzing powers are not predicted to be par-
ticularly sensitive to MEC and IC effects, they help to con-
strain ambiguities that may arise in other aspects of the cal-
culations. We designed the experiment to measure C&~ at a
number of angles to an accuracy of ~0.05, i.e., with suffi-

cient precision to distinguish among various levels of inclu-
sion of MEC, IC and relativistic effects in the theoretical
calculations.

The spin observable results of this experiment have been
published previously [9].The present paper presents a more
detailed description of the experimental techniques and the
assessment of systematic errors for the spin observable re-
sults. In particular, these results have been renormalized, in
comparison with Ref. [9], in light of an improved calibration
[10]of the neutron beam polarization. In addition, we report
here the absolute differential cross sections for np~dy, as
determined in our experiment.

II. EXPERIMENTAL APPARATUS AND DATA
ACQUISITION

A. Experimental overview

The experiment was carried out in the polarized neutron
facility (PNF) at the Indiana University Cyclotron Facility.
The data acquisition was completed through three production
runs, for a total of roughly 1000 h of beam time.

A schematic illustration of the experimental setup used for
production running is shown in Fig. 1. The experiment used
a polarized neutron beam and a polarized proton target
(PPT). A "dummy" target, which simulated the nonhydro-
genic components of the in-beam materials of the PPT, was
used to measure background, including quasifree A(n, d7)
reactions initiated on protons bound in contaminant nuclei in
the PPT. In order to suppress background, the outgoing deu-
terons and photons were measured in coincidence. The deu-
terons were detected near 0 by AF. and E plastic scintilla-
tors and by four multiwire proportional chambers (MWPC's;
labeled Xl, Yl, X2, and Y2 in Fig. 1).A veto scintillator V,
placed behind the F detector, was used to identify and veto
high-energy protons produced by the neutron beam. The co-
incident y's were detected by an array of 160 Pb-glass Cer-
enkov counters, spanning laboratory angles from 34 to 109'
to the left of the beam and from 79' to 124' to the right. (The
left-right asymmetric arrangement of Cerenkov counters was
chosen to cover the entire angle range of interest, while
avoiding photon attenuation through thick metal posts that
constituted part of the superconducting magnet assembly in-
side the PPT Dewar. ) The relative neutron flux was moni-
tored for each beam-target spin state independently by two
pairs of in-beam scintillators, only one of which —So and
S&—is shown in Fig. 1. The beam and target polarizations
were monitored continuously by detecting np elastic scatter-
ing coincidences from the PPT, with proton detectors on the
beam left and neutron detectors on the right. The perfor-
mance of all the detectors is described in more detail in en-
suing sections.

B. Beam and targets

Details of the PNF, the PPT, and the dummy target have
already been discussed in Refs. [11,12]. Here we briefly
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actions, as these particles were too slow to generate Ceren-
kov light and had a very small probability to generate sec-
ondary photons above 18 MeV in nuclear reactions. Thus,
despite the presence of a high neutron Aux, each individual
Pb-glass detector fired at a singles rate of only -200 Hz.

2. In-beam deuteron detectors

The AE and E scintillators were 0.32 and 7.0 cm thick,
respectively. The dimensions of the AE and E scintillators,
centered about 0', were chosen so that all deuterons from the
np~dy reaction (falling within a cone of laboratory half-
angle 9') could be detected by both detectors and would all
be stopped in the E scintillator. The veto (V) scintillator had
the same transverse dimensions as the E detector, but was
only 0.64 cm thick. The E and V scintillators were each
viewed by four photomultipliers (two on the left and two on
the right end of the E scintillator and four on the top of the V
scintillator), whose gains were matched during the experi-
ment by recording the pulse heights produced, as a function
of impact position, by forward-angle high-energy protons
originating from np elastic scattering in the target. The
summed pulse height from the four phototubes was found in
each case to be quite uniform (variation ~10%) over the
entire active area of, the scintillator.

Four in-beam multiwire proportional chambers were used
for angle measurements and ray-tracing forward-going
charged particle tracks back to the target location. The wire
spacings of the X1, Y1, X2, and Y2 chambers were 1.95,
2.54, 4.36, and 5.45 mm, respectively. The active areas ac-
cepted all deuterons of interest. When the wire chambers
were plateaued for the deuterons of interest, they were able
to withstand the full neutron beam intensity with acceptable
((5 pA) leakage currents. The deuteron detection efficiency
for each individual wire chamber was nearly 100%. The
overall probability for a d y deuteron to yield at least one hit
in each of the four wire chambers was 97.8%, averaged over
all of the PPT runs. The overall efficiency for detecting
forward-going protons from np elastic scattering events was
somewhat lower (93.6%).

3. Flux monitor detectors

There were two monitors used for measuring the relative
neutron Aux for each beam-target spin combination. Each
Aux monitor consisted of a pair of in-beam plastic scintillator
paddies of transverse dimensions larger than the beam: a
thinner one placed upstream to veto charged particles and a
thicker one downstream to detect neutrons (via nuclear reac-
tions within the paddle). Flux monitor 1 was placed imme-
diately downstream of the exit of the neutron collimator,
while flux monitor 2 was placed behind the V detector. Rela-
tive measurements between the two monitors agreed typi-
cally to within ~0.1%.

4. np polarimeter detectors

The np polarimeter was used to monitor the neutron beam
and proton target polarizations, by measuring np elastic scat-
tering induced in the PPT. The polarimeter consisted of an
array of 16 liquid scintillator neutron detectors N, to the
right of the beam, and a AE -E plastic scintillator tele-
scope to detect the coincident protons on the left (see Fig. 1).

A thin plastic veto scintillator V" was placed in front of the
neutron detectors to veto charged ejectiles.

Each of the 16 neutron detectors [11]was 8 cm wide by
10 cm high at its front face, 40 cm deep, and 10 cm wide by
12.5 cm high at the rear. The 16 detectors formed three col-
umns (6 detectors each in columns 0 and 1, and 4 in column
2) centered, at midplane, about laboratory polar angles of
33.3, 36.4, and 39.5, respectively. The planar front face of
the detector array was placed 1.46 m from the target. The
neutron detectors were gain matched by detecting pp coin-
cidences induced by a secondary proton beam (obtained by
turning off a sweeping magnet in the PNF) on the CHz target
placed at the usual PPT position. In this matching procedure,
the phototube high voltages were adjusted to yield proton
pulse heights that varied with the angle of the liquid scintil-
lator cell in the manner expected from pp elastic scattering
kinematics.

The AE and E detectors were centered at a laboratory
angle of 51.0 . The transverse dimensions of both these scin-
tillators were large enough to detect almost all (~98.5%)
free-scattering protons in coincidence with the neutrons de-
tected in N, even after allowing for multiple scattering of
the protons and their deflection in the magnetic holding field
of the PPT.

D. Event types

The detectors described above allowed us to record the
following types of events simultaneously.

(1) np~dy candidate events: events in which hF, F. ,
at least three of the four wire chambers, and at least one
Pb-glass Cerenkov counter fired in coincidence, while the
veto detector (V) and the upstream scintillator So did not
fire.

So was used to reject events initiated by charged particles.
By requiring only three wire chambers to fire, we were able
to keep track of the efficiency of each chamber on line. Dur-
ing the final production period, we removed the wire cham-
ber requirement entirely from the hardware trigger for both
dy and "proton" (see below) events, for diagnostic pur-
poses. However, we still recorded wire chamber hit patterns
for each event.

(2) "Proton" events: prescaled (by a factor of 400)
events in which AE, E, at least three of the four wire cham-
bers, and V fired in coincidence, while So did not fire.

The "proton" events were used not only to monitor the
gains of the in-beam scintillator phototubes, but also to cali-
brate the absolute neutron Aux using the known np elastic
backscattering cross sections (see Sec. III D).

(3) Cosmic ray events: events in which at least one Cer-
enkov counter and at least one of five plastic scintillator trig-
ger paddies placed on top of the Pb-glass stacks fired in
coincidence, while E did not fire.

For each cosmic ray event, . we recorded the pulse height
and timing information for all of the Pb-glass detectors, in
order to monitor their gains and timing continuously
throughout the experiment. In addition, for these events we
also recorded the pulse heights for all in-beam and np polar-
imeter scintillators (even though these detectors had not fired
in principle), in order to keep track of their 60 Hz noise
patterns. The phase of each event arrival within a 60 Hz
cycle was monitored for all event streams via the amplitude
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of a "sawtooth" wave generated in synchronization with the
ac power. The event loci in the spectra of sawtooth wave vs
noise amplitude for the in-beam and polarimeter scintillators
provided high statistics templates that allowed us to subtract
the noise or pedestal contribution event by event from the
ADC outputs recorded for those detectors for other types of
events.

(4) Flux monitor events: prescaled (by a factor of 1000)
events in which the rear paddle of the Aux monitor scintilla-
tor pair fired, while the front paddle did not. The time be-
tween the rear paddle signal and the cyclotron rf signal was
recorded for each event, in order to monitor the neutron
beam energy spectrum.

(5) np polarimeter events: events in which the proton
telescope elements AE and E fired in coincidence with at
least one of the 16 neutron detector cells N, while So and
V did not fire.

E. Data acquisition

The analog, logic, and timing signals from the detectors
described above were digitized by CAMAC modules and
then read into a microVAX III computer via an MBD-11
branch controller. The data were also recorded on magnetic
tape for subsequent off-line analysis. The software package
XSYs [15] was used for both data acquisition and off-line
analysis.

The np~dy data acquisition was divided into "cycles."
A typical cycle lasted roughly 24 h and included the follow-
ing: 2—3 h of PPT repolarization, followed by roughly 7 h of
data acquisition with the PPT in either NRM or AFP mode;
another 2—3 h of target repolarization, followed by roughly 7
h of data acquisition with the PPT mode switched (from
NRM to AFP or vice versa); finally, 4 —.5 h of data acquired
with the dummy target. In all, 26 such cycles of data were
taken. These included 12 cycles from the first production
run, during which the PPT was always kept in NRM mode,
due to a hardware problem with the nuclear magnetic reso-
nance coil needed to effect the AFP transition.

During each cycle, the PPT holding field was adiabati-
cally reversed every 15 min (a process that took -40 s) to
Hip the spin orientation of the polarized protons. Special care
was taken to correct for any detector gain shifts caused by
this field reversal. Inside the target wall (radius 15 cm), the
holding field. was approximately 0.059 T. Outside the target
wall, the field decreased rapidly with distance, to a typical
level of a few X10 T to 10 T near the photomultiplier
tubes of the various scintillators. Although all photomulti-
plier tubes used in this experiment were magnetically
shielded, the change in residual magnetic field caused by the
target field reversal nonetheless produced appreciable gain
shifts in the tubes attached to the Pb-glass detectors and to
the neutron detectors used for the polarimeter. The cosmic
ray events allowed us to track continuously and to correct for
the gain shifts of the Pb-glass detectors, which ranged from
5' to 20%. The gain changes in the neutron detectors were
measured in a separate run, utilizing the secondary proton
beam. For these measurements, we observed pp elastic scat-
tering coincidences induced on the Aux monitor veto scintil-
lator So (see Fig. 1), with the forward-going protons travel-
ing to the neutron detectors along paths that did not traverse

the PPT Dewar, and thus undergoing negligible deflection
from the holding field. By reversing the PPT field in the
usual way, we observed neutron detector gain shifts of
1—2 %, which were later corrected using software gains and
thresholds.

The magnetic holding field also deflected the paths of
charged particles as they exited the PPT; for the np~dy
deuterons of interest, this effect is small (~0.5 ) and easily
calculable. In addition to correcting for the effects of the
target field on an event-by-event basis in the data replay, we
used the comparison of the results obtained in NRM (target
polarization parallel to the holding field) and AFP (antiparal-
lel) modes to study and cancel any residual field-dependent
systematic errors (see Sec. V).

In order to get further information about the sizes of po-
tential systematic errors associated with reversal of the PPT
holding field, we took three additional cycles of data with the
YES target unpolarized, but the holding field on and flipping
as usual. In the absence of systematic errors, the target ana-
lyzing power asymmetry and the product of target polariza-
tion and spin correlation measured in these extra cycles
should be exactly zero (see Sec. V A).

III. DATA ANALYSIS

The primary goal of the data analysis was to identify the
np —+dy events induced on the hydrogen component in the
PPT, to subtract any background contributing to this event
sample, and to deduce the cross section do./dA and the
normal-component spin observables A„, A, and C~~. The
main procedures are discussed below.

A. Software corrections to the raw data

Certain corrections had to be applied to the raw data be-
fore we could proceed to identify events of interest. These
included ac noise and pedestal subtraction from ADC values,
software corrections for gain differences among the detec-
tors, time-offset alignment for the time-to-digital converter
(TDC) values from the detectors, and corrections for effects
of the PPT holding field.

The ac noise and pedestal subtractions for ADC's from
the in-beam and np polarimeter scintillators have been de-
scribed in Sec. II C. In practice, the ac noise pattern and the
ADC pedestal values were updated for every 20 000 cosmic
ray events (corresponding to -30 min intervals). Noise sub-
traction was not necessary for the Pb-glass counters, for
which the ADC inputs were ac coupled.

The detector gains were monitored and were roughly
matched online by the techniques described in Sec. II. Soft-
ware corrections were used to compensate for small remain-
ing gain differences among different phototubes and to take
account of the measured gain changes with time and with
PPT holding field polarity. Field-dependent gain shifts were
appreciable only for the Pb-glass and neutron detectors. The
software gain factors were updated for each individual run
for the in-beam scintillators, for each data cycle in the case
of the Pb-glass counters, and for the three different produc-
tion running periods in the case of the np polarimeter detec-
tors. An additional software correction compensated for the
small measured position dependence observed for the
E-detector summed pulse height (see Sec. II C 2).
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The effect of the PPT holding field on the deuteron mo-
tion was also calculated and corrected in software. Since the
bend angle was always small ((0.5'), we were able to esti-
rnate it with sufficient accuracy using a simplified model that
assumed a uniform 0.059 T field within a radius of 15 cm
from the target center and zero field outside.

The timing offsets for the 160 Pb-glass detector TDC's
were calibrated every two cycles using the online np~dy
events themselves. After applying a series of software cuts to
select these events (see Fig. 2), we observed a narrow peak
in the t -t&F spectrum for each Pb-glass detector, corre-
sponding to the n p~ d y events initiated in the PPT (see Fig.
3). We adjusted the software timing offsets so that the peaks
in the t -t&F spectra were aligned for all 160 counters. This
procedure corrected not only for phototube and cable length
differences among the photon counters, but also for kine-
matic differences in the Aight time of the coincident deuter-
ons from the target to the AE scintillator.

The signal output time from the single AE phototube,
relative to the arrival time of a charged particle at the AE
scintillator, varied with the hit position of the particle. This
dependence was measured by observing the time difference
between the E and AE scintillators for the forward-going

proton events from n,p elastic scattering in the PPT, as a
function of hit position as deduced from the wire chamber
information. The E-scintillator time was taken to be the av-
erage value of the arrival times from its four phototubes,
resulting in a negligible spatial dependence of the arrival
time for the central region of the detector. The small ob-
served position dependence of the b, F. time signal (~0.5 ns
within the region of interest for forward-going deuterons)
was subsequently corrected in software.

The time spectra for the neutron detectors (with respect to
the F. scintillator) were measured online for pp elastic scat-
tering events in CH2 target runs. We adjusted software timing
offsets for each liquid scintillator cell so that all of the pp
scattering timing peaks were aligned.

B.np —+dy data analysis

I. Identification of np+dy eyents

We identified np~dy events via a series of software cuts
and conditions, most of which are illustrated in Fig. 2. In
order to estimate systematic errors associated with possible
spin-dependent removal of events by software cuts, we used
two sets of cuts (loose and tight) on all variables except the
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AE signal arrival time with respect to the cyclotron rf, which
determines the neutron bombarding energy range accepted.
The physical interpretations of the loose cuts are as follows.

(a) Neutron beam energy: A cut was applied on the neu-
tron beam time of fiight [Fig. 2(a)] TOF=tz —t az+d t„,
where tz and t~F are the times for the rf signal and AE
scintillator, respectively, and Atd is the calculated Aight time
of deuterons from the PPT to the AE scintillator, based on

np —+dy kinematics as a function of lead glass stack number
for the observed coincident photon. This cut selects incident
neutrons approximately in the energy range 170—193 MeV
(mean energy=183 MeV) [11].

(b) Event origin: Wire chamber hit information was
used to ray-trace outgoing charged particle trajectories back
to the target plane. Cuts were applied on the x and y distri-
butions of transverse event origin coordinates to eliminate
events that originated outside the target volume [Figs. 2(b)—
2(c)].

(c) Particle identification: Forward-going deuterons
were distinguished from protons by gates on the time of
fiight of particles (from b, E to E scintillator) vs pulse height
in the E scintillator [Fig. 2(d)] or on hE pulse height vs E
pulse height.

(d) Timing correlation: A cut was placed on t~ taF to-
select only those np~d y events initiated on the PPT [those
in gate 1 in Fig. 2(e)]. The time resolution was sufficient (-1
ns FWHM) to discriminate cleanly against n p ~d y events
initiated on hydrogen in the AE scintillator itself. The
prompt gate was displaced by 57 ns (the separation between
successive beam bursts), yielding gate 2 in Fig. 2(e) to select
an event sample for accidental coincidence subtraction.

(e) Photon energy: The energy of photons from np~dy
events ranged from 70 to 120 MeV over the angle range
covered. A loose software threshold at -22 MeV was ap-
plied to eliminate accidental coincidences with the abundant
low-energy background y's [Fig. 2(f)].

(f) Hd vs 8~: The observed photon angle was used to
calculate the expected deuteron angle, using two-body kine-
matics. The difference 50 between this value and the deu-
teron angle measured with the wire chambers was restricted
by the loose cut to -~4' [Fig. 2(g)] for the selected events.

(g) Coplanarity: The d and y should be coplanar with
the neutron beam if they arise from a two-body final state. In
the analysis, the difference in measured azimuthal angles of
the deuteron and the photon, @, ,„,was restricted by a loose
cut to 180'~33' [Fig. 2(h)]. This cut, together with that on
50, eliminated most of the background from quasifree
A(n, dy) reactions induced on contaminant nuclei in the
PPT.

(h) E„vs 8~: A two-dimensional cut was applied to se-
lect events in which Ed was correlated with 0~ as expected
from two-body kinematics.

Two types of background were subtracted from the event
sample selected by the above cuts. Accidental coincidences
between a charged particle from one beam burst and a pho-
ton from the next (57 ns later) were recorded [those in gate 2
in Fig. 2(e)] and were then subtracted from the prompt coin-
cidences that satisfied the same cuts on other variables. Any
remaining background was then removed by subtracting the
yields obtained for the dummy target, after application of
identical software gates to those above, subtraction of
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FIG. 3. (a) Time spectrum t~ taF after appli-cation of software
cuts described in the text for the PPT; (b) same conditions, but for
the dummy target, normalized to the same integrated neutron fIux as
the PPT; (c) the difference of (a) and (b).

dummy-target accidentals, and normalization to the same
deadtime-corrected integrated neutron flux as was recorded
for the PPT runs.

The effectiveness and cleanliness of the event selection
can be seen from Figs. 3 and 4. Figures 3(a), 3(b) show, on a
logarithmic scale, the t -t&F spectra after all software cuts
have been applied to other variables (except neutron energy)
for the PPT and the dummy target, respectively. The latter
spectrum reveals two background peaks of approximately
equal size, resulting from quasifree A(n, dy) events on the
dummy target and from free p(n, d) y events initiated on the
AE scintillator. This background (-10%) was removed by
subtracting the (normalized) dummy data from the PPT data,
resulting in a very clean, narrow peak that corresponds to the
p(n, d) y events induced on the hydrogen component in the
PPT, as shown in Fig. 3(c).

Figure 4 shows the @,~,„spectra for the PPT with partial
cuts (event origin, particle identification, and timing correla-
tion) and all cuts (except those on neutron energy and copla-
narity itself). The former spectrum exhibits a significant ac-
cidental coincidence background, whose dependence on

@, ,„(roughly sinusoidal) refiects the detector acceptance:
Both the d and y detectors had maximal acceptance for par-
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FIG. 4. P,v,„=Pd-P~ spectra for the PPT with partial and all

(except the neutron energy and coplanarity itself) cuts, and for the
dummy target with all cuts (normalized to the same integrated neu-

tron iiux as the PPT).

ticles near the horizontal plane, resulting in an enhanced
likehood of d-y accidentals near $,~,„=0', 180', and 360'.
Also shown is the corresponding spectrum for the dummy
target with all cuts (normalized to the same integrated neu-
tron flux as was used in the PPT bombardment). As is evi-
dent from the figure, after applying all cuts and the dummy
data subtraction, we are left with a very clean peak centered
at 180' in the P,~,„distribution, as expected for a two-body
final state. The events observed with the dummy target ex-
hibit only a weak and very broad peak centered at 180', as
appropriate for quasifree A (n, d y) reactions, where the kine-
matics are smeared by the momentum distribution of the
struck protons within target nuclei.

2. Analysis of events with MWPC multiple hits or clear failure

Of the raw dy coincidence events that we acquired, a
substantial portion (35% averaged over the entire experi-
ment) involved multiple hits in at least one (in most cases,
one or two) of the four wire chambers. The observed fraction
of events with multiple hits was correlated with the primary
beam current, but was independent of the neutron and proton
spin directions. Thus we found that the np~d y spin observ-
able results extracted with and without inclusion of the
multiple-hit events agreed within the statistical uncertainties
associated with the questionable events. In order to carry out
this comparison and to extract absolute differential cross sec-
tions, it was important to understand the nature of the mul-
tiple hits and to develop an independently testable algorithm
for treating them.

For the vast majority of runs, we observed no significant
differences in the scintillator or Cerenkov counter ADC and
TDC spectra between the normal events and those with mul-
tiple MWPC hits. This observation, together with the rate
dependence, suggests that the dominant source of the mul-
tiple hits was random coincidences with abundant minimum-
ionizing particles produced by the beam. Such particles
would not generate their own electronic triggers, but could

yield wire chamber hits (with substantially less efficiency
than the deuterons) if they occurred within 600 ns after the
arrival of a valid event. Their energy depositions in the in-

beam scintillators would not have surpassed the thresholds,

eliminating corruption of TDC information and adding only
a small amount of integrated charge (within the experimental
resolution) to the ADC information when they arrived within

the 140 ns ADC gate width for a valid event.
A substantial additional source of multiple hit events oc-

curred during four data cycles taken in the second of the
three production runs. The extra problem in these cycles was
later traced to an intermittent cable connection in the elec-
tronic "clear" circuit, which was intended to reset ADC's,
TDC s, and wire chamber readout initiated by a scintillator-
Cerenkov counter coincidence, when that coincidence was
not subsequently accompanied by (slower) signals from three
of the four MWPC's. The failing cable resulted in uncleared
data being inadvertently recorded in place of the appropriate
ADC and TDC information if the next (uncorrelated) event
satisfied both the intermediate and the final logic require-
ments. In the case of the wire chambers, the uncleared hit
information was recorded together with the appropriate hits
produced by the valid event.

In order to investigate the impact of these problems, in the
final production run we purposely removed the MWPC re-
quirement at the trigger logic, thereby eliminating the need
for the clear circuit. We instead used a coincidence register
bit to record whether at least three MWPC's had fired for
each event. The wire chamber hit information was recorded
as usual. These data allowed us to simulate in software re-
play both the ordinary multiple-hit events and the events
corrupted by the clear circuit failure, by suitably combining
successive events stored on tape. The result of this simula-
tion showed that essentially none of the events with cor-
rupted ADC's and TDC's, caused by the clear circuit failure,
could have passed all of the software cuts described in Sec.
III B 1. The net effect of the clear circuit failure was thus a
reduction in the electronic efficiency for np ~d y events dur-

ing cycles 18—21, which was shown to be spin independent
within statistics. These cycles were excluded from the data
sample used for evaluation of absolute differential cross sec-
tions.

In the simulation we reproduced the observed properties
of the ordinary multiple-hit events well by combining only
the MWPC hits for a chain (two or more) of successive
events, whenever all but the last in the chain were accompa-
nied by fewer than three MWPC's. Because the ADC and
TDC information was uncorrupted, good events could be ef-
ficiently recovered by an algorithm that passed any event in
which at least one, among all possible combinations of
MWPC ray tracings, satisfied all of the np~dy criteria.
Application of this algorithm to the artificially corrupted
events in the simulation proved highly successful: The
valid np~dy events were recovered with ~0.5% loss and
with ~1.5% gain of apparent (but invalid) np~dy events
for each Pb-glass stack and each np spin state. We thus used
this multiple-hit event recovery scheme in all of our data
analysis, and it provided about 25% of our final np~dy
event sample. The fact that this recovered fraction was the
same, within statistics, whether we used loose or tight soft-
ware cuts to identify the events provides evidence that the
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TABLE I. np polarimeter results for cycles 14—28, NRM+AFP.

Column 8„(deg) pn p„ p„p A (this expt. ) A [10,11]

0
1

2

Average

33.3
36.4
39.5
36.2

0.5553~0.0034 0.3923~0.0025 0.2179~0.0016 —0.3694~0.0023 —0.384~0.012
0.5582~0.0041 0.3887~0.0029 0.2177~0.0016 —0.2812~0.0021 —0.297 ~0.009
0.5529~0.0066 0.3988~0.0047 0.2216~0.0021 —0.2020~0.0013 —0.214~0.006
0.5565+ 0.0025 0.3921~0.0018 0.2184~0.0010 —0.2902~0.0023 —0.303~0.009

multiple-hit events did not suffer from any significant dete-
rioration of resolution.

product P Pp needed to determine C~& for np~dy, di-
rectly from the np polarimeter spin correlation asymmetry:

C. np polarimeter data analysis

I. Identtftcation of np events

e„p( 8)

Civiv( 9)
' (3.1)

The np elastic scattering events were identified in soft-
ware via the following cuts: (a) neutron beam energy, (b)
software threshold on the neutron detector pulse height, (c)
particle identification (using E vs AE pulse heights to se-
lect protons), (d) np timing correlation, and (e) accidental
coincidence subtraction.

A small fraction (=18%) of events accepted by the np
polarimeter detectors and satisfying the above cuts arose
from quasifree A(n, np) reactions on contaminant nuclei in
the PPT. This background was subtracted by acquiring np
polarimeter data using the dummy target, in a way similar to
that described in Sec. III 8 1.

2. Determination of the beam and target polarizations

Using the extracted np polarimeter yields vs np spin
state, the beam and target analyzing power asymmetries e,
e„and spin correlation asymmetry e„ for np elastic scatter-
ing were determined:

6„—= (Nt T

—Nt 1 + NT 1 Nt 1)I(N1 1 +Ny 1
+—Nt 1 +N g1 ),

ep=—(Nt1 —Nit —
NT1+ Nit)l(NTT+Nlt+NTt+N1T),

e„—= (Nt 1+Nit
—Nt 1

—Nt t) l(Nt 1
+Nl i

+ Nl 1+Nt 1),

where the spin-dependent yields N; are defined as in Sec. I.
The beam and target polarizations P„,P could then be de-
duced from these asymmetries using absolute analyzing
power (A„,A„) and spin correlation (Civiv) values measured
for np elastic scattering at 183 MeV in a previous experi-
ment [10,11], with absolute normalizations (of uncertainty
~3% for each analyzing power and ~6% for C~iv) tied to

pp elastic scattering [10].
The measured e„and e asymmetries have substantial

sensitivity to small errors in determining the neutron detector
angles (since A„and A„vary rapidly as a function of angle
within our range [11]) and to instrumental asymmetries in
our left-right asymmetric polarimeter (arising, for example,
from PPT field effects). In contrast, C~iv asymmetries are
explicitly left-right symmetric and far less sensitive to field
effects, since an average is taken over the two PPT spin
directions. Furthermore, for np elastic scattering in our an-
gular range, Civiv is known [10,11] to vary very weakly with

angle: CNN=0. 780, 0.732, and 0.690 at the angles 0'
=33.3, 36.4', and 39.5, respectively, of the three neutron
detector columns. For the above reasons, we extracted the

For individual polarizations, we used the following formulas:

A(8) = e ( ~) e„(~) Civiv( ~)

e„„(8)
(3.2)

e„(0)

A(0) ' (3.3)

e„(0)

A(0)
(3.4)

In extracting P„and P„ in this way, we ignore the small (few
parts in 10 ) charge-symmetry-violating difference [11]be-
tween A„(0) and A„(0) for elastic scattering.

The analysis described above was performed separately
for NRM and AFP data and for the three neutron detector
columns. Small NRM-AFP differences (-0%, 9%, and 16%,
for columns 0, 1, and 2, respectively) were observed in the
extracted values of beam polarization P„and the analyzing
power A, but not in P„P, which must reAect the existence
of systematic errors associated with the PPT holding field,
even after corrections were made in software for the gain
shifts observed in the neutron detectors. These errors may
arise from the bending of the outgoing proton trajectories in
the field, although the proton detectors were made large
enough, in principle, to accept the deflected protons for ei-
ther field orientation. In any case, we assume that the aver-

aging of NRM and AFP results cancels such field-dependent
errors to a high degree of accuracy. That this is a good as-
sumption is borne out by the averaged results presented in
Table I, where the extracted polarizations are all shown to be
independent (within the specified statistical uncertainties) of
neutron detector column number, and the extracted analyzing
power angular dependence agrees well with earlier measure-
ments [10,11].

For the above reasons, for cycles 1—13 (the first of the
production runs), where only NRM data were obtained, we
used the np polarimeter results extracted from column 0
only, since here the field effect appears negligible; for cycles
14—28, where there were both NRM and AFP data, we used
the results extracted from all three columns and averaged
over AFP and NRM modes.
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da' I + Y;

dA 4AANH 7d 7y% i=i FILdy&T
(3 5)

where Y, is the np~dy yield measured for the ith np spin
state and for a given Pb-glass detector stack; J is the Jaco-
bian factor converting the laboratory cross section to the
center-of-mass frame; 50=0.127 sr is the laboratory solid
angle of each Pb-glass stack front face as viewed from the
center of the target; NH=3. 29X10 crn is the number of
free hydrogen atoms per unit area in the PPT; yd is the com-
bined efficiency for all the four wire chambers to detect a
deuteron (r/d=0. 978~0.001 for both the PPT and dummy
target runs); rg~ is the photon detection efficiency for a given
Pb-glass stack; g, is the combined efficiency of software cuts
used to extract the np —&dy events from the data; F; is the
neutron beam intensity (neutrons/s) for the ith spin state,
averaged over all the PPT bombardments; Ld;=0.92 is the
electronic and computer live time for the d y events obtained
with the PPT for the ith spin state; and T; is the total data
acquisition time for the ith spin state for the PPT.

Once do'/dA is known, we use the principle of detailed
balance to convert this quantity to the c.m. deuteron photo-
disintegration cross section, do.y/dO, , via

dCJ' 2 Kp dO

dA 3 K dA (3 6)

where K and K are the proton and photon c.m. momenta,
respectively.

The estimation of the factors F;, g, , and y involved
nontrivial analyses and calibrations, as briefly discussed be-
low.

1. Xeutron beam intensity F
The absolute calibration of the neutron beam intensity

was based on the known differential cross section [16] and
the observed yields of np back-angle elastic scattering
events induced in the PPT and in the auxiliary CH2 target.
During the experiment, we acquired events triggered by
forward-going protons (prescaled by a factor of 400) simul-
taneously with the np~dy events (see Sec. II D). Software
cuts on neutron beam energy, event origin, particle identifi-
cation, and veto (V) detector pulse height and timing were
used to identify protons as np backscattering candidates.
Most (-80 lo) of these candidate events arose from quasifree
scattering on contaminant nuclei in the PPT (—55%%uo) or from
reactions induced on other materials (e.g. , the AF scintilla-
tor) along the beam path (-25 lo). Thus the dummy target
subtraction was critical for determining the true elastic scat-
tering yields associated with the hydrogen in the PPT.

The np backward elastic scattering cross section and its
normalization uncertainty [16] is (d o/dB) „'„=(3 1.2
~3.1) pb/sr, averaged over the illuminated solid angle

D. Evaluation of absolute cross sections for np —+dy

The absolute cross sections have been evaluated from the
data taken in the final production run only, where the various
efficiency and correction factors were best understood. The
c.m. frame cross section for np radiative capture (do'/dA)
was deduced from

(0.158 sr) of the forward charged particle detectors. Using
the above information and the measured lifetimes and wire
chamber detection efficiencies, we deduced an average inten-

sity F=(3.70~0.37~0.41)&&10 neutrons/s. This was ob-
tained with an average primary proton beam current of 205.7
nA. The two errors quoted for F are both systematic errors
and are due, respectively, to the normalization uncertainty in
the np scattering cross section and to the uncertainty in the
effective dummy target vs PPT thickness ratio (=1.00~0.04;
see Ref. [11]).As a cross-check on the above result, we also
took data (subject to less quasifree contamination) with CHz
and with C targets (see Sec. II), whose thicknesses were
more accurately known than those of the PPT and dummy
target. Using the same methods as above, from these data we
deduced F=(3.66~0.37) X 10 neutrons/s, normalized to the
same primary beam current as measured in a Faraday cup, in

good agreement with the PPT result. The 10% error in the
latter value of F is predominantly due to the np cross section
normalization uncertainty. In our experiment we found that
the neutron fiux (F;) was proportional to the primary beam
current (I;) monitored by the Faraday cup, and to a good
approximation the proportionality constant was independent
of the n p spin state i . We thus used the values
F,=(3.66~0.37)X10 [(neutrons/s)X(I, /205. 7 nA)] in the
evaluation of np~dy cross sections.

2. Software cut efficiency t/,

The software efficiency was estimated only for the
MWPC "perfect"-hit data, where there was no ambiguity in
ray tracing. Although the procedure described below for
evaluating y, is not applicable for the recovered multiple-hit
data, we do not expect any significant differences in the dis-
tribution of events with respect to kinematic variables, and
therefore in y, , between events with and without accidental
extra MWPC hits. This view is supported by the observation
that the "perfect"-hit and the multiple-hit samples give the
same (within statistics) ratio of yields with tight vs loose
software cuts, for each of the eight Pb-glass detector stacks
(the ratio averaged over eight stacks is 0.79). In the follow-
ing analysis, we estimate the efficiency only for the loose
cuts which were actually used to extract cross sections.

The efficiencies corresponding to most of the individual
software cuts (event origin, particle identification, F, 50,
and Fd vs 0~; see Sec. III B) could be determined by taking
the difference between two P, ,„distributions (after back-
ground and accidental coincidence subtraction). Specifically,
we compared the distribution for events satisfying all of the
software cuts (except for the P, ,„cut itself) to that for
events satisfying all but the one cut of interest. A narrow
peak centered at 180' in this difference spectrum (containing
the events removed specifically by the one cut of interest)
would indicate that this cut caused a loss of np~dy events,
and the lost yield was then determined from the peak area
(over the range 147'~@, ,„~213').This approach could not
be used to determine the effects of the @,~,„cut itself or of
the t y-t ~E cut, where it conflicts with the procedure for sub-
tracting accidentals. In these cases, we estimated the losses
by fitting the observed peaks with Gaussian distributions and
calculating how much of the Gaussian fell outside the corre-
sponding one-dimensional loose gates.
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FIG. 5. np~d y @, ,„spectra satisfying all but one of the soft-
ware cuts, and failing: (a) the deuteron particle identification cut;
(b) the Ed vs 9 cut.

Shown in Fig. 5 are two P, ,„difference spectra contain-
ing events removed by a single cut, namely, the particle iden-
tification cut in (a) and the E„vs 0~ cut in (b). In the former
case, the loss peak is obvious, but it is not in the latter. To
evaluate the losses quantitatively in each case, we have sub-
tracted one-half of the summed background in the two neigh-
boring regions, 80'~$,~,„~147' and 213'~@, ,„~280',
from the counts inside the P, ,„peak region defined above.
We thus calculated the relative event losses due to each in-
dividual cut. We found that the deuteron particle identifica-
tion cut and the Ed vs 6I~ cut caused the largest losses [(4.7
~0.3)% and (2.3~0.6)%, respectively), probably arising in
both cases from the reaction tail in the E scintillator. All
other cuts combined caused a loss of (4.2~1.3)%.

It is conceivable that some good events were lost due to
correlated effects of more than one cut, so that they would
show up only in spectra of events simultaneously failing two
or more cuts. We have investigated such correlations in the
analysis and have found that the loss of good events which
failed simultaneously the deuteron particle identification cut
and the E„vs 8~ cut was (1.2~0.3)%, and the losses which
simultaneously failed any other combination of cuts were
negligible.

By concentrating on events that fail only one cut or only
one of the combinations of two or more cuts at a time in the
above prescription, we have defined mutually exclusive
losses for the various cuts and their combinations; i.e., no
single event can show up in more than one of the loss peaks.

FIG. 6. View from above of the PPT showing the YES target
and its Kel-F frame, the stainless steel inner Dewar wall (of thick-
ness 8=0.025 cm), and the slatted copper plates that were used to
aid in the target cooling. The slots in the Cu plates (introduced to
minimize eddy current effects) have not been taken into account in
the photon attenuation calculations; rather we have simply used an

appropriate average thickness (8'=0.25 cm) of copper. Not shown is
an outer aluminum Dewar of radius 14.6 cm and thickness 0.146
cm.

It is thus appropriate to sum the losses as estimated above.
The total software cut efficiency for MWPC single-hit data is
thus estimated to be rg, =0.876~0.014, where the uncertainty
is statistical.

3. Photon detection efficiency yz

The photon detection efficiency for a given Pb-glass stack
is defined as xg =N/No, where No is the number of dy pho-
tons originally emitted toward the front face of the stack and
N is the number actually detected. The efficiency includes
the effect of materials inside the PPT Dewar (see Fig. 6),
which could convert the photons to e+e pairs before they
reached the Pb-glass detectors. For example, using the pho-
ton absorption curves in Ref. [17], it was calculated that
photons headed for the 86.5 Pb-glass stacks had a probabil-
ity of (22~4)% for such premature conversion. This prob-
ability was smaller for the other stacks. The resulting e+e
pairs would be bent by the PPT holding field and could be
scattered by the materials in the PPT. However, the simula-
tions referred to below indicate that most of the electrons and
positrons would still strike the targeted or neighboring Pb-
glass counters and would still be recorded as dy photons.

In order to determine the dy photon detection efficiency
for the experiment, the GEANT [18) simulation package was
used. The simulation used the exact geometry of the Pb-glass
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TABLE II. np —+d y cross sections at T„=183MeV and their uncertainties.

8~ (lab)

116.5
101.5
86.5
71.5
56.5
41.5

a
Hp,

48.9
62.0
76.0
91.2

107.7
125.5

Jacobian 1

1.409
1.232
1.058
0.900
0.766
0.662

Yield Y

2476~ 68
5730~ 104
6716~108
3491~ 78
3630~ 77
3328~ 74

0.887~0.040
0.890~0.040
0.873~0.040
0.902+ 0.040
0.914~0.040
0.905~0.040

d(r~/dQ (pb/sr)

6.03~0.17~0.29
6.07~0.11~0,29
6.24~0.12+ 0.30
5.33~0.12~0.26
4.66~0.10~0.22
3.72 ~0.08 ~0.18

'Denoting the angle between the proton momentum and that of the photon in the center-of-mass frame.
The first error in do /dA is statistical; the second is systematic, derived by adding in quadrature the relative

uncertainties in those quantities (except the yield y and the neutron intensity F) shown on the right hand side
of Eq. (3.5). We have not included an overall (i.e., angle-independent) normalization uncertainty of 10%,
due primarily to the uncertainty in the absolute np elastic scattering cross section, which was used to
determined the absolute neutron intensity F.

arrays (Fig. 1) and a simplified model (Fig. 6) of the mate-
rials in the PPT. It incorporated the relevant interaction pro-
cesses for the photons and their secondary particles in the
surrounding materials, and the PPT holding field effect, un-
der the assumption of a uniform magnetic field of 0.059 T
with radius of 15 cm centered at the target.

In the simulation, photons were emitted from the target
isotropically. Their energies were determined as a function of
emission angle from np~dy kinematics. For each photon
emitted from the target, the simulation tracked the photon
and all its secondary particles (i.e., shower) with energies
above 0.5 MeV (lower-energy particles contributed negligi-
bly to the total amount of Cerenkov radiation) and recorded
energies deposited by these particles in each of the 160 Pb-
glass cells. The pulse height in each Pb-glass detector should
be approximately proportional to the deposited energy. The
pulse height resolution (FWHM) for individual Pb-glass de-
tectors was approximately 45% at E=50 MeV, averaged
over the volume of the detector, according to an analysis of
the cosmic-ray pulse height spectra taken in the experiment.
Since the pulse height resolution is proportional to E ', the
simulated pulse height was formed by randomizing the de-
posited energy F (in MeV) according to a Gaussian distribu-
tion with a FWHM of 0.45(E/50)" . The requirement for
photon detection was the same as in the real experiment,
namely, that there be at least one Pb-glass cell whose pulse
height exceeds 18 MeV. The cell with the largest pulse height
was chosen to determine the photon's angular information.

The calculated photon detection efficiencies y~ for indi-
vidual Pb-glass stacks are given in Table II, where the un-
certainties are dominated by estimated systematic errors
(e.g. , errors in the PPT model and in the simulation). The
typical efficiency obtained using the GEANT code is 0.89
~0.04. This is only slightly smaller than the results (0.91) of
a very simple calculation using only photon attenuation
lengths, in which it was assumed that every photon con-
verted inside the Pb-glass was detected.

According to the simulation, among the events detected
by the Pb-glass stacks, a small but sizable portion (=20% for
the 86.5 and 101.5' stacks, and a much smaller portion for
the other stacks) were due to the electrons and positrons from
conversion inside the PPT, rather than to the direct dy pho-
tons. However, according to our calculation and analysis,
these electrons and positrons pass the np~d y software cuts

with almost the same efficiency as the dy photons.
The results of the evaluation of absolute np~dy differ-

ential cross sections are shown in Table II and Figs. 7, 8, and
are discussed in Sec. V.

IV. RESULTS
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FIG. 7. dy~np cross section results of this experiment (in
open squares, for which the error bars represent the quadratic sum
of all the statistical and systematic uncertainties except the ~10%
overall normalization uncertainty). Also shown are previous avail-
able data and recent theoretical calculations by Jaus and Woolcock
using the Paris N-N potential in impulse approximation with rela-
tivistic corrections (dashed curve), plus meson-exchange currents
(solid curve).

Shown in Figs. 7, 8 and Table III are our results for the
differential cross section da./dQ, the neutron and proton
analyzing powers A„and A~, and the spin correlation coef-
ficient Czz at T„=183MeV. The results have been extracted
including both the MWPC "perfect"-hit and multiple-hit
events, and are based on the loose np —+dy software cuts.
For the spin observables, the error bars here represent statis-
tical uncertainties only, but for do/dA we have added in
quadrature all systematic uncertainties other than that gov-
erning the overall absolute normalization. The systematic er-
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FIG. 8. np+dy spin observable results of this experiment
(open squares). Also shown are previous data for A„by Cameron
et al. (open diamonds) and recent theoretical calculations by Jaus
and Woolcock (solid and dashed curves, with the same meaning as
in Fig. 7) and calculations by Schmitt and Arenhovel (dot-dashed
curves) using the Bonn R-space N Npotential, incorpo-rating

meson-exchange currents and relativistic corrections,

rors for the spin observables, including the overall normal-
ization uncertainties, are small compared to the statistical
uncertainties, and will be discussed in detail in Sec. V.

As can be seen from Table III, the left-right symmetric
Pb-glass stacks at 8 „b=86.5 and 101.5' give statistically
consistent results for all three spin observables and the cross
section, indicating that no significant instrumental asymme-
try existed in this experiment. Thus, in Figs. 7, 8 we present
results averaged over the left-right symmetric stacks. In de-

ducing the averaged cross sections, we have treated the sta-
tistical errors for the left and right stacks as independent, but
the systematic errors for the two as completely correlated.

Note that both the theoretical predictions and our mea-
surements (see Fig. 8) for the neutron and proton analyzing
powers adhere well to the relation A„(8~, ) = —A„(vr
—6I„, ), which should hold in the absence of interfering
amplitudes from isospin-0 and isospin-1 np states. While
such mixing is forbidden for strong interaction processes by
charge symmetry [11],it could arise in principle for the elec-
tromagnetic np —+dy reaction, e.g. , from E1-M2 interfer-
ence. In practice, however, the most important transitions
(El and M 1) for this reaction both proceed from isospin-1
( P and '5, respectively) states, so that the observed relation-
ship between A„and A„ is not surprising.

For comparison with our data, also shown in Figs. 7, 8 are
previous measurements for the cross section [3,19—21] and
neutron analyzing power [3].Our cross section results agree
well with all recent measurements at overlapping angles,
within our 10% normalization uncertainty. Our neutron
analyzing power results are also in good agreement with the
previous data of Cameron et al. [3], but exceed their statis-
tical precision by a factor of approximately 3.5.

In Figs. 7, 8 we also show recent predictions by Jaus and
Woolcock [6] and by Schmitt and Arenhovel [2].The dashed
curves represent calculations by Jaus and Woolcock using
the Paris N-N potential in impulse approximation, along
with a relativistic correction to the spin-orbit operator (which
is necessary to obtain agreement with the forward angle
cross section data). The solid curves, also from Jaus and
Woolcock, include additional effects due to explicit coupling
between the photon and an exchanged meson (m, p, or cu) or
an intermediate 6 (1232). These MEC and IC corrections
clearly introduce very significant changes in the predicted
values of C~~ and do./dA, and they must be included to
reproduce our measured values. The dot-dashed curves in
Fig. 8 represent similar calculations by Schmitt and Aren-
hovel, but using the Bonn coordinate-space N-N potential.
Using four different N Npotentials (B-onn, Paris, Nijmegen,
and Argonne V14), Schmitt and Arenhovel have shown [2]
that all of the observables reported herein are relatively in-
sensitive to the choice of N-N distorting potential.

The relativistic correction included in all the above calcu-
lations has a discernible effect on C» (as well as on the
forward differential cross section) [2] and significantly im-

proves the agreement of the calculations with our measure-
ments.

TABLE III. Results for np —+dy at T„=183MeV.

8 &,b (deg)

41.5
56.5
71.5
86.5 (L)
86.5 (R)

101.5 (L)
101.5 (R)
116.5

8, (deg)

125.5
107.7
91.2
76.0
76.0
62.0
62.0
48.9

do./dA (p,b/sr)

3.72+ 0.20
4.66~0.24

5.33~0.29
6.02~0.32
6.46~0.34
6.25 ~0.34
5.90~0.32
6.03~0.34

0.011~0.020
0.014~0.018
0.129~0.020
0.227 ~0.020
0.204 ~0.020
0.225 ~0.022
0.259~0.022
0.255 ~0.024

A„

—0.347 ~0.028
—0.244 ~0.026
—0.147~0.028
—0.112~0.029
—0.085~0.028

0.019~0.032
—0.058+ 0.031
—0.017~0.035

CNN

0.073~0.050
0.234 ~0.046
0.187~0.050
0.187~0.051
0.230~0.049
0.283 ~0.056
0.246 ~0.055
0.239~0.061
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The new data for np+d y from this experiment, together
with the previous high quality cross section [3,19—21] and

photon asymmetry [4,22] data collected over the past decade,
place very strong constraints on model calculations. The ex-
cellent agreement of the full (i.e., including MEC and IC
corrections) Jaus-Woolcock calculation with our results and

previous data for all four observables in Figs. 7, 8 is very
significant, demonstrating great recent progress in our quan-

titative understanding of neutron-proton radiative capture at
intermediate energies. Similar calculations by Arenhovel
et al. also reproduce the measurements of the photon asym-

metry P [4,22] over a range of energies up to the region of
the 5 (1232) resonance. The photon asymmetry displays a
sensitivity to MEC and IC effects similar to that of C~~, but

is more sensitive to the choice of N-N potential, especially to
the strength of the tensor force. These quantitative successes
at moderate momentum transfer (q-I —2 fm ') make the
failures [5] of meson-exchange models of photodisintegra-
tion at higher q all the more significant.

V. SYSTEMATIC ERRORS FOR THE np —+dy RESULTS

Sources of systematic error for our np~d y spin observ-
able results have been studied extensively. Among the many
potential sources considered, we found that only three con-
tributed appreciably: (a) the PPT holding field and its rever-

sal, (b) spin-dependent removal of events by software cuts,
and (c) uncertainty in the absolute C~z values for np elastic
scattering used in the extraction of np polarimeter results.
Below we discuss in turn the systematic errors caused by
each of these factors.

A. PPT field effects

As was mentioned in Secs. II and III, the PPT holding
field caused gain shifts in certain detectors and bending of
the deuteron trajectories. We made corrections in the soft-
ware for both these effects (see Sec. III A). In addition, we
acquired data with the PPT in AFP mode, as well as in NRM
mode, to partially cancel the remaining field effects.

Upper limits on the level of residual-field-dependent in-

strumental asyrnmetries have been estimated in two indepen-
dent ways. The target analyzing power and spin correlation
asymrnetries due to instrumental effects were measured di-

rectly, by acquiring three cycles of data with the PPT unpo-

larized, but the holding field being reversed as usual (see
Sec. II E). The results are close to zero: For example, the

absolute value of the np~d y target "asymmetry" e„' (de-
fined as the relative difference in cross sections for the hold-

ing field direction up vs down), averaged over the eight Pb-

glass stacks for these three cycles is 0.024~0.011.Assuming
~e„'~~0.035, it is calculated that the upper limits of field-

dependent systematic errors for A„, A„and Cz~ in a given
angle bin (before summing over AFP and NRM data) are less
than ~0.005, ~0.083, and ~0.020, respectively. The second
method compared polarized target data analyzed separately
for NRM and AFP modes, with results shown in Fig. 9. The
summed g value characterizing the agreement between
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FIG. 9. Comparison of the np~dy spin observable results ex-
tracted separately from NRM and AFP runs. The curves have the
same interpretations as those in Fig. 8.

these two sets of spin observable results is 24. 1 for a total of
24 data points, suggesting no significant systematic discrep-
ancies. The NRM-AFP differences averaged over the eight
Pb-glass stacks for A„, A, and CN~ are —0.002~0.015,
—0.029~0.022, and 0.010~0.039, respectively.

We have used the lo. statistical fluctuation limits on the
results of the above two methods to estimate field-dependent
systematic errors in A„, A„, and C~N, as determined from
the NRM and AFP data alone. In our experiment the ratio
between the data acquisition times for AFP and NRM was
3.0/7. 0. Because the field effects in these two modes act in
opposite directions, summing the AFP and NRM data cancels
out the field effects to a large extent, leaving residual errors
about 40% as large as those estimated for NRM and AFP
alone. After summing NRM and AFP data and combining the
results derived via the above two methods, the field-
dependent systematic errors for A„, A„, and Czz are taken
to be ~0.002, ~0.020, and ~0.008, respectively, indepen-
dent of angle in each case.

B. Spin-dependent removal of events by software cuts

The efficiency of the loose software cuts for selecting
np~dy events was only (87.6~1.4)% (see Sec. III D). Sys-
tematic errors will arise if removal of the events by these
cuts is spin dependent. In order to estimate the size of such
systematic errors, we also extracted np —+dy spin observ-
ables with a set of tight software cuts [see Figs. 2(a) —2(h)].
Only the neutron time-of-fiight (hence secondary beam en-

ergy) gate was left unchanged between the two sets of cuts.
We then compared the results corresponding to the tight cuts
to the results for the statistically independent events removed
upon going from the loose to the tight cuts. The summed g
value obtained by comparing these differences to zero is 26.7
for 24 points.
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Detailed comparisons suggest some possible small sys-
tematic differences between the loose- and tight-cut results,
and these are more likely due to spin-dependent removal of
events with the tight software cuts (efficiency =71%) rather
than with the loose cuts. (Although the background is some-
what higher with the loose cuts, the spin observables turn out
to be fairly insensitive to background subtraction errors. ) We
therefore feel the results extracted with the loose cuts are less
prone to spin-dependent errors than are the tight-cut results.
We take half of the observed rms differences (averaged over
the eight Pb-glass stacks) between the tight- and loose-cut
results to estimate the systematic errors due to the spin-
dependent removal of events by the loose cuts. The associ-
ated systematic errors for A, A~, and Czz are ~0.006,
~0.013, and ~0.019, respectively.

C. Normalization uncertainty in np elastic scattering C»
The absolute normalizations for all the polarization results

reported here are based on that determined for C~~ in np
elastic scattering in previous experiments [10,11] that uti-
lized the IUCF polarized neutron facility. The C~~ calibra-
tion in these earlier experiments is subject to an overall nor-
malization uncertainty of 6% [10], yielding overall
normalization uncertainties of ~3%, ~3%, and ~6%, re-
spectively, in A„, A, and CzN measured for np~dy.

D. Summary of systematic errors

Detailed estimates of other systematic errors are given in
Ref. [23].The total systematic errors in the relative angular
distributions for the np~dy spin observable results A„,A„,
and C~~, deduced by adding in quadrature those errors from
all sources studied, are no greater than ~0.007, ~0.024, and
~0.022, respectively, in any angle bin. The combined sys-
tematic errors are in all cases substantially smaller than the
statistical uncertainties. In addition to the systematic errors
mentioned above, the np~dy spin observable results A„,
A„, and Cz~ are also subject to overall normalization uncer-
tainties of ~3.2%, ~3.3%, and ~6.5%, respectively. These
errors are dominated by the np scattering C~~ calibration
uncertainty described above.

VI. CONCLUSIONS

Measurements of observables for the np —+dy reaction
can be used to test our understanding of various important
aspects of the strong interaction in the N-N system. In par-
ticular, both simple physical arguments and more sophisti-
cated theoretical calculations [2,6] have suggested that, in
the intermediate-energy range, the normal-component spin
correlation coefficient C~~(0) for this reaction is particularly
sensitive to electromagnetic currents in which the photon
couples explicitly to exchanged mesons (MEC's) or to inter-
mediate 6 resonances (IC's). This sensitivity has motivated
us to measure Czz(0) at T„=183 MeV, in order to provide a
quantitative test for theoretical calculations that incorporate
such effects. Our experiment represents the first measure-
ment ever made of two-spin observables in photodisintegra-
tion. While measuring CN~, we have also simultaneously
measured differential cross sections do./dA, and neutron and
proton analyzing powers A and A„.

Our results have been compared with recent theoretical
calculations, as well as with previous data for cross sections
and neutron analyzing powers. Our cross section results
agree well with previous measurements made in the last de-
cade. Our neutron analyzing power results also agree well
with the data obtained by Cameron et al. [3], but exceed
their statistical precision by a factor of 3.5. Most signifi-
cantly, our results are in excellent agreement with theoretical
predictions made (before our experiment) by Jaus and Wool-
cock, incorporating MEC and IC effects, as well as relativ-
istic corrections [6). The modifications to C~~ that arise
from the latter three ingredients are all considerable and are
all required in order to obtain the excellent agreement with
our measurements. The quantitative agreement found for all
measured observables signifies great recent progress in our
understanding of MEC, IC, and relativistic effects in the
N-N system. Similar theoretical calculations incorporating
MEC, IC, and relativistic effects by Schmitt and Arenhovel

[2] also agree well with our spin observable data, although

they overpredict the cross sections for Op, ~90 by
-20%.

In this experiment we have only measured the normal-
component spin correlation coefficient C~N. Other spin cor-
relation coefficients, such as CLt and Css (which have not
yet been measured), are also expected to be sensitive to MEC
and IC effects [2,6]. To provide further constraints on theo-
retical calculations, it is thus desirable to measure these ob-
servables with precision comparable to that obtained in the
present experiment. Measurements of tensor polarization ob-
servables for deuteron photodisintegration [2] would also be
helpful in identifying deficiencies in conventional theory
based on nucleon, meson, and isobar degrees of freedom.
The failure of such theories, which include only relatively
light mesons and only the A(1232) among nucleon reso-
nances, in reproducing the energy dependence of d(y, p)n
total cross sections at E~)500 MeV [5] makes it imperative
for future spin experiments (including additional C~~ mea-
surements) to explore an energy range above that of the

present experiment, where the conventional theory may be-

gin to break down. It will be a challenge to see whether
deuteron photodisintegration results over such a broad en-

ergy range can eventually be explained within the framework
of an extended conventional theory including additional me-
sons and nucleon resonances in the description, or whether a
more efficient treatment can be developed based on quark
degrees of freedom.
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