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Unique potentials for the elastic scattering of 350 MeV "Li from 2C and 2Si
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Differential cross sections for the elastic scattering of 350 MeV ’Li from '>C and 2Si have been measured.
The characteristics of the angular distributions are very similar to those of 318 MeV °Li scattering from the
same targets, with diffractive oscillations at the forward angles and smooth exponential falloff, attributed to the
dominance of far-side scattering, at the larger angles. The peak-to-valley ratios of the oscillatory structure are
similar to those for SLi, indicating that the "Li ground-state quadrupole moment has no discernible effect on
the cross sections. Like the °Li data, the "Li data define unique phenomenological optical-model potentials.
Double-folding model potentials calculated from fundamental nucleon-nucleon interactions also provide rea-

sonably good fits to the experimental data.

PACS number(s): 24.10.Ht, 24.50.+g, 25.70.Bc

I. INTRODUCTION

The elastic scattering of the stable isotopes of Li has been
a subject of study for several decades. At very low energies,
most of the angular distribution of the differential cross sec-
tions is dominated by Coulomb scattering [1]. With increased
beam energies, diffractive oscillations emerge [2,3]. These
diffractive oscillations are basically sensitive to only the tail
of the nuclear potential. Thus for the elastic scattering of
both ®Li and 7Li many families of optical potentials were
obtained, each providing equally good fit to the data [3].

Recent measurements of 210 and 318 MeV °Li elastic
scattering have provided unique ®Li-nucleus optical-model
(OM) potentials [4,5]. The dependence of these potentials on
the energy and the target mass has been derived. These
unique phenomenological OM potentials have provided a
firm basis for the evaluations of folding-model calculations.
Thus it was possible to compare directly the potentials gen-
erated by the folding calculations with the unique OM po-
tentials before any folding-model cross-section calculation is
made. It was found that the folded potentials were similar
both in magnitude and shape to the unique OM potentials.
Therefore attempts were made to fit the elastic scattering
data without any renormalization of these potentials, con-
trary to the practice at lower energies [3]. Indeed, it was
found that the folded potentials satisfactorily reproduced the
experimental cross sections.

For "Li, on the other hand, no unique OM potentials have
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previously been determined. Data for ’Li elastic scattering
were previously available up to a bombarding energy of 132
MeV [6-12]. Several families of ambiguous potentials have
been found to provide equally good fits to these data. Thus
"Li-nucleus OM potentials are still plagued with ambiguities
which limit our understanding of the 7Li-nucleus interaction.

We have, therefore, embarked on the investigation of
"Li elastic scattering at a higher energy, and report in this
paper our measurements of 350 MeV ’Li elastic scattering
from '2C and Si. Our goal was to determine unique
"Li-nucleus OM potentials, and compare them with the
®Li-nucleus potentials determined previously [5]. We wish to
study the effect of the extra neutron in ’Li and to obtain an
understanding of the perturbation it produces on the
®Li-nucleus OM potential. The results of this investigation
are expected to provide insight into potentials of other
neutron-rich projectiles, particularly unstable isotopes such
as °Li and ''Li.

Another interesting feature of ’Li is its large ground-state
quadrupole moment [13]. At low energies, this manifests it-
self in the diffraction region of the elastic scattering angular
distribution. It causes the oscillations to be strongly damped,
thus reducing the depth of the minima. A comparison of the
differential cross sections with those of Li should provide
an indication of the magnitude of this effect.

Folding-model calculations for "Li at lower energies have
required renormalization of the potentials [6,8,14,15]. Since
the present measurements are expected to provide unique
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OM potentials, it will be interesting to investigate whether
the elastic scattering data can be reproduced without renor-
malizing the folded potentials. If successful, it will eliminate
the problem of renormalization of Li-nucleus potentials,
which the nuclear physics community has been trying to un-
derstand for decades.

Various aspects of the investigation are outlined in the
sections that follow. Section II describes the experimental
procedure. Our experimental results are given in Sec. IIIL
Optical-model analyses of the data are presented in Sec. IV.
Section V discusses the folding-model calculations. Finally,
Sec. VI contains the summary and conclusions.

II. EXPERIMENTAL PROCEDURE

The experiment was performed at the National Supercon-
ducting Cyclotron Laboratory (NSCL) at Michigan State
University. A high quality 50 MeV/nucleon 'Li beam from
the K1200 cyclotron was focused at the center of a 40 cm
diameter scattering chamber. The uncertainty in the beam
energy was estimated to be ~ 1% from cyclotron parameters
and the A1200 analyzing system. The beam spot on target
was typically 1 mm wide by 3 mm high, as observed with a
scintillator located on a target ladder at the center of the
chamber.

Self-supporting targets of 0.494 and 31 mg/cm? natural
carbon (99% !'2C) and 0.233 and 5.8 mg/cm? natural silicon
(92% ?8Si) were used to make the measurements. In order to
optimize the energy resolution, the thin targets were used for
most of the measurements. Thick targets were only used for
measurements at the large angles where the cross section was
low. Overlap data taken with the thin and thick targets per-
mitted correction of errors in the thickness measurements of
the thin targets.

The scattered particles were analyzed with a quadrupole-
quadrupole-dipole-multipole (QQDM) magnetic spectrom-
eter. The entrance slits to the spectrometer subtended solid
angles ranging from 53 to 668 wsr, corresponding to angular
acceptance A# of 0.185° to 1.48°. The momentum focus
was corrected where necessary, in particular when the large
angular acceptance was used, by reconstruction of ion trajec-
tories near the nominal focal plane. Although the momentum
bite of the spectrometer was large (10% or 70 MeV in en-
ergy), the magnetic elements of the spectrometer were con-
tinually adjusted to maintain the elastically scattered ’Li par-
ticles at the center of the focal plane. This ensured that the
data were not subject to efficiency variations across the focal
plane.

At the focal plane, two resistive-wire proportional
counters provided the horizontal position and trajectory
angle of the scattered particles. Two ion chambers gave the
vertical position by means of the drift times. The second ion
chamber and a stopping plastic scintillator, by serving as
AE-E counters, provided particle identification. The plastic
scintillator also provided the event trigger.

The AE-E spectra showed clean separation between ’Li
and other particles of the same magnetic rigidity arriving at
the focal plane. A window around the "Li events was used to
gate the proportional counter spectrum, thus providing an
energy spectrum of ‘Li particles. In order to exclude acci-
dental AE-E coincidences from adjacent beam bursts, a cy-

clotron rf timing gate was also employed. The energy spectra
had typical energy resolutions of ~800 keV. This was suffi-
cient to resolve the ground and first excited states of both
targets.

The beam current was measured with two different Fara-
day cups. For laboratory angles >6°, a counter-bored re-
tractable Faraday cup attached to a fixed part of the chamber
was used. It subtended an angle of 3°. For the smaller
angles, a horizontal plate, moving with the spectrometer and
capable of measuring from 2° to 9°, was used. Sufficient
overlap data were taken with both cups to check the consis-
tency between the two Faraday cup measurements. All data
were written event by event onto magnetic tape for off-line
analyses.

During data acquisition, a sample of the data was ana-
lyzed on-line in order to monitor dead time, particle identi-
fication, position on focal plane, resolution, and statistics.
The dead time was monitored by feeding pulses to the focal
plane detectors at a rate proportional to the beam current and
processing them together with the real events from the de-
tectors. The real data were corrected by assuming the live
time to be the ratio of pulser events processed to those fed
into the system. The beam current ranged from ~1 to ~50
nA, depending on the angle of measurement, and it was con-
trolled to keep the dead time below 10% and pileup effects
minimal.

The criterion for each datum point was to obtain a statis-
tical accuracy of 2% or a maximum data acquisition time of
30 min. The angular position of the spectrometer could be
read to an accuracy of *£0.02°. After each beamline tune-up,
the angular offset of the beam with respect to the spectrom-
eter readout was determined by making small-angle elastic
scattering measurements on both sides of the beam axis. The
scattering angles were then corrected with any needed off-
sets.

The angular steps and angular acceptances of the mea-
surements were carefully chosen so that the shape of the
angular distribution is well defined. In particular, the narrow-
est slit (A6=0.185°) was used and measurements were
made in steps of ~0.25° in the diffraction region in order
that the depth of the minima are accurately determined. This
is necessary to provide information on the effect of the "Li
quadrupole moment. Observations at low energies indicate
that this effect tends to fill the minima.

II1. EXPERIMENTAL RESULTS

Differential cross sections for the '2C target were mea-
sured from 3° to 43° in the center of mass (c.m.). As can be
seen in Fig. 1, the data extend over almost eight orders of
magnitude. The angular distribution is characterized by lim-
ited oscillatory structure at the very forward angles, with no
evidence of Rutherford scattering. Beyond about 16° there is
a smooth exponential falloff of the cross sections, an indica-
tion of the dominance of far-side scattering. It is this region
of the angular distribution that is expected to determine the
unique OM potentials.

Data for the ?8Si target extend from ~3° to ~34° (c.m.)
and cover over seven orders of magnitude (see Fig. 2). This
angular distribution is also characterized by forward angle
oscillatory structure and smooth exponential falloff at the
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FIG. 1. Angular distribution of the differential cross sections for
elastic scattering of 350 MeV ’Li from 2C. The solid line repre-
sents the optical-model fit that provides the unique potential param-
eters listed in Table 1. The dashed line represents the folding-model
calculations. (See text.)

larger angles. The lowest cross section measured for 23Si
was 7 ub, while that for '>C was about 1 ub.

The statistical uncertainty of the data was less than 2% for
most of the angular range. For cross sections less that 1 mb,
slightly larger statistical errors were accepted, but they did
not exceed 10%. Combined uncertainties due to dead time
corrections, charge integration efficiency, target nonunifor-
mity, and beam spot variation on target were estimated to be
3%. These were added quadratically with the statistical error
to obtain the initial relative error. In addition, the uncertainty
in effective scattering angle due to uncertainties in angle
setting/readout and variations of beam direction during mea-
surements was estimated to be *=0.02°. This introduced an
additional error up to ~8%, depending on the slope of the
angular distribution, and was folded in quadratically to give
the total relative error. The total normalization (systematic)
error, due to uncertainties in target thickness, spectrometer
solid angle, target angle, and charge integration efficiency,
for each angular distribution was estimated to be ~10%.

The effect of the quadrupole moment of Li on the depth
of the diffraction minima was also investigated. In Fig. 3, we
plot the cross sections for "Li on 2%Si as a function of mo-
mentum transfer (solid dots). Also shown are the cross sec-
tions for ®Li+ ?8Si (squares). The data indicate that there is
no major difference in the depth of the diffraction minima.
Thus it may be concluded that the filling of the minima due
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FIG. 2. Same as in Fig. 1, but for 2Si target.

to the quadrupole moment of 7Li observed at lower energies
does not noticeably manifest itself at this energy, at least
within the accuracy of the data.

IV. OPTICAL-MODEL ANALYSIS

The OM analyses of the data were carried out with the
code ECIS79 [16]. The conventional nonrelativistic Schro-
dinger formulation of the elastic potential scattering was em-
ployed. Real and volume imaginary central potentials to-
gether with a Coulomb potential were included in the
analysis. The surface imaginary potential was initially omit-
ted because it provided no improvement in similar analyses
of ®Li elastic scattering at about the same energy per
nucleon. A spin-orbit potential was not included because no
analyzing power data were measured, and the differential
cross sections were found to be insensitive to the spin-orbit
interaction.

The potential used was

U(r)z Uc(rvrc)_ Vf(r’rO!aO)—inzf(r’rw »Ay), (1)

where f(r,r,,a,) is the Woods-Saxon form factor
{1+exp[(r—rA)*)/a,]} " and U.(r,r.) is the Coulomb po-
tential due to a uniform sphere with charge equal to that of
the target nucleus and radius r.A ,1/ 3.

The search program can be used to carry out searches on
any combination of the six parameters in order to minimize
x?, defined by
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FIG. 3. Differential cross sections for 350 MeV "Li (circles) and
318 MeV °Li (squares) elastic scattering from 2Si as a function of
momentum transfer.
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where N is the number of differential-cross-section data
points. o(#,)°* is the ith calculated cross section.
a(6,)" and Ao(#6;) are the corresponding experimental
cross section and its relative uncertainty, respectively.

Starting parameters were taken from the analyses of 318
MeV °Li elastic scattering [5]. Initial searches were carried
out on various combinations of two parameters. After the
lowest x? was reached, three-parameter searches were made.
The number of parameters in the searches was monotonically
increased until final searches were made on all six param-
eters. Once reasonably acceptable fits were obtained, the nor-
malization of the data was allowed to vary. No significant
improvement to the fit was obtained for either data set with
any change in normalization.

To verify that the best possible potentials were obtained,
grid searches were also made. Starting with the best values
of the six-parameter searches, the real potential was gridded
in 5 MeV steps while searching on the other five parameters.
Values of V covered in this grid search ranged from 30 to
500 MeV. The resulting x? values for 28Si are shown as the
solid line in Fig. 4. Since only a single minimum in y? was
obtained, it is concluded that the derived potentials are
unique for these data. The corresponding potentials are listed
in Table I. The fits to the data are shown as solid lines in
Figs. 1 and 2.
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FIG. 4. Variation of x? (left-hand scale) as a function of the
strength (V) of the real potential. The solid curve is for the full data
set, which selects the unique potential. The dashed curve is for the
truncated data set. The circles (right-hand scale) represent the vol-
ume integral per nucleon pair (Jz/7A).

In an ad hoc search for ambiguous families, the angular
distribution for the 28Si target was truncated by eliminating
the large-angle data. For data truncated to 13° (c.m.), a range
of potentials provided acceptable fits. There was no indica-
tion of a discrete set of ambiguous potentials. The resulting
x? values are shown as the dashed line in Fig. 4. The corre-
sponding volume integrals are indicated by the solid dots.
For the '°C truncated data, the y? values also remain con-
stant for values of V from 30 to 500 MeV. These results
suggest that any potential fits the truncated data and that the
truncated data are not capable of selecting either a unique or
discrete ambiguous potential. This is attributed to the fact
that the region of oscillatory structure is too limited. If a
larger angular range of oscillatory structure existed, the trun-
cated data would be expected to select discrete, ambiguous
potentials. The volume integrals of the potentials also do not
exhibit the step variations observed in Ref. [4]. They show a
smooth monotonic variation from V=30 to 500 MeV.

V. FOLDING-MODEL CALCULATIONS

Double-folded potentials for the real part of the
"Li-nucleus interaction were generated using the computer

TABLE I. Unique potential parameters from the OM fit.

1% r a,” W, re  a, JrlITA  X*IN
(MeV) (fm) (fm) (MeV) (fm) (fm) (MeV fm?)

2C 107.6 1.375 0.854 379 1.671 0.758 288 1.0

28S5i 147.8 1.228 0.894 50.7 1.519 0.800 257 3.3
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code FOLD [17]. The procedure followed the prescription
given by Satchler and Love [18], in which the folded poten-
tial can be written as

UF(R):deZJ drapi(ri)pa(ra)v(rn), (3)

where v(ry,) is the two-body nucleon-nucleon interaction,
and p; and p, are the distributions of the centers of mass of
the nucleons in the ground state of “Li and '>C or 28Si. The
50 MeV Franey-Love interaction [19] was adopted for the
nucleon-nucleon force. Woods-Saxon single-particle wave
functions were used to construct the density distributions
pi(ry) or "Li and p,(r,) of '2C and 2%Si in Eq. (3). The
geometry parameters for the Woods-Saxon well were
ro=1.25 fm and ao=0.65 fm. The strength V was adjusted
to give the known single-particle separation energies.

The calculated potentials were very similar to the phe-
nomenological unique potentials, in terms of both shape and
strength. Figure 5 shows the potentials deduced for "Li
+!2C. The dot-dashed line is the empirically determined
unique potential, while the dashed line represents the double-
folded real potential. The good agreement between the two
potentials (up to the strong absorption radius) clearly indi-
cates that the folding-model calculations generate reliable
scattering potentials. The large-angle elastic scattering cross
sections are obviously most sensitive to this region of the
potential. The folded potential for 28Si is slightly deeper than
the phenomenological one in the central region.

The folded potentials were used for the real part of the
interaction in calculations of 350 MeV 7Li elastic scattering
from '2C and 28Si. For the imaginary part a standard volume
Woods-Saxon form was adopted. Initial parameters for the
imaginary potential were obtained from the phenomenologi-
cal results. Searches were carried out on these three param-
eters to optimize the fit to the elastic scattering data. These
searches were carried out for different normalizations of the
folded potential strength. For the '?C target, optimum fits
were obtained for a normalization of N=1.00. However, the

28Si data showed a preference for N=0.86. The results of
the calculations are shown as dashed lines in Figs. 1 and 2.
The folding-model calculations seem to reproduce the data
almost as well as the phenomenological ones (solid lines in
Figs. 1 and 2). There seem to be slight deviations at the
largest angles. In the forward angle region for 28Si, the
folded potentials seem to predict a stronger diffraction pat-
tern than is observed in the experimental data.

VI. SUMMARY AND CONCLUSIONS

The elastic scattering of 350 MeV ’Li from '’C and
28Si has been investigated. Differential cross sections were
measured in fine angular steps with good angular resolution.
The data extend to 43° (c.m.) for '°C and 34° (c.m.) for
288 and they cover over seven orders of magnitude. Diffrac-
tive oscillations are only observed over a limited forward
angular range of the measurements. Smooth exponential
falloffs dominate the angular distributions at the larger
angles. The depth of the minima in the diffraction region are
very similar to those observed for °Li elastic scattering at the
same energy per nucleon. This is an indication that the effect
of the "Li quadrupole moment on the elastic scattering dif-
ferential cross sections observed at lower energies does not
manifest itself strongly at this energy.

The smooth exponential behavior of the large-angle cross
sections is attributed to the dominance of far-side scattering.
It is this region of the cross section that is important in de-
termining the unique potentials for the scattering. Unique
Woods-Saxon OM potentials for ’Li elastic scattering have
been determined for the first time. The volume integrals per
nucleon pair obtained for "Li agree within uncertainties with
those found previously for °Li. The strengths and geometry
parameters of the OM potentials are also very similar. This
provides verification that the extra neutron exhibits normal
behavior and does not cause any unusual perturbation of the
Li-nucleus potential such as expected for the neutron halo of
MLi. Truncating the data to the diffraction region does not
provide the discrete ambiguous potentials obtained at lower
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energies, and, in fact, is not effective in selecting any poten-
tial.

The double-folded scattering potentials calculated from
realistic nucleon-nucleon interactions provide potentials very
similar to the unique Woods-Saxon phenomenological OM
potentials up to the strong absorption radius. The two poten-
tials are identical for '?C in the interior region of the nucleus.
The folded potential reproduces the data as well as the phe-
nomenological potential. The folding calculations overesti-
mate the potential for 22Si which had to be normalized by
0.86 in order to fit the data. This discrepancy is not as yet
understood. It seems that folding-model calculations deterio-

rate with increase in target mass. A similar trend, but to a
smaller extent, was previously observed for SLi.
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