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All the vector and tensor analyzing powers of the p+d scattering have been measured at Eh =2.5 MeV

(F~ =5 MeV), where a calculation of the three-nucleon scattering state with an improved treatment of
Coulomb force has become available. Measurements have also been made at energies below and slightly above
the deuteron breakup threshold at Fh" = 3.34 MeV. The experimental data have small statistical errors ranging
from ~ 0.0004 to ~ 0.0008, and the uncertainties in the scale are less than 1%. The present data together with

our previous data on the cross section are compared with several Faddeev calculations based on a separable-
form nucleon-nucleon potential or on a realistic potential with Coulomb force being treated nearly correctly or
approximately. Disagreements between the calculations and the experiment are found not only in the cross
section and the vector analyzing powers A and iT» but also in the tensor analyzing powers T2l and T22.

PACS number(s): 25.10.+s, 24.70.+s, 25.45.De

I. INTRODUCTION
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Engineering,

Recent progress in incorporating realistic nucleon-
nucleon (NN) potentials [1,2] and three-nucleon (3N) forces
[3] in the Faddeev calculation of the 3N scattering state has
enabled the examination of various potential models in the
light of 3N observables. For the examinations with the p+ d
observables, however, a long-standing theoretical problem of
the correct treatment of the Coulomb force in the 3N scatter-
ing state still remains unsolved. A breakthrough in this re-
spect has been made by Berthold, Stadler, and Zankel [4]
who succeeded in treating the Coulomb force nearly cor-
rectly for the p+d scattering state at E~= 2.5 MeV, slightly
below the deuteron breakup threshold at 3.34 MeV. Although
their calculation is based on a simple separable-form NN
potential, it is of great use in discriminating the Coulomb
effects from the nuclear contribution in the cross section and
the analyzing powers of the p+ d scattering. In these circum-
stances, high-precision experimental data on the p+d scat-
tering at 2.5 MeV could provide valuable information on the
NN interactions through the detailed comparison with the
Faddeev calculations.

For the n+ d and the p+ d scatterings below 20 MeV, a
large discrepancy of about 25% between the experiment and
the calculation is well known to exist in A [5]. Improve-
ments of the calculation have been examined by modifying
the vector part of the NN potentials [6,7] or by introducing
3N forces [3,8], although no satisfactory explanation has
been obtained yet. Moreover, our previous work below 18
MeV [9] has revealed a discrepancy of the same order of
magnitude in the p+ d differentia cross section, which may
indicate a necessity of some improvement in the scalar part
of the NN potential also. Although a similar situation may be

expected for the tensor part of the NN potential, no detailed
comparison has been available between the experiment and
the calculation. For a consistent examination of all the parts
of the NN potential, it is very interesting to measure the
tensor analyzing powers with enough precision to see the
possible deviations of experimental results from the recent
calculations.

In this paper, we report on the precise measurements of
the vector analyzing power A~ of the p+d scattering at E„
= 2, 2.5, 3, and 4 MeV and of the vector and tensor analyz-

ing powers iT», T20, T2&, and T22 of the d+p scattering at
Eg = 5 and 6 MeV which correspond to the c.m. energies for
E = 2.5 and 3 MeV, respectively, in the case of proton
incidence. We have already reported the differential cross
section of the p+d scattering in this energy range [9].All
these data are compared with the nearly correct Coulomb
calculation [4] as well as with the calculations [10]based on
a realistic NN potential with the Coulomb force being treated
in a conventional approximation [11].

II. EXPERIMENT ON 2H(p, p) SCATTERING

The analyzing power AY of the H(p, p) scattering at 2—4
MeV was measured in a way similar to that adopted in our
previous experiment on AY at 5—18 MeV [9].

A. Experimental setup

A polarized proton beam from the Kyushu University tan-
dem accelerator was used to bombard the target deuterium
gas of up to 0.27 atm in a cylindrical cell placed in vacuum
in a scattering chamber (Fig. 1).The structure of the cell has
been described in Ref. [9].To reduce the angular spread of
low-energy particles due to the multiple scattering in the tar-

get cell windows, we adopted thin and low-atomic-number
foils, i.e., 2-p, m-thick and 4-p, m-thick aluminum foils for the
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FIG. 1. Plane view of the setup for the H(p, p) experiment in a
1-m-diam vacuum chamber. A proton beam polarimeter using the

p+ He scattering was placed at the beam dump. The Faraday cup
is divided into two parts to collimate the beam incident on the
polarimeter (FC1) and to measure the current passed through the
polarimeter (FC2).

beam entrance and the exit windows, respectively, and 1.5-
p, m-thick Mylar foils for the side windows.

Two particle counters were placed in the scattering cham-
ber synunetrically on the left and the right sides of the beam
axis to detect the scattered protons and the recoil deuterons
from the p+ d scattering. Each of the counters consisted of a
Si detector and a double-slit system consisting of a 2-mm-
wide vertical slit and a slit of a 6-mm-wide and 15-mm-high
aperture, located at 5 cm and 40 cm apart from the target
center, respectively.

The geometrical angular spread [full width at half maxi-
mum (FWHM)] defined by the slit system was ~ 0.49'. The
angular spread of the particles due to the multiple scattering
in the side windows of the target cell was estimated [12] to
range from ~0.14 for 3.8 MeV protons to ~0.96' for 0.7
MeV deuterons, and the angular spread of the proton beam
caused by the entrance window was calculated to be from
~0.37 at 4 MeV to + 0.74 at 2 MeV. The angular spreads
of the proton beam and the scattered particles caused by the
target gas were estimated to be several times smaller than the
spreads described above. The total angular spread was small
enough to enable the measurement of slowly varying angular
distribution of Ay without attenuation. The direction of the
beam axis was determined to ~0.1' as in Ref. [9], and the
counter angles were set within ~0.1'.

The polarization of the beam was measured throughout

the experiment by a p+ "He polarimeter placed at the down-
stream end of the scattering chamber (see Fig. 1). A part of
the beam passing though an aperture of 4 mm in diameter at
the bottom of the first Faraday cup was incident on the po-
larimeter target of 0.5 atm He gas, and was finally stopped
in the second Faraday cup. The beam charge in the second
Faraday cup was used to determine the beam polarization,

and the total beam charge was used to deduce the p+d
Ay. The He target cell of the polarimeter had a beam en-
trance window of a 4-p, m-thick aluminum foil and two side
windows of a 1.5-p, m-thick Mylar foil. Protons scattered by

the He target were detected by two counters placed sym-
metrically on the left and the right sides of the beam axis.

The counters were set at the angle where the p+ He Ay
takes the maximum value.

The present polarimeter measures the polarization of a
part of the incident beam. It was confirmed from the calcu-
lation that the possible variation of the beam polarization
across the beam profile at the deuterium target was com-
pletely smeared out at the polarimeter target by the multiple
scattering of the beam at the entrance and the exit windows
of the deuterium target cell. Hence, the polarization mea-
sured by the polarimeter was considered to a good accuracy
to be equal to the average polarization of the incident beam.

Moreover, since the same setup was used both in the p+ d
experiment and in the polarimeter calibration experiment, the
spatial variation of the beam polarization, if present, was

expected to cause no influence on the measured p+ d Ay.

B.Analyzing power of the proton beam polarimeter

To evaluate Ay of the proton beam polarimeter, experi-

mental asymmetries (p A~) in the p+ He scattering were
measured simultaneously by the polarimeter and by the setup

for the p+ d experiment in the scattering chamber (upstream
setup) with helium gas in place of deuterium gas. The beam
energy was set to be 2.00, 2.50, 3.00, and 4.00 MeV at the
center of the upstream target.

First, by using the upstream setup as a monitor for the
beam polarization (p ), the relative angular distribution of
the polarimeter Ay was measured to find the angle of the
maximum Ay. Next, the polarimeter counters were set at the
angle of the maximum Ay to monitor the beam polarization,

and the relative angular distribution of the p+ He Ay around
its maximum was measured by the upstream setup within a
statistical accuracy of 0.3%. The measured angular distribu-
tion was found to be well reproduced by any of the three sets
of the phase shifts which have been reported independently
for the p+ He scattering in the energy ranges of 0 ~F~~ 5
MeV [13],0 ~E„~ 18 MeV [14],and 1.1 ~E„~ 2.15 MeV
[15]. The maximum AY values in the angular distribution
calculated from the three sets of the phase shifts agreed well

with each other, especially near 2 MeV where the p+ He
A takes the theoretical limit of A =1 [16].The maximum
difference among the calculated values was 0.6% at 3 MeV.
Finally, by normalizing the measured relative Ay to the val-
ues calculated from the phase shifts in Ref. [13], we deter-
mined the polarimeter A, which was higher than 0.901 for
the beam energies of 2—4 MeV. From the uncertainties in the
phase shifts adopted and the statistical errors in the measure-
ment above, the uncertainty in the polarimeter Ay was esti-
mated to be within 1% at 3 MeV and within 0.7% at the
other energies.

C. Experimental procedure

Both the scattered protons and the recoil deuterons from

the H(p, p) scattering were measured in the laboratory an-
gular range of 16 —52 at intervals of 2 . The c.m. angular
ranges of 23.9 —75.2' and 148 —76' were covered by the
proton and the deuteron measurements, respectively. The
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proton and the deuteron counts were obtained by integrating
the energy spectra around the respective peaks in the same
manner as described in Ref. [9].The integration range for a
peak was typically the full width at 1/20 maximum. By
changing the integration range, the background contribution
to AY was found to be +.0.0001 or less, and was neglected in
the final results.

The beam intensity of typically 150 nA and the target gas
pressure of up to 0.27 atm were controlled so as to keep the
counting rates in the counters below 6X10 counts/sec,
which caused a dead time of 2.5% in the counting system.
The dead time correction to A was negligibly small. More
than 4X10 counts of the protons and the deuterons were
accumulated at every angle.

The direction of the beam polarization was Aipped up-
ward and downward every 10 sec by reversing the magnetic
field strength in the spin filter of the ion source. The beam
polarization was measured by the beam polarimeter within a
statistical accuracy of 0.3% in every experimental run of
15—30 min measurement, and was typically 0.79 and 0.55
for the spin-up and spin-down beams, respectively.

At each ang18, two p+d AY values were obtained inde-
pendently from the measurements by the left and the right
counters as in Ref. [9].The values, after being confirmed to
agree with each other within statistical fluctuations, were av-
eraged to give the final AY.

III. EXPERIMENT ON H(d, d) SCATTERING

The vector and tensor analyzing powers of the H(d, d)
scattering at 5 and 6 MeV were measured using a polarized
deuteron beam from the Kyushu University tandem accelera-
tor.

A. Experimental setup

Different setups were used for the measurements in the
three angular ranges of 7 «Hl, b«16', 16 «8&,b«27', and
27 «8&,b«45'. The measurements in the backward and
middle angular ranges were made with the same target cell as

used in the H(p, p) experiment. The forward-angle mea-
surement was carried out with a specially designed target cell
having a horizontally wide exit window (4-p, m-thick alumi-
num foil) through which both the beam and the scattered
particles came out. In all the angular ranges, two counters
were placed symmetrically to the left and the right of the
beam axis. Since the recoil deuterons are emitted within

8&,b«30', counter telescopes each consisting of a 30-
p, m-thick Si AE detector and a 450-p, m-thick Si E detector
were used to separate the deuterons from the scattered pro-
tons in the forward and middle angular ranges. In the back-
ward angular range, only the E detectors were used to detect
the protons. The counters were equipped with double slits at
the same positions as described in Sec. II A. The widths of
the front vertical slits were 3 mm and the apertures of the
rear slits were 4 mm in width and 10 mm in height for the
middle angular range. The front-slit widths were reduced to 2
mm in the forward angular range, considering high counting
rates in the counters. In the backward angular range, the rear
slit apertures 1.5 times as large both in width and in height

were used to approximately equate the c.m. solid angles for
the protons to those for the deuterons in the middle angular
range.

The deuteron beam polarization was measured throughout
the experiment with a polarimeter [17]placed downstream of
the scattering chamber. The polarimeter used Tzp(0 ),
Tz&(150'), and iT»(127.5') of the He(d, p) reaction. For
the present low-energy experiment, the window foils of the
polarimeter target cell were 2.2-p, m-thick Havar foils.

B.Analyzing powers of the deuteron polarimeter

The absolute value of Tzp(0') of the He(d, p) reaction
takes the maximum value at Ez = 5.6 MeV. The polarimeter
analyzing power Tzp(0') at this energy was determined using

the '60(d, n&)
' N(0+) reaction whose tensor analyzing

powers are theoretically known [18] as A
~ Y

= —2,
A =A&&( = Tzp/Q2) = 1. To cope with the small cross sec-
tion of the isospin forbidden ' O(d, a, ) reaction, the target
was made thick as long as the multiple scattering in the tar-
get and the target cell windows did not cause harmful back-
grounds in the u spectrum. The oxygen target gas of 0.2 atm
was sealed in a cylindrical cell of 22 mm in diameter having
4-p, m-thick aluminum foils for the beam entrance and the
exit windows and 1.5-p, m-thick Mylar foils for the side win-
dows. The left and right counters had 50-p, m-thick Si detec-
tors to separate the u particles from the deuterons. The
(d, u&) reaction cross section was about 0.7 mb/sr at Ez
=6.1 MeV and 8»b = 35, and about 2X10 counts of u
particles from the reaction were accumulated in a day. The
linearly interpolated background for the n& peak was about
0.3%. From the simultaneous measurements of the beam po-

larization tzp using the ' O(d, n&) reaction and of the polar-
imeter asymmetry t20T20, the polarimeter T20 at Eq = 5.6
MeV was determined. After the corrections for the depolar-
ization effects in the ion source described below, the value
was —1.255 with an overall accuracy of ~ 0.5%.

The energy dependence of the polarimeter Tzp(0') at Fz
= 4—6 MeV was determined by referring to the reported

values of Tzp(0') for the He(d, p) reaction by Griiebler

et al. [19]To measure Tzp(0') of the He(d, p) reaction, a
setup consisting of a He gas target, a Faraday cup for the

d beam, and a counter telescope for protons at 0 were in-
stalled in the scattering chamber. The counter telescope had
the same angular acceptance as that in Ref. [19].The asym-
metry tzpTzp(0 ) in the setup and that in the polarimeter were
measured alternately for the same beam polarization t2o in
the energy range of 4—6 MeV. From the ratio of the asym-
metric s and the reported T20 values, the polarimeter
Tzp(0') was evaluated within an accuracy of ~0.3% not
including the uncertainty of ~1% in the reference values.
The polarimeter Tzp(0') at 5.6 MeV thus evaluated was

0.3% larger than the value determined from the ' O(d, a&)
reaction. Hence, all the evaluated values were reduced by
0.3%.

The polarimeter analyzing power Tz&(150') at 4—6 MeV
was determined from the ratio of the asymmetries in the
polarimeter, tz, Tz, (150')/tzpTzp(0'), and the polarimeter
Tzp(0') described above. The ratio of the beam polarizations
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FIG. 2. Present data (solid circles) and previous data [19](open

circles) for A~ of the H(p, p) scattering at E„=2.5 MeV.

FIG. 3. Present data (solid circles) and previous data [19] (open

circles) for Tzz of the H(d, d) scattering at Ed = 5 MeV.

tzt/tzo depends sharply on the angle P between the beam
polarization axis and the beam axis. First, the electric field
strength of the spin precessor in the ion source was calibrated
in P by observing two tzo ——0 points at P=54.7' and
125.3'. Next the asymmetry ratio was measured at the set-
tings of P = 20', 45', 70', and 90'. From these data and
the P dependence of the tz& /tzo ratio, the ratio of
Tz&(150')/Tzo(0') was determined within a statistical accu-
racy of ~0.4%. In this procedure, the reproducibility of P
was found to be within ~0.3'.

The ratio of i T»(127.5')/Tzo(0 ) at 4 —6 MeV was deter-
mined within a statistical error of 0.3% from the ratio of
the polarimeter asynunetries, it»iT»(127. 5')/tzoTzo(0')
measured at P= 90', using the equality relation between the
vector and tensor polarization in the Lamb-shift polarized-
ion source.

Both in the polarimeter calibration and in the p+d ex-
periment, the ion source setting for the deuteron magnetic
substate was cyclically changed over m = 1, 0 and —1 at
intervals of 10, 20, and 10 sec, respectively. The polariza-
tions in the substates were slightly different to each other.
The difference caused in the spin-filter section in the ion
source was estimated from the resonance curve of the beam
intensity against the magnetic field in the spin filter. The
difference caused by the depolarization in the subsequent
charge-transfer section was evaluated according to the for-
mulas in Ref. [201. The corrections to the beam polarization
due to the former and the latter effects were within ~0.3%
and ~2%, respectively. The corrections to the analyzing
powers were less than ~0.2%, since the asymmetries were
measured simultaneously by the polarimeter and by the up-
stream setup for the same beam polarization.

The total uncertainties in the polarimeter Tzo(0'),
Tz~(150'), and iT&&(127.5') determined in the energy range
of 4 —6 MeV were estimated to be within 1% which mainly
came from the errors of the reference values [19].

C. Experimental procedure

The angular distribution of the H(d, d) scattering was
measured by detecting the scattered deuterons at 0&,b=7

27'(0, =21' —92') and the recoil protons at t9&,b=7'—
45'(9, = 166' —90'). To measure the whole analyzing

powers iT», Tzo, Tz&, and Tzz of the H(d, d) scattering, the
following three spin directions were chosen: (a) P=O', (b)
P =45', both with the beam polarization axis in the reaction
plane, and (c) P = 90' with the beam polarization axis along
the normal (y) to the reaction plane. The setting of the azi-
muthal angle P between the reaction plane and the plane
normal to the beam polarization axis was checked by simul-
taneously measuring the beam polarizations p and

pY(=2it»/Q3) which vary as cosP and sing, respectively.
The setting error in P was within ~ 1', which caused neg-
ligibly small contribution to the final results. The analyzing
powers T2o, T2&, and iT» were measured with the spin di-
rections (a), (b), and (c), respectively, and Tzz was evaluated
from the measurements with the directions (a) and (c).

Using the beam polarimeter, the tensor and the vector
polarization of the beam was determined within a statistical
accuracy of 0.5%%uo in each experimental run. The beam polar-
ization observed was typically 0.70.

More than 2X10 counts of the scattered deuterons and
the recoil protons were accumulated at every angle adopted.
The beam intensity and the target gas pressure, which were
less than 300 nA and 0.27 atm, respectively, were so con-
trolled as to keep the counting rate below 6X 10 counts/sec,
which caused a dead time of 2.5% in the counting system.
The dead time corrections were less than 0.0005 for T20 and

T», and were negligibly small for i T» and T» .

IV. EXPERIMENTAL RKSIjLTS

High-precision data on A (8) of the p+ d scattering were
obtained in the angular range of 0, = 23.9 —148 at Eh
2.00, 2.50, 3.00, and 4.00 MeV. The typical statistical error
in A was 0.0005, including the statistical error in the
beam polarization measurement. The error in the scale of
A was estimated to be within 1% at 3 MeV, and within
~ 0.7% at the other energies.

Precise data on the analyzing powers of i T»( 0),
Tzo( 0), Tz, ( 6), and Tzz( 8) of the p +d scattering were also
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taken in the angular range of 0, =21'—166' at Ed"=5.00
and 6.00 MeV, i.e., at the same c.m. energies as E""=2.50
and 3.00 MeV, respectively. The typical statistical errors
ranged from ~0.0004 for iT» to ~0.0008 for T2p. The
scaling errors of the analyzing powers were estimated to be
within ~ 1%.

The present data at E&=2.5 MeV and at Ed=5 MeV have
much higher statistical accuracy than previous ones [21]
though both data agree with each other, as typically seen in
Figs. 2 and 3. The present data are also in good agreement
with the similarly accurate data taken at E~=3 MeV and at
E„=6MeV [22].

The high statistical accuracy of the present data was due
mainly to the use of high-intensity polarized beams together
with high-pressure gas targets. The latter was realized by
adopting high-tensile, thin, and low-atomic-number foils for
the target cell windows.

The accuracies in the scales of the analyzing powers have
also been improved by the careful calibrations of the beam
polarimeters with high statistical accuracies. The scaling er-
ror of A~ mainly came from the uncertainty in the p+ He
phase shifts adopted [13], and those of iT~~(8), T2p(8),
T2, (6I), and T22 largely from the reported error in the energy

dependence of T2o(0') for the He(d, p) reaction [19].

V. COMPARISON WITH FADDEEV CALCULATIONS

The present experimental data on the p+d analyzing
powers and our previous data on the p+d differential cross
section in the same energy range [9] were compared with six
kinds of Faddeev calculations, which are hereafter denoted
by PEST.exC, PEST.apC, PEST.noC, Paris. apC, Paris. noC,
and modLS. apC, according to the NN potentials used and the
Coulomb force treatments employed. The first three calcula-
tions were performed by Berthold, Stadler, and Zankel [4]
using the PEST16 potential which is a rank-1 separable-form
potential obtained from the Paris NN potential. In PEST.exC,
the Coulomb force was treated nearly correctly by replacing
the two-body Coulomb t matrix in the three-body formalism
by the Coulomb potential [4]. In PEST.apC, the Coulomb
force was treated approximately in the manner proposed by
Doleschall etal. [11], who replaced the p+d scattering
amplitude by the sum of the p+ d Rutherford amplitude and
the n damplitud-e (calculated in the three-body formalism)
having the Coulomb phases of p+d two-body scattering.
The Coulomb force was switched off in PEST.noC. The re-
maining three calculations were made using the code by
Takemiya [10].The original form of the Paris potential was
used in Paris. apC and Paris. noC. The Coulomb force was
treated approximately in the former and switched off in the
latter. In modLS. apC, a NN potential obtained by enhancing
the short-range (-1.5 fm) part of the LS force in the Paris
potential [7] was adopted and the Coulomb force was in-
cluded approximately.

In (a) of Figs. 4—9, the experimental results (solid circles)
at E~=2.5 MeV (Ed =5 MeV) are compared with PEST.exC
(solid curves), PEST.apC (dashed ones), and PEST.noC (dot-
ted ones). In (b) of Figs. 4—9, modLS. apC (solid curves),
Paris. apC (dashed ones), and Paris. noC (dotted ones), are
shown together with the same experimental data. In (c) of
Figs. 4—9 the experimental results at the other energies are
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FIG. 4. Differential cross section of the H(p, p) scattering at

E„=2—4 MeV [5].The experimental errors are within the sizes of
the data points. The curves are the results of the Faddeev calcula-
tions described in the text. The curves in (a) represent PEST.exC
(solid line), PEST.apC (dashed line), and PEST.noC (dotted line)

[4].The curves in (b) and (c) are modLS. apC (solid line), Paris. apC
(dashed line), and Paris. noC (dotted line) [6]. Note that the solid
and dashed curves in (b) and (c) almost coincide.
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FIG. 5. AY of H(p, p) scattering at E = 2.5 MeV. The curves
in (a) represent PEST.exC (solid line), PEST.apC (dashed line), and
PEST.noC (dotted line) [4]. The curves in (b) and (c) are
modLS. apC (solid line), Paris. apC (dashed line), and Paris. noC
(dotted line) [6].

compared with modLS. apC (solid ones), Paris. apC (dashed
ones), and Paris. noC (dotted ones). One can see the compari-
son between PEST.exC and the precise experiment at
E„=3MeV (Fd=6 MeV) in Ref. [22].

If the PEST16 potential is equivalent to the original Paris
potential, PEST.apC and PEST.noC [dashed and dotted

FIG. 6. The i T» of the H(d, d) scattering at Fd = 5 and 6 MeV.
The curves in (a) represent PEST.exC (solid line), PEST.apC
(dashed line), and PEST.noC (dotted line) [4].The curves in (b) and
(c) are modLS. apC (solid line), Paris. apC (dashed line), and
Paris. noC (dotted line) [6].The solid and dashed curves in (b) and
(c) almost coincide.

curves in (a)] should coincide with Paris. apC and Paris. noC
[dashed and dotted ones in (b)], respectively. The two poten-
tials give almost the same results for the cross section (Fig.
4), while different results are seen in the analyzing powers
(Figs. 5—9).

It is highly desired to compare the experiment with a cal-
culation based on the Paris potential together with the exact
treatment of the Coulomb force (i.e., Paris. exC). Although
Paris. exC has not been carried out yet, the following rela-
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FIG. 7. Tpp of the H(d, d) scattering at Ed ——5 and 6 MeV. The
curves are the same as those in Fig. 6.

FIG. g. Tz& of the H(d, d) scattering at E„=5 and 6 MeV. The
curves are the same as those in Fig. 6.

tions may give a semi quantitative measure for the calcula-
tion:

Paris. exC= Paris. noC+ (PEST.exC —PEST.noC), (I)

Paris. exC= Paris. apC+ (PEST.exC —PEST.apC). (2)

A. Differential cross section

Figure 4(a) shows that the differential cross section of the
p+d scattering at E~ = 2.5 MeV is fairly well reproduced
by PEST.exC, though the calculation is slightly above the
experiment in the whole angular range. It is seen from the

comparison of PEST.exC with PEST.noC that the cross sec-
tion at 0, &30' is dominated by the Rutherford scattering
while the Coulomb effect is very small at
80 &0, (115 . At 115 &0, &150, PEST.apC almost
coincides with PEST.exC. From the relations (I) and (2),
Paris. exC is expected to be almost equal to Paris. noC at
80 &0, &115' and to Paris. apC at 115 (0, &150 . As
seen in Fig. 4(h), the experimental results differ from
Paris. noC at 80 (0, ~ 115 and from Paris. apC at
115'(0, (150 . The difference is 5—10 Vo, which is not
very small compared with the well-known difference of 20—
30 Vo in AY. A similar difference may be expected between
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FIG. 9. T2z of the H(d, d) scattering at F.„=5 and 6 MeV. The
curves are the same as those in Fig. 6.

the experiment and Paris. exC. This indicates that some im-
provement may also be necessary in the scalar part of the
NN potential, although the true difference should be con-
firmed by the actual Paris. exC calculation. Figure 4(b) shows
that Paris. apC and modLS. apC give almost the same cross
section, implying that the modification in the LS potential
has very small effect on the prediction of the cross section.

Differential cross sections at E„= 2, 3 and 4 MeV are
shown in Fig. 4(c). Paris. noC and Paris. apC around 115'
may be expected to be close to Paris. exC, as in the case at
2.5 MeV. As the energy increases from 2 to 4 MeV, the
differences between the experiment and the two calculations
around 115 become small, and Paris. apC comes close to the

experiment in the whole angular range. Paris. exC may also
be expected to become close to the experiment at 4 MeV. It
has been reported [9], however, that Paris. apC falls below
the experiment at above 12 MeV and that the energy-
dependent difference between the experiment and Paris. apC
may not fully be attributed to the approximation for the Cou-
lomb force.

B.Vector analyzing powers A~ and iT~~

As seen in Fig. 5(a), the Coulomb force enhances the A

value at around 30' and PEST.exC agrees well with the ex-
periment. The Coulomb effect is large around the AY maxi-
mum near 100', where the effect on the cross section is very
small. Around the AY maximum, a large discrepancy is seen
between PEST.exC and the experiment. An even larger dis-
crepancy is expected between the possible Paris. exC and the
experiment from relations (1) and (2), because the Paris. noC
(Paris. apC) in Fig. 5(b) predicts lower value for the A maxi-
mum than PEST.noC (PEST.apC) in Fig. 5(a). The existence
of the discrepancy around the A~ maximum has been well
known for N+ 0 scattering below about Fz = 20 MeV [5].
The origin of the discrepancy has been searched for by as-
suming charge independence breaking in nuclear interactions
[6], by modifying the LS part of the NN potential [7], or by
introducing a three-nucleon force [3,8]. As seen in Fig. 5(b),
the modification of the LS potential (modLS. apC) increases
the AY value in the whole angular range.

Figure 5(c) shows AY at F~ = 2, 3, and 4 MeV. As the

energy increases from 2 to 4 MeV, modLS. apC becomes
close to the experiment in the whole angular range. It has
been pointed out in our previous paper [9] that the AY maxi-
mum predicted by modLS. apC agrees with the experiment at

E~ = 5—10 MeV. However, it becomes smaller than the ex-
periment at above 12 MeV if the same modified-LS potential
is used. Some other refinement on the vector part of NN
potentials is necessary.

The bump of iT&& at around 30 in PEST.exC is too high
as seen in Fig. 6(a). However, since Paris. apC (Paris. noC) in

Fig. 6(b) is fairly below PEST.apC (PEST.noC) in Fig. 6(a)
around 30', Paris. exC is expected from relations (1) and (2)
to come close to the experiment. Around the iT» maximum
near 105, however, a large discrepancy between the experi-
ment and Paris. exC is expected because Paris. exC would be
a little below Paris. apC [relation (2)].The modification in the
LS potential increases the iT» value in the whole angular
range as in the case for A~ . However, the difference between
modLS. apC and the experiment for the iT» maximum is
slightly larger than that for the A~ maximum. This might
indicate that somewhat different features of the nuclear in-
teraction can be detected in the two vector analyzing powers

Ay and iT)).

C. Tensor analyzing powers Tzo, Tzz, and Tzz

The modification in the LS potential has essentially no
effects on all the tensor analyzing powers, as seen in (b) and

(c) of Figs. 7—9 where Paris. apC and modLS. apC almost
coincide with each other in the whole angular range.

PEST.exC and PEST.apC give nearly the same results for
the deep dip of T2o at around 20'[Fig. 7(a)], and the experi-
mental depth is reproduced well by the Paris. apC [Figs. 7(b)
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and 7(c)]. This may suggest that the dip will be well repro-
duced by Paris. exC. At backward angles of 8, &130',
Paris. exC is also expected to give correct Tzo values because
the difference between the experiment and Paris. apC
(Paris. noC) is roughly equal to that between PEST.exC and
PEST.apC (PEST.noC).

Coulomb effect is large in Tz& as seen in Fig. 8. The
difference between the experiment and Paris. apC at
0, ~130', shown in Figs. 8(b) and 8(c), is expected to be
reduced if the Coulomb force is treated correctly. Around the

Tz& maximum at 110', however, Paris. exC may overestimate
the experimental peak height at Fd = 5 and 6 MeV.

PEST.exC and PEST.apC give nearly the same results for
Tzz in the whole angular range as seen in Fig. 9(a). lt is
considered, therefore, that the difference in Tzz around
110' between the experiment and Paris. apC [Figs. 9(b) and

9(c)], cannot fully be attributed to the approximate treatment
of the Coulomb force.

It is very interesting to see whether the difference between
the experiment and Paris. exC suggested for Tz& and T&z at
around 110' really exists. The difference, if confirmed, may
indicate the necessity to improve the tensor part of the Paris
NN potential.

VI. SUMMARY AND CONCLUSION

The vector and tensor analyzing powers of the p+d scat-
tering have been measured precisely at F„=2.5 MeV (Fd =
5 MeV), where the Coulomb force has been treated nearly
correctly in a p+d Faddeev calculation. The measurements
have also been made at E„=2, 3, and 4 MeV, and at Ed =
6 MeV. The high accuracies of the present data have enabled
the unambiguous comparison between the experiment and
the calculations below and slightly above the deuteron
breakup threshold.

The present data on the analyzing powers and our previ-
ous data on the differential cross section in the same energy
range [9]have been compared with the Faddeev calculations
based on a separable-form NN potential with the nearly cor-
rect treatment of the Coulomb force (PEST.exC) and those
based on the original or the LS-modified Paris NN potentials
with the approximate treatment of the Coulomb force
(Paris. apC and modLS. apC). Although a Faddeev calculation
based on a realistic NN potential, e.g., the Paris potential,
with the correct treatment of the Coulomb force (Paris. exC)
has not been performed yet, we can infer to some extent its
possible prediction from the combinations of the above cal-
culations.

A discrepancy between the experiment and the inferred

Paris. exC is considered to exist in the p+ d differential cross
section around 115' at E„= 2.5 MeV. The discrepancy
seems to be energy dependent as has been suggested already
in our previous work [9]. The large disagreement in A~
around its maximum near 115 between the experiment and
the calculation has been well known for N+ d scattering be-
low 20 MeV. In the present low-energy range the disagree-
ment is also confirmed to exist. A similarly large disagree-
ment of slightly different character is recognized for i T» at
Ed = 5 and 6 MeV. Moreover, it is pointed out in the present
work that the tensor analyzing powers T&& and Tzz around

0, =115 are expected to disagree with the Paris. exC.
Hence the disagreements seem to exist in all the scalar, the
vector, and the tensor observables of the p+ d scattering be-
tween the experiment and the calculation based on the real-
istic NN potential with the exact treatment of the Coulomb
force (Paris. exC).

It should be investigated whether the disagreements can
be reduced by improving the NN potential or by introducing
some reaction mechanisms neglected so far in the calcula-
tion. It is also interesting to see whether the scalar, vector,
and tensor parts of the NN potential has to be improved
individually or if there is one missing term responsible for all
the kinds of discrepancies. As an example in the former
viewpoint, the modification in the LS potential by Takemiya
[7] has been successful in reducing the discrepancies in the
vector analyzing powers. However, the discrepancies in the
cross section and the tensor analyzing powers remain un-

changed. As for the latter trial, it has been reported that the
inclusion of a 2~-exchange 3N force even enlarges the dis-
crepancy in A P], though the 3N force of the same kind
has been effective to reproduce the 3N binding energy [23].
Further theoretical attempts are desired together with the im-
proved treatment of the Coulomb force below and above the
deuteron breakup threshold.

To systematically investigate the energy dependence of
the discrepancies in the tensor analyzing powers, precise ex-

periments on the d+ p scattering at higher energies are also
necessary.
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