
PHYSICAL REVIEW C VOLUME 51, NUMBER 5 MAY 1995

C elastic scattering above the A resonance
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Systematic measurements of m elastic scattering on C above the A-resonance region are
reported. The diff'erential cross sections were measured at 610, 710, 790, and 895 MeV/c over
an angular range from 5' to 50 . The obtained data were compared with the first-order optical
potential model. In the forward region, agreement with the calculation increases with the incident
momentum. In the backward region, however, the calculation underestimates the data. The total
cross section was extracted, and its energy dependence shows that the efFect of Fermi averaging is
important.

PACS number(s): 25.80.Dj, 24.10.Ht

INTRODUCTION

Recent theoretical studies suggest the possibility of
using pions in the GeV/c region as a probe to investi-
gate nuclear structures. The pion-nucleon interaction is
very strong (200 mb for 7r+p, 70 mb for vr p) in the 4-
resonance region. As the incident momentum increases,
the pion-nucleon cross section decreases and becomes 20—
40 rnb in the GeV/c region. Thus, the pions are sup-
posed to be very transparent above the A-resonance re-
gion. Moreover, the elementary amplitude becomes for-
ward peaked. Accordingly, the reaction process itself is
also supposed to be simple.

In this energy region, pion elastic-scattering data
on C and Ca at 800 MeV/c were measured at
Brookhaven National Laboratory (BNL) [1]. The data
have been qualitatively reproduced by a momentum-
space calculation. However, the calculation underesti-
mates the absolute magnitude of the experimental cross
section. The discrepancy is larger than the absolute nor-
malization error of the experiment.

Stimulated by these data, many theoretical investiga-
tions concerning pion-nucleus reactions in the GeV/c re-
gion have been carried out based on the optical poten-
tial model [2,3], Glauber theory [2,4,5], and the eikonal
model [3]. These theoretical calculations have more or
less agreed with each other and have underestimated the
BNL data. In order to explain the difFerence, higher-
order nuclear efFects, such as nuclear correlation and. pion
absorption, have been taken into account. However, the
discrepancy in the forward angles is still not fully under-
stood [2].

In order to explain this discrepancy and to further ex-
plore the efFectiveness of pions as a probe to investigate
nuclear structures, we need to understand the reaction
process both precisely and systematically. As for the ex-

perimental side, there have been only a few pion scatter-
ing data in this energy region: the BNL data on C and
4 Ca at a pion incident momentum of 800 MeV/c (673
MeV kinetic energy) [1] and the LAMPF data at 400 and
500 MeV in kinetic energy [6]. This is because we need
a high-resolution spectrometer for both beam and scat-
tered particles in order to separate the elastic scattering
from the inelastic scattering.

Here, we report on our systematic measurements of
pion elastic scattering from C at incident momenta of
610, 710, 790, and 895 MeV/c using a newly constructed
Superconducting Kaon Spectrometer (SKS) [7]. The SKS
provides us with a unique opportunity to carry out nu-
clear spectroscopy using meson beams in the GeV/c re-
gion. Ihe main purpose of this experiment is to obtain
systematic data on 7t — C elastic scattering above the
A-resonance region with well-controlled systematic er-
rors. The incident momenta were chosen so as to inves-
tigate the effects of ¹'s(1440, 1520, 1535, 1680, . ..) in
the pion-nucleus scattering.

In Sec. II we describe the experimental apparatus while
emphasizing the experimental setup and procedure spe-
cific to the elastic-scattering measurement. The proce-
dures used to deduce the cross sections are explained in
Sec. III. In Sec. IV we examine the reliabilities of our
data, and compare the data with the first-order opti-
cal potential model calculation. A summary is given in
Sec. V.

ZZ. EXPERIMENTAL APPARATUS

The experiment was performed in the North Experi-
mental Hall of the KEK Proton Synchrotron (PS) using
the SKS. The negative pion beam momenta were 610,
710, 790, and 895 MeV/c. Figure 1 shows a schematic
view of the experimental setup.
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pressure freon gas Cerenkov counter (p,GC) placed at the
target position. The results given in Table I are consis-
tent with the results of DECAY TURTLE [8]. The third col-
umn in the table represents the number of muons having
a momentum above the threshold. Since the pGC is sen-
sitive to muons with a momentum above the threshold,
the simulated total number of muons (the last column in
the table) was used to normalize the pion flux.

Four sets of drift chambers (BDC1—4), of +2.5 mm
cell size were installed upstream and downstream of the
QQDQQ system. The BDC's measured the beam tra-
jectory with a position resolution of cr —250 pm. The
momentum of the 7t was obtained particle by particle
using a third-order transport matrix. To calibrate the
beam spectrometer and the SKS, the beam momentum
was also measured. with the SKS in separated runs; a
correction has also been made.

FIG. 1. Schematic view of the experimental setup.

A. Beam spectrometer

Pions produced at a production target (Pt, 6 mm di-
ameter x 60 mm length) were delivered to the experimen-
tal target through the K6 beam line located in the north
experimental area of the KEK PS. The beam momen-
tum was analyzed with a beam spectrometer comprising
a QQDQQ system, high-rate drift chambers, timing ho-
doscope counters, and an electron gas Cerenkov counter
(eGC).

Pions were selected with electrostatic separators in the
K6 beam line. In addition, the time of Hight (TOF)
between two timing counters (BH1 and BH2) was used
in an on-line trigger in order to reject heavier particles.
The eGC was also used in order to reject electrons. The
beam was counted particle by particle using a sealer. Fur-
ther, muon contamination, which cannot be separated by
the TOF, was measured in separated runs using a high-

B. Scattered-particle spectrometer (SKS)

Scattered pions were measured with the SKS, which
is comprised of a large superconducting dipole magnet,
drift chambers (SDC1,2,3,4A, 4Y), and trigger counters.
The spectrometer has a large acceptance (+15 horizon-
tal and +5' vertical, 100 msr in total) and a good mo-
mentum resolution [Ap/p = 0.1'Po full width at half max-
imum (FWHM)]. The trigger counters are comprised of
a scintillator wall (TOF), two layers of aerogel Cerenkov
counters (AC1,AC2), and a Lucite Cerenkov (LC) wall to
reject protons. The trigger logic for scattered pions was
TOF LC. AC's were not used for this measurement.
The momentum of a scattered particle was obtained by
solving the equation of motion (Runge-Kutta method [9])
using the hit positions in the tracking drift chambers and
a precisely measured magnetic Beld map.

SDC1 and SDC2, placed upstream of the dipole, had
the same drift-cell structure as that of the BDC's. They

TABLE I. Ratio of the muons in the beam. The second column represents the experimental
value measured with a gas Cerenkov counter. The third column represents the number of muons
with a momentum above the threshold by a DECAY TURTLE simulation. The last column shows the
total number of muons at the target.

Setup Measured ('%) DECAY TURTLE (%%uo)

Above threshold Total
P =895 MeV/c
Angular setup 1
Angular setup 2

P =790 MeV/c
Angular setup 1
Angular setup 2
Angular setup 3

P =710 MeV/c
Angular setup 1
Angular setup 2
Angular setup 3

P =610 MeV/c
Angular setup 1
Angular setup 2
Angular setup 3

41 + 10
4.5 + 1.0

4.3 + 1.0
4.8 + 1.0
5.1 + 1.0

5.0 + 1.0
4.9 + 1.0
5.5 + 1.0

4.9 + 1.0
5.1 + 1.0
4.7 + 1.0

3.6 1 0.2
3.9 + 0.1

3.8 + 0.3
3.9 + 0.3
4.1 + 0.2

4.0 + 0.7
4.4 + 0.6
4 3 + 0 6

4.2 + 0.4
4.1 + 0.4
4.1 + 0.3

5.9 + 1.0
6.2 + 1.0

6.3 + 1.0
6.5 + 1.0
6.6 + 1.0

7 2 + 10
7.4 + 1.0
7 2 + 1 0

7.5 + 1.0
7.4 + 1.0
7.4 + 1.0
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could be operated at a high counting rate of up to ap-
proximately a few MHz. SDC3, 4X, and 4Y, which were
installed at the exit of the magnet, had a wire spacing
of 21 mm. Since pions scattered elastically have almost
the same momentum as that of the beam, it is di%cult
to separate them from the beam by a magnetic field.
This is a different situation from (7r,K) measurements
in the SKS or measurements using small-aperture spec-
trometers. The following points had to be considered for
the present measurements: (1) To stop the beam before
the downstream detectors, which could not accept a high
counting rate. (2) To reduce background triggers caused
by the beam hitting such materials as the spectrometer
yoke and beam stopper. (3) Moreover, because the cross
section at 5' is about 100 times as large as that at 25, it
was dificult to e8'ectively accumulate suKcient statistics
for the backward region in. the same trigger condition.

We therefore used three detector setups according to
scattering-angle range:

(i) Angular setup 1 (5'—20'). The SKS was positioned
so that the central track was at 14 . A stack of lead
blocks (30 cm x 40 cm x 50 cm+) was installed in the
gap of the dipole to stop the beam (unscattered parti-
cles).

(ii) Angular setup 2 (10'—25'). In the same position of
the SKS as angular setup 1, a veto scintillator (SAV) was
placed in front of SDC2 to reject triggers from particles
scattered in the forward angles.

(iii) Angular setup 3 (25' —55'). The SKS was rotated
to 39 . Since the beam was stopped at the yoke near to
the entrance of the SKS, the beam stopper was removed.

III. PROCEDURES TG DEDUCE THE CROSS
SECTION

In order to select events from vr — C scattering, the
following software cuts were applied:

(1) A multiplicity of one was required in all hodoscope
trigger counters (BH1, BH2, TOF, LC).

(2) The TOF between BH1 and BH2 was required to
be within the window for pions.

(3) Tracks upstream and downstream of QQDQQ in
the beam spectrometer were reconstructed with a reason-
able y value.

(4) The direction of the beam was within the defined
windows (+70 mrad in horizontal and +40 mrad in ver-
tical) .

(5) The TOF between the TOF and LC counters was
required to be within reasonable windows.

(6) A track in the SKS was reconstructed with a rea-
sonable y value.

(7) An event vertex was required to be within the tar-
get volume.

As shown in Fig. 2, a Z projection of the event vertex
(Z axis is taken to the beam direction) shows a clear
separation from the background.

The scattering angle was determined based on the tra-
jectories of both spectrometers with 0.2' (rms) angular
resolution. The excitation energy was calculated based
on the scattering angle and momenta measured with both
spectrometers. In the calculation of the excitation en-
ergy, the energy loss in the target was corrected assum-
ing that the pion was scattered at the half depth of the
target. Figure 3 shows the excitation energy spectra with

C. Experimental procedure
10

A natural-carbon target of 10 cmx 10 cmx 0.89 (1.78)
g/cm was used for the measurement in the angular setup
1 (2,3). In order to examine the absolute normaliza-
tion, we also measured the m p elastic cross section us-
ing a scintillator target of 7 cm x9 cm xl.07 g/cm
(BICRON BC-408) .

Since we needed both to stop as many beams as pos-
sible and to get reasonably small beam size at the tar-
get, the beam transport was tuned so as to focus the
beam in between the target and the beam stopper. The
size of beam at the target was typically 2 cm [X] x 4
cm [Y] (FWHM), while the horizontal and vertical an-
gular distributions were about +30 mrad and +20 mrad
(FWHM), respectively. Veto scintillators (TV) were in-
stalled on both sides of the target so as to reduce ineKec-
tive triggers caused by the tail components of the beam
without hitting the target.

We adjusted the beam intensity in order to keep the
data-acquisition dead time at less than 10%. A typical
beam intensity was 4 x 10 /spill, 1 x 10 /spill, and 2 x
10 /spill for measurements in angular setups 1, 2, and
3, respectively. The typical trigger rate was about 500—
800 events/spill, where the spill interval was 4 sec and its
duration was 1.2 sec.

10 4

accepted

BH2

10 2

"-800 -600

!l !li i' '' i 4

I 4

-400 -200 0
Z (mm)

$DC1
!i! i

I

i i!!UlU

400200

FIG. 2. Z projection of the event vertex. The events scat-
tered at the target and BH2 can be distinguished. A cut of
—50 mm ( Z ( 50 mrn (hatched area) was applied. The
shadow histogram represents the background measured in an
empty target run.
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FIG. 3. Excitation energy spectra at PI b=790 MeV/c.
The histogram is summed in the scattering-angle range (a)
from 7' to 8', (b) from 12' to 13', (c) from 16' to 17', and
(d) from 20' to 21', respectively. The solid curves show the
results of fitting. The dotted curves show individual peaks.
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an energy resolution of about 2 MeV (FWHM).
Taking account of the efI1ciencies due to various soft-

ware cuts, the difI'erential cross section is expressed as
follows:

In the fitting, the energy differences (4.44, 7.65, and 9.64
MeV) were fixed, and the same width parameter (o) was
used for all four peaks.

As shown in Table III, shape 1 gives the smallest y .
The difI'erence of the area among three shapes is less than
4%. Therefore, shape 1 was adopted to extract the yield
at other scattering angles. Further, the systematic error
due to the choice of the peak shape was estimated to be
about 4%. The uncertainty of the peak area calculated
from the error matrix is almost the same as the square
root of the peak area.

For 7rp scattering, the spectrum was fitted with a single
peak after subtracting the background from carbon by
using carbon data (Fig. 4).

Here, Y(0) is the yield at the scattering angle (0), iVtst
the target areal density, %b is the pion flux, K„ the
sealer counts of BH1 x BH2 x eGC, B ~ the ratio of pions
to beam, AA, tr(0) the effective solid angle, and z(0) the
experimental and/or analysis efFiciency. The definitions
of the eKciencies are listed Table II.

A. Peak fitting

On each 1 scattering angle bin, the yields were ex-
tracted by fitting the spectrum with four peaks (corre-
sponding to ground state, 2+i, 02, and 3i states). The
background level is lower than these four peaks, as shown
in Fig. 3. The peak shape was defined at forward angles,
where the strength of inelastic scattering is less than 1%
of the elastic scattering. We compared y and the peak

B. Experimental e%ciencies

number of events accepted in the analysis
number of selected events to be analyzed

(7)

In order to deduce the absolute magnitude of the cross
section, it is necessary to obtain all of the eKciencies
precisely. There are two types of efI1ciencies: One is the
intrinsic eKciency of each detector; the other is the anal-
ysis efFiciency due to the analysis algorithm and software
cuts, etc. For the tracking detectors, the effect of the
former was negligible compared to the latter, since we
had so many redundant planes in the tracking chambers.
For the TOF and LC, the intrinsic eKciencies were more
than 99.8%, and were negligible.

Each analysis eKciency was estimated with the ob-
tained data as follows:
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TABLE II. De6nition of the experimental efficiency factors. The typical value was taken from a
790 MeV/c angular setup 2 measurement.

Factor
~K6

&sKs(~)
&vertex

~DAQ

~K6 cut
B „
&decay

&abs

&BDC

&BH1—BH2

&K6 track

&SDC12(g)
~SDC34
&TOF-LC

&SKS t rack (9)

&SKS cut (9)

Meaning
Beam line spectrometer's efficiency
SKS spectrometer's efficiency
Event vertex, cut efficiency (cut 7)
Data-acquisition efficiency
Beain profile cut efficiency (cuts 2,4)
Ratio of pions to beam

Pion survival rate
Pion absorption rate in detectors
BDC (analysis) efficiency
Analysis efficiency of beam line
trigger counters (BH1,BH2) (cut 1)
Analysis efficiency of beam
momentum reconstruction (cut 3)
SDC12 analysis efficiency
SDC34 analysis efficiency
Analysis efficiency of SKS
trigger counters (TOF,LC) (cuts 1,5)
Analysis efficiency of SKS
momentum reconstruction
Software cut efficiency in the SKS
(cut 6)

Typical
73.3
58.3
99.0
90.2
83.2
93.5

value (%)
2.0
4.2
1.0
0.1
0.7
2.0

7.3
79.8

1.0
1.0

984 + 05

958 + 05

98.3 + 3.0

851 + 30

868 + 06
77.0 6 4.0
945 + 10

Relative error (%)
2.7
7.2
1.0
0.1
0.8
2 ' 1

1.3

0.5

0.7
5.2
1.1

0.5

3.5

A value at 14.5 scattering angle which correspond to central trajectory.
Unknown in our estimation. See the text.

All of the efficiencies in the beam line (sBDc,
BH2, sKs t,a,k, and sKs cnt) vrere estimated using

beam-trigger data in order to avoid a trigger bias. Typ-
ical values of cBDg, rBHq gH2, rK6 t,a,k, and eK6,„t
were (80+1)%, (98+1)%, (90+1)%, and (80+1)%, re-
spectively.

For rsDG34, using the hit information of the TOF and
LC, events that could be identified to pass the effective
area of SDC3 and SDC4 were adopted as the denom-
inator of Eq. (7). The position dependence of csDcs4
was negligibly small. The typical value of csDg34 was
(96+1)%.

On the other hand, for the case of SDC12, there were
no other detectors to de6ne the track to pass the efFective
area of SDC1 and SDC2. Therefore, events in which the
most dovrnstream plane of SDC2 (SDC2X plane) had hits
were used. If a source point of the track was the target
and SDC2X had a true hit, this tag meant that a par-
ticle had passed through the chamber's effective volume.
Strictly speaking, the true efficiency (rsD&i2) and the ef-
ficiency estimated in this manner (s„t) are difFerent, and
are written as

ssDc12 &tagsest + (1 t sg)a+noest

where c& g is the eKciency for SDC2X plane and c„,t is
the eKciency under the condition that the SDC2X plane
does not fire. The zt g was more than 92% during the
experiment and e'„t was estimated to be about 80%. The
difFerence betvreen ssDci2 and s„t is less than 1% even if
the s„„twas taken to be 70% as an extreme case. The
small position dependence was included in the error. The
typical value of zsDci2 was 82*3%%uo.

e sKs t,a,k and e sKs «t were calculated using a simi-
lar procedure. Pions which decayed into muons were in
some part accepted in these cuts. This effect was taken
account of in the calculation of the efFective solid angle.
These efBciencies were low at the edge of spectrometer
acceptance. As a result, they had a strong dependence
on the scattering angle.

C. Effective solid angle of the spectrometer

The effective solid angle [AB,tt(g)] was calculated by
a Monte Carlo simulation code GEANT [10]. The effects

TABLE III. Comparison about the choice of shape. The last column gives the summed counts
over the range from —3 to 5 MeV in the excitation-energy histogram. Shape 1 is the best of all.

Shape 1 Shape 2 Shape 3 Counts

8' —9'(610)
7' —8'(710)
6' —7 (790)
6' —7'(895)

x'
1.067
1.118
1.206
1.215

Area
5613.1
8701.6

10638
14799

x'
1.825
1.933
1.706
2.694

Area
5567.3
8658.0

10638
14728

x'
1 ~ 737
1.617
1.595
2.541

Area
5394.8
8368.0

10260
14232

5632
8648

10562
14639
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of the energy loss, multiple scattering, and pion decay
to a muon were included. The distributions of the posi-
tion, direction, and momentum of the beam in the event
generator were chosen so as to reproduce the experimen-

tal beam profile. Events were generated uniformly from
0 ——40 to 0 + 2 40 with respect to the polar angle and
from 0 to 2' with respect to the azimuthal angle. The
effective solid angle was calculated using

AA', tr(8) =
e+ —,

' ae
d cos0

number of events accepted in the trigger condition
number of events generated

70
(b) cH„-c 60 -(a)

60 P =790MeV/C

14'&e„b(15'

50
40—

+40

o30

~20

20—

lail Il

&I

'

0~
-10 -5 0 5 10

10

0
IIII II

III

II I II

0 I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I

-10 -7.5 -5 -2.5 0 2.5 5 7.5 10 I 2.5 15
E,„(MeV)

FIG. 4. Excitation energy spectrum for H(vr, m ) at 790
MeV/c. The scattering-angle range is from 14' to 15'. (a)
Raw spectra taken with scintillator (CH ) target and natu-
ral carbon target (hatched area). (b) Histogram subtracted
carbon contribution from the spectrum with the scintillator
target. The solid line shows the result of fitting with the shape
1 peak.

Pion-decay events should be included in the numerator,
since esKs «~,p and ASKS,„t were estimated by using the
events including decay events.

Pions were absorbed in the material along the track.
"Absorb" means that pions are absorbed or scattered to
large angles true absorption, quasifree process, etc.
This attenuation (s b, ) was estimated to be about 7%,
assuming that the cross sections for these processes are
25 mb) 180 mb) 220 mb) and 320 mb for H) C) 0)
and Si, respectively. Since the horizontal direction of
the beam (X') is most sensitive to the shape of the ac-
ceptance, the possible change in the solid angles from the
shift in the X distribution of +3.5 mrad, which almost
corresponds to the angular resolution, were taken into
account in the systematic error.

0, (deg)
5.8
6.9
7.9
9.0

10.0
11.1
12.1
13.2
14.2
15.3
16.3
17.4
18.4
19.5
20.6
21.6
22.7
23.7
24.8
25.8
26.9
27.9
29.0
30.0
31.0
32.1
33.1
34.2
35.2
36.3
37.3
38.4
39.4
40.4
41.5
42.5
43.6
44.6
45.6
46.7
47.7
48.8
49.8
50.8
51.9

~~„(mb/sr)
307
306
299
271
248
233
208
194
162
133
108
85.2
67.9
53.1
41.0
31.5
23.8
18.0
12.5
8.32
5.79
3.89
2.27
1.35
0.890
0.583
0.523
0.569
0.538
0.622
0.803
0.772
0.740
0.708
0.690
0.599
0.558
0.518
0.525
0.399
0.387
0.298
0.319
0.284
0.192

Statistical error
7.9
5.6
4.5
3.7
3.2
3.1
2.9
0.7
0.6
0.5
0.4
0.39
0.35
0.32
0.28
0.26
0.24
0.23
0.22
0.22
0.23
0.15
0.093
0.064
0.047
0.037
0.034
0.034
0.033
0.033
0.040
0.039
0.038
0.038
0.038
0.037
0.036
0.036
0.038
0.035
0.038
0.038
0.046
0.049
0.055

Systematic error
48
36
31
25
21
20
18
20
15
12
9.7
7.7
6.1
4.8
3.7
2.9
2.2
1.2
1.3
1.01
0.96
0.52
0.25
0.14
0.086
0.057
0.049
0.052
0.050
0.058
0.074
0.071
0.068
0.066
0.064
0.055
0.054
0.050
0.053
0.039
0.040
0.035
0.038
0.041
0.038

TABLE IV. Differential cross section for C(7r, 7r ) at
PI b =610 MeV/c. The data from 5.8' to 12.1' were measured
in angular setup 1, from 13.2' to 25.8' were in angular setup
2, and from 26.9 to 51.9' were in angular setup 3.
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IV. RESULTS AND DISCUS SION

The differential cross sections for vr — C elastic scat-
tering are listed in Tables IV—VII. The systematic error
includes the absolute normalization error (about 10%).
The systematic errors caused by uncertainties of the ef-
ficiencies are listed in Table II for the case of angular
setup 2 at 790 MeV/c as a typical example. Other errors
are 4% from the peak-shape uncertainty and 1.2% from
the uncertainty of the target thickness. (Figures 6—9 be-
low also show the angular distributions at each incident
momentum. In these figures the error bars represent the
quadratic sum of the statistical and systematic errors. )

Figure 5 shows the vr —p differential cross section
measured in angular setup 2 using a scintillator target.
The solid lines show the results of a phase-shift analysis
calculation of sAiD [llj. The dashed lines represent those
with a Hohler's phase shift [12I. The agreement of the
calculations with our data means that our deduction for
the absolute magnitude of the cross section is appropri-
ate.

Further, we can confirm the reliability of our data by
checking the internal consistency. We have the data in
the overlapped angular region between angular setups 1
and 2 for a carbon target. In angular setup 2 we have
carbon data from a carbon target and a scintillator tar-

for C (vr, ~ ) at
to 14.3' were mea-
4.9' were in angular
angular setup 3.

Systematic error
62
43
32
26
21
18
15
12
9.0
8.0
5.9
4.2
3.0
2 ' 0
1.4
0.95
0.65
0.41
0.26
0.18
0.102
0.048
0.037
0.036
0.040
0.053
0.061
0.063
0.067
0.057
0.058
0.045
0.039
0.035
0.026
0.023
0.014
0.0091
0.0076
0.0059
0.0046
0.0067

9 (deg)
5.9
6.9
8.0
9.0

10.1
11.2
12.2
13.3
14.3
15.4
16.5
17.5
18.6
19.6
20.7
21.8
22.8
23.9
24.9
26.0
27.1
28.1
29.2
30.2
31.3
32.3
33.4
34.4
35.5
36.5
37.6
38.6
39.7
40.7
41.8
42.8
43.9
45.0
46.0
47.0
48.1
49.1

—(mb/sr)
444
407
355
315
268
228
190
154
114
90.3
67.1
48.0
33.6
23.0
15.4
10.4
6.85
4.01
2.20
1.10
0.706
0.388
0.346
0.363
0.420
0.559
0.650
0.668
0.714
0.598
0.615
0.476
0.414
0.367
0.272
0.234
0.141
0.0930
0.0733
0.0563
0.0425
0.0549

Statistical error
6.9
5.0
4.0
3.3
2.9
2.7
2.5
2.3
2.0
0.35
0.31
0.27
0.23
0.19
0.16
0.14
0.13
0.11
0.11
0.11
0.068
0.038
0.032
0.030
0.030
0.033
0.035
0.035
0.037
0.033
0.034
0.031
0.031
0.030
0.023
0.021
0.018
0.0151
0.0152
0.0156
0.0155
0.0200

TABLE V. Differential cross section
Pi b=710 MeV/c. The data from 5.9'
sured in angular setup 1, from 15.4 to 2

setup 2, and from 26.0' to 49.1' were in

8., (deg)
5.9
7.0
8.0
9.1

10.2
11.2
12.3
13.4
14.4
15.5
16.6
17.6
18.7
19.8
20.8
21.9
23.0
24.0
25.1
26.2
27.2
28.3
29.3
30.4
31.5
32.5
33.6
34.6
35.7
36.7
37.8
38.9
39.9
41.0
42.0
43.1
44.1
45.2
46.2
48.3
49.4
50.4

(mb/sr)
436
405
355
306
253
207
160
122
82.9
56.4
36.6
22.9
14.2
7.80
4.10
1.84
0.677
0.207
0.157
0.362
0.550
0.843
0.822
0.831
0.759
0.747
0.713
0.575
0.460
0.330
0.265
0.185
0.153
0.0852
0.0465
0.0241
0.00629
0.00489
0.00199
0.00548
0.00725
0.00984

Statistical error
5.4
4.0
3.3
2.7
2.4
2.2
1.9
0.4
0.31
0.26
0.22
0.17
0.14
0.11
0.082
0.059
0.040
0.025
0.025
0.049
0.087
0.048
0.040
0.037
0.033
0.032
0.031
0.028
0.025
0.022
0.020
0.020
0.025
0.0114
0.0087
0.0060
0.00471
0.00326
O.OO14O

0.00411
0.00544
0.00738

Systematic error
53
42
30
25
20
16
13
13
7.4
5.1
3.3
2.0
1.3
0.72
0.38
0.17
0.063
0.020
0.017
0.044
0.103
0.105
0.086
0.086
0.075
0.074
0.069
0.056
0.045
0.033
0.028
0.018
0.026
0.0083
0.0045
0.0024
0.00062
0.00048
0.00020
0.00061
0.00087
0.00138

TABLE VI. Diff'erential cross section for C(n, vr ) at
Pi b=790 MeV/c. The data from 5.9' to 12.3' were measured
in angular setup 1, from 13.4 to 26.2 were in angular setup
2, and from 27.2' to 50.4' were in angular setup 3.
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8. (deg)
5.9
7.0
8.1
9.2

10.2
11.3
12.4
13.5
14.6
15.6
16.7
17.8
18.9
19.9
21.0
22.1
23.1
24.2

d„(mb/sr)
468
460
412
334
258
184
128
82.2
50.2
29.9
14.2
6.55
2.61
0.670
0.145
0.185
0.484
1.10

Statistical error
5.2
3.9
3.1
2.4
2.0
1.7
1.4
1.2
0.93
0.74
0.13
0.096
0.064
0.036
0.026
0.021
0.033
0.056

Systematic error
70
55
41
30
22
15
11
6.8
4.2
2.5
1.2
0.56
0.22
0.057
0.013
0.016
0.044
0.11

TABLE VII. Differential cross section for C(7r, 7r ) at
Pi b=895 MeV/c. The data from 5.9' to 15.6' were measured
in angular setup 1 and from 16.7' to 24.2' were in angular
setup 2.

10

10 2

10

-2
10

-3
10
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8, (deg)

get. We found that the agreement in these comparisons
was within the statistical errors.

The dashed lines in Figs. 6—9 show PIPIT [13] calcula-
tions. PIPIT is a momentum space optical potential code
for pion based on a first-order optical potential model
factorized as tp. In this calculation, we used (1) Hohler s
phase shift up to the h wave, (2) the sum of Gaussians
(SOG) density distribution by Sick [14] as proton and
neutron densities in C, (3) a Gaussian-type off-shell

FIG. 6. Differential cross section for C(7r, 7r ) at
P =610 MeV/c. The dashed curves are from PIPIT calcu-
lations with free elementary amplitudes, while the solid curve
shows the result of a fitting.
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FIG. 5. DifFerential cross section for vr p at each incident
momentum measured with the scintillator target. The solid
lines show the results of sAID calculations and the dashed lines
show the results of phase-shift calculations with the Hohler s
phase-shift value.
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FIG. 7. Differential cross section for C(vr, n ) at
P =710 MeV/c.
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TABLE VIII. The ratio of fitted amplitudes to the free one and extracted cross sections at each incident momentum.

Pj b (MeV/c)
610
710
790
895

R
1.46 +
1.59 +
1.36 +
0.90 +

0.09
0.09
0.11
0.20

ag
0.92 +
0.88 +
1.15 +
1.16 +

0.05
0.04
0.05
0.05

a, , (mb)
270 8 + 86
272 5 + 8 9
294.2 + 8.9
316.4 + 11.4

o, ) (mb)
922 + 46
78.1 + 3.9
76.3 + 4.2
76.7 + 5.0

&R
178.6
194.4
217.9
239.8

(mb)
5.9
6.0
5.0
6.4

the MINUIT program [16]. The total cross section (crt t),
elastic cross section (cr,I), and reaction cross section (o R)
were extracted from the nuclear part of the scattering
amplitude in this model. Since angular distributions were
measured in diff'erent setups (see Sec. IIB), systematic
normalization errors among the different setups would
change a~, ay, ot~t, o~, and 0,1. These values were ob-
tained by the Monte Carlo method: First, we generated
the angular distributions by changing the normalization
in each setup within their systematic errors. Then opti-
mum values for a~ and ay were searched for. Repeating
these procedures in order to get the distribution of the
optimum values a~, a,y, oq~q, oe1, and e~, and their errors
were evaluated.

The solid lines in Figs. 6—9 present the Btted results;
the best-fit values are listed in Table VIII. In Fig. ll
these cross sections are plotted as a function of the inci-
dent momentum, together with previously reported data
[17—19]. The dashed lines in the figure show the results of
a PIPIT calculation with free elementary amplitudes. The
experimental data show a different dependence from the
calculation. It seems to show that the resonance behav-
ior is smeared out by Fermi motion. Our result shows a
different aspect from the photonuclear cross sections for
Be and C [20] or the photofission cross sections for Pb
and U [21]. In these cross sections, the o/A in the second
[Di3 ( 1520)] and the third [Eis (1680)] resonance region is
much smaller compared to the free p% cross section.

In order to explain the smooth energy dependence, the
effect of Fermi motion was investigated by averaging the
elementary amplitudes (f& )for each p.artial wave (I, I, j)
as follows:

Fermi motion, etc. , does not fully reproduce the angu-
lar distribution of the BNL data at 800 MeV/c [3]. A
detailed theoretical investigation is necessary.

V. SUMMARY

400
2
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]
I t

We measured the differential cross section for
i2C(7r, vr ) at incident pion momenta of 610, 710, 790,
and 895 MeV/c, paying attention to obtaining the abso-
lute magnitude precisely. The systematic errors, includ-
ing the absolute normalization, are about 10%. The 7r p
differential cross sections, which were measured under
the same trigger condition, agree well with the phase-
shift calculations.

Although the data at 790 MeV/c are consistent with
the BNL data at 800 MeV/c within the systematic errors,
our data are in the middle of the BNL data and the
erst-order factorized momentum-space optical potential
calculation. In the forward region, the calculation almost
reproduces the magnitude of the cross sections, except
at 610 MeV/c, though it underestimates the data in the
backward region.

By modifying the elementary amplitudes phenomeno-

f', (8(k)) I'(k) dk, (9)
1

-,'ksr(0)
s(ptv ) = m + m~ + 2(E Ex —p~ . piv),

2 250

200

150

s

I I'
, I I I I

/

I 1 t I

]
I I 1 I

]
I I I I

/

I I

where I' is a g factor in the transformation to the 7t%
c.m. system. In this calculation, k~ of 270 MeV/c was
used (nuclear matter). The solid lines in Fig. 11 show the
results of a PIPIT calculation using these Fermi-averaged
amplitudes. The global energy dependence of ot t, cr,1,
and o.R seems to be explained well in this Fermi-averaging
model. It seems that the effect of Fermi motion is essen-
tial to explain the energy dependence of the total cross
section.

For the differential cross section, however, this approx-
imation does not change the shape and the magnitudes
much from the calculation using the free amplitude at
610 and 710 MeV/c. At 790 and 895 MeV/c, this calcu-
lation reproduces the data better in the forward angular
region. The momentum-space erst-order optical model
calculation by Chen et al. , which includes the effects of

120

1002

80

60

40
!

600 700 800 900
P (MeV/c)

1000

FIG. 11. Incident momentum dependence of (a) ot t, (b)
aR, and (c) o.,~. The data (solid square) are plotted with the
data of Crozon et al. [19] (open circle), Cronin et aL [18]
(open square), and Allardyce et al [17] (solid circle). T. he
dashed lines show the result of PIPIT calculations with free
amplitudes. The solid lines represent the results taking into
account the efFect of Fermi motion.
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logically, 0.
& q, 0,~, and o~ were extracted. These cross

sections show a smoother dependence on the incident en-
ergy than does the sr% cross section, thus suggesting the
importance of Fermi motion effect. For other effects, such
as the dynamics and a higher-order contribution, further
theoretical investigations are necessary.
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