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It is shown by way of a simplified model that the calculation of the time nonlocal potential re-
sulting from an energy-dependent optical potential is not unique. Most choices result in a noncausal
time-dependent potential, in spite of the inclusion of appropriate scattering boundary conditions
in the model. Similarly, potentials arising from the many-body treatment of the optical potential
are typically noncausal. However, it is demonstrated that, because of the energy spectrum of the
Hamiltonian, the appropriate wave equations for scattering and the wave-function solutions in both

approaches are nevertheless causal.

PACS number(s): 24.10.Ht, 24.10.Cn, 24.90.+d

I. INTRODUCTION

The subject of time-dependent optical potentials, which
was studied in the late 1950s and early 1960s, has re-
cently received new attention in the form of a definitive
review article [1] with many physical examples. In Ref.
[1], the time-dependent potential V (¢,t') is taken to be
the Fourier transform of the optical potential, a proce-
dure justified by Coester and Kiimmel [2]. The optical
potential, from both theoretical and phenomenological
viewpoints, is energy-dependent, which makes the poten-
tial for the time-dependent Schrédinger equation nonlo-
cal in time. The nonlocality is a simple one, depending
only on the time difference 7 =t — ¢/

V(t,t') / V(E)e *Et-t)4E, (1)

where ¢ is the current time and ¢’ is the integration time
variable in the potential term of the wave equation,

_2ﬁ_2v2 /V (t, t)p(t)dt' = had)( ). (2)

One of the more interesting features of the time-
dependent Schrédinger equation is its causal nature; i.e.,
the wave function 1 (t) should not depend on the ¥(¢') at
later times, t' > t. This condition is obviously satisfied
if the nonlocal potential itself is causal, that is, if V (¢,t')
is zero for ¢’ > t. Cornwall and Ruderman [3] used the
causality of ¥(t) to argue that f/(t,t') must be causal.
We will show in this paper, however, that, although the
causality of V(t,t') is a sufficient condition, it is not nec-
essary for the causality of ¥(¢t). In fact there are whole
classes of convenient, exact optical potentials which are
noncausal, but still lead to causal behavior of ¥ (t).

According to Titchmarsh’s theorem, V(t,t’) is casual
when f/('r) is the Fourier integral of an energy-dependent
potential V(E) which, in the upper half of the complex
energy plane, is analytic for finite £ and vanishes at
E — oo. In a recent paper [4], we have examined the
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dispersion, retardation, and causality effects for a simpli-
fied special case of the model to be developed in Sec. II.
The energy-dependent potential in this model vanishes at
|E| — oo and is analytic in the finite E plane except for
a branch point at the energy of the first excited state of
the system and a cut along the real axis from that point
to infinity. A curious feature of the calculation of the
integral in Eq. (1) is that it involves an integration over
very negative energies, where the potential has no phys-
ical meaning. Yet, as expected from Titchmarsh’s the-
orem, the resulting integral is causal, and, furthermore,
the energy integration to —oo is absolutely necessary for
the proof of causality of V(7). In this paper, instead
of assuming that the time nonlocal optical potential is
the Fourier integral of the energy-dependent potential,
we derive it from a simple inelastic-scattering model. We
can then show from the result that the unphysical nega-
tive energies may be excluded from the energy integral of
Eq. (1) but that the resulting time-dependent potentials
are noncausal.

The second approach to the optical potential comes
from the many-body theory of scattering of nucleons from
nuclei. The scattering wave function for elastic scatter-
ing of identical particles can be calculated in terms of
the one-particle Green’s function. The Green’s function
that follows from the time development of the scattering
wave is the particle Green’s function. Mahaux and Sar-
tor [5] have found that it is, however, more convenient
to work with the time-ordered Green’s function, the sum
of the particle and hole Green’s functions. The addition
of the latter (multiplied by any constant) is justified by
the authors on the grounds that the hole Green’s func-
tion does not propagate forward in time and therefore
can contribute nothing to the scattering.

The authors argue that in the Fourier transforms they
may replace the hole Green’s function by a modified one
which is the complex conjugate of the hole Green’s func-
tion below the Fermi energy but precisely equal to the
hole Green’s function above the Fermi sea. The resulting
sum of the particle term and the modified hole term is
the retarded Green’s function [5,6], which has cuts only
in the lower half plane. Thus, according to Titchmarsh’s
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theorem, it is causal. In this paper we use the procedure
of Ref. [5] to show that the noncausal potentials lead to
causal wave functions.

In Sec. IT A we first derive an expression for the energy-
dependent optical potential, V(E), based on a model
consisting of the scattering of a projectile from a tar-
get with a number of excited states. In Sec. IIB we
derive the time-dependent optical potential by writing a
time-dependent Schrédinger equation for the projectile
plus multiple-channel target system, which is then pro-
jected onto the ground-state channel. The result is an
expression for the time-dependent potential as an inte-
gral of the energy-dependent potential. However, there
is considerable freedom of choice of the lower limit E;
on the energy integral because of the finite lower limit
on the eigenvalues of the projectile-target system. Refer-
ring to the special case of [4], we show that the resulting
f/('r) is noncausal. In Sec. IIC we show that, in spite
of having a noncausal V('r), the potential energy term
in the time nonlocal Schrédinger equation is neverthe-
less causal. Section III discusses the analogous problem
in the determination of the optical potential from many-
body theory in terms of a one-body Green’s function.
Section IV contains our conclusions and discussion. Ap-
pendix A gives a proof that the energy-dependent model
potential of Ref. [4] leads to a noncausal V(7) when a fi-
nite lower limit on the energy integral is used. Appendix
B presents a brief discussion of the analyticity properties
of the retarded self-energy operator.

II. SIMPLE MODEL FOR THE OPTICAL
POTENTIAL

Here we calculate the energy-dependent optical poten-
tial for a particular model of scattering of a nonidentical
particle from a target with several excited states, which
are formally eliminated to give a one-body Schrodinger
equation. We use the potential from this equation to
derive the equivalent time-dependent optical potential.

A. Derivation of the energy-dependent optical
potential

The wave function for the system of target plus pro-
jectile can be expanded in the complete set of eigenstates
®,, of the target,

N
‘11(570) = Z Qn(g) un(O)a (3)

where N is the number of excited states of the target,
n = 0 referring to the target ground state. Substituting
Eq. (3) into the Schrédinger equation, multiplying on
the left with &', and integrating out the internal target
coordinate £ then gives a set of coupled-channels equa-
tions,

(1E — H)u(E) = 0, (4)

where 1 is the (IV + 1) x (/N + 1) unit matrix, H is the
Hamiltonian matrix of elements,

Hpn = (h+€3)0nn + (n|V|n'), (5)

and u(F) is a column matrix of the coefficient functions
U, (E). In Eq. (5) h is the one-body projectile Hamilto-
nian. _

According to one of the fundamental postulates of
quantum mechanics, a general time-dependent state vec-
tor may be written as a sum of eigenstates. For our
system Eq. (4), the column matrix u serves as the eigen-
vector for the system. The time-dependent state vector
is then

u(t) = Z Agu(E)e Pt (6)
E

where the E sum is used here to designate both a sum
over bound states of the projectile-plus-target system and
an integration over continuum states of the system. We
will retain the summation notation to distinguish the sum
over eigenstate energies from other energy integrals which
will appear in the following development.

For our purposes it is convenient to turn Eq. (4) into
a pair of coupled equations which single out the ground
state, onto which we must project our model system to
get the theoretical optical potential,

(1E — HDYu™)(E) = Vo uo(E), (7)

(E — Hoo)uo(E) = Voru?(E), (8)

where the target Hamiltonian, H(T)| is the cofactor ma-
trix of Hy o, the ground state matrix element of H, and
Vo is the N x 1 column matrix of target states elements
(n|V]0) of the projectile-target interaction V.

Equation (7) can then be inverted to give

uT(E) = GT) V5o uo(E), (9)
where G(T)(E) is an N x N matrix Green’s function,
GT(E) = 1E - H™)™, (10)

Generally the Green’s function operator will be energy
dependent and nonlocal in space, as we see from its defi-
nition in Eq. (10). Causality is inserted into the formal-
ism at this point by requiring that the G(T) of Eq. (10)
be an outgoing Green’s function, which will ensure that
there are only outgoing waves in excited state channels.
Substitution of Eq. (9) into Eq. (8) results in

(E — Hoo)uo(E) = Vor GT(E)Vrouo(E), (11)

the elastic-scattering wave equation we are seeking. It
directly involves only the elastic channel, but it contains
the energy-dependent dispersive part of the ground-state-
channel potential,

AM(E) = Vor GT(E) Vo, (12)
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due to the elimination of the excited-state channels. The
derivation of Eq. (11) is equivalent, for a nonidentical

projectile, to the use of the Feshbach projection of the -

exact scattering wave equation [7] onto the elastic chan-
nel.

B. Derivation of the time-dependent potential

The time-dependent equivalent Schrodinger equation
to Eq. (4) for the entire coupled-channels system u is

du(r,t) _

ih dt

—(B?/2p) Vi u(r,t) + Vu(r,t), (13)
where V is the (energy-independent) potential matrix of
elements given by the potential term of Eq. (5). To get
an equation for the elastic component, we focus on the
uppermost (Oth) component of Eq. (13). The Oth matrix
elements of the two derivative terms contain only ug, but
the potential term couples in all other channel compo-
nents through the coupling matrix V. Using Egs. (6)
and (9), we may formally eliminate the excited channels
and write the Oth component of the potential term of Eq.

|

2013

(13) as follows:

iVuarte =3 Ag [Voo + 3 Vo GOL(E) Voo

E n,n'

X ug(r, B) e T*E/R, (14)
Not surprisingly, we recognize in the second term of
the right-hand side of Eq. (14) the dynamic potential,
AM(E), of Eq. (12). For the first term of Eq. (14) we
may factor Vg o out of the sum to get Vo ouo(r,t). The
Green’s function makes the second term generally nonlo-
cal in space. Because of its energy-dependence, we may
not factor the Green’s function and potential factors out
of the F sum, which leads us also to a nonlocality in
time, as we now demonstrate with the help of the Dirac
6 function relationship,

/ Gi(B' —E)t' gy _ 2n6(E' — E). (15)

Thus we may write the dynamic potential term of Eq.
(14) as

> Ag / AM(E') uo(r, E)e™*E't [(27r)—1 / B -E) dt’] dE'
E E; —oo

- / (2m) ! / e=iE' () AM(E')dE' Aguo(r, E) =5 dt’
E —oo

E;
=/ AM (t,t') uo(r,t') dt’,

—0o0

where

AM(t,t') = (27r)_1/°°

E,;

e E'¢—t) AM(E')dE', (17)

is the time nonlocal potential arising from the energy-
dependence of Eq. (12) and E; is any lower limit on the
eigenvalues of the combined system of target and pro-
jectile. Contributions to the E’ integral from below the
lowest eigenvalue do not add anything to Eq. (16) since
the ¢’ integral gives back the §(E — E’), which will be
zero in any domain of E’ not including an eigenenergy
included in the E sum of Eq. (6). Note that AM(¢,t')
depends only on the difference 7 between the current time
t and the nonlocal integration variable ¢’ of Eq. (16).

A possible choice of E; is —oo, which makes AM (¢, t)
the Fourier transform of AM(FE). In [4] it was shown ex-
plicitly that a special case of the model presented in Sec.
IT A led to a causal potential for E; = —oo. Indeed, the
energy-dependent potential for that case satisfies Titch-
marsh’s theorem, which then implies that the Fourier
transform is causal. In Appendix A it is shown explicitly
that the energy-dependent potential from [4] with a finite
lower limit leads to a noncausal potential.

We may think of Eq. (17) as giving the Fourier inte-

(16)

[
gral of a function AM(E’) which for complex E’ has a
zero value for Re E' < Ej, leading to exactly the same
integral. Such a function would, of course, not be an-
alytic in the upper half plane (analytic functions have
only isolated zeros) and would therefore fail to satisfy
the conditions of Titchmarsh’s theorem.

Using Eq. (17) we may write the zeroth (elastic) com-
ponent of Eq. (13) as

Aug(r,t)

ih En

= —(h?/2p) V2 uo(r,t) + Vo,ouo(r,t)

oo
+/ AM(t,t") uo(r,t') dt’. (18)
— 00
This is the time-dependent Schrodinger equation for the
elastic channel, corresponding to Eq. (2). The first po-
tential term is a static potential, and the second one is a
time-dependent, time nonlocal potential.

C. Causality of the time-dependent Schrédinger
equation

According to Eq. (17), the time-dependent nonlocal
optical potential AM(¢,t') need not be the Fourier in-
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tegral of the energy-dependent optical potential. If the
lower limit on the integration is chosen to be —oo, the
energy integral of Eq. (17) is the Fourier transform, and
then the M(t,t') is zero for t' > t; i.e., it is causal. Oth-

J
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erwise, for a finite lower limit, it is generally noncausal.

The dispersive part of the optical potential term in the
time-dependent Schrodinger equation for elastic scatter-
ing, according to Egs. (17) and (18), is

/ AM(t,t’)'lﬂ(tl) dt’ = % / / e——iE’(t—t’)AM(El) dE' ’(/)(t,) dt'
— oo —oo JE;

1 oo oo . , R 2 — '
== / / e EEIAM(E)dE"$(t') dt’ — = / / e F ) AM(E') dE'
27r — 00 — 00 27r — 00 — 00

x> Apy(E) e F dt/,
E

where in the last term the eigenfunction expansion of
¥(t'), replacing uo of Eq. (6), has been used for the
elastic channel. Integrating over t' gives us for the last
term of Eq. (19),
1 E’ _~El
e P AM(E")dE' Y Apy(E)S(E - E'),
E

5; — 00
(20)

which is zero, since the lowest eigenvalue E = E, > Ej,
by definition of E;. Thus,

/oo AM(t,t')p(t') dt’

= / 2%[ / e AM(E') dE' | ¢(t) dt’ .
(21)

The quantity in the brackets of Eq. (21) is essentially
the Fourier integral version of the time-dependent optical
potential, which, according to Titchmarsh’s theorem, is
causal. The causal potential forces causality on the wave
function %(t) since it cuts off the integration over ¢’ >
t. Thus we have showed that, even though the original
form of the time-dependent optical potential is not itself
causal, the potential term in the time-dependent wave
equation and, therefore, the wave function are still causal.

III. NONCAUSAL POTENTIALS FROM
MANY-BODY THEORY

In the many-fermion approach to the nuclear optical
model [5,8,9], the wave function can be related to the
one-body Green’s function and the optical potential to
the self-energy operator. Mahaux and Sartor [5,10] have
pointed out that this optical potential may be noncausal.
In this section we give a packet version of this develop-
ment and show that the noncausal potential leads to a
causal equation of motion and wave function.

A. Packet development of the scattering problem

We make up a packet F' for the projectile at a start-
ing time %o, such that F'(r,¢o) and the target nucleus are

(19)

completely separated at ¢t = to. Thus, although the inter-
action is on, it is ineffective in scattering until much later
when the packet encounters the target. We also assume
that the packet is sharply peaked around some definite
momentum, so it has to be long in the spatial dimen-
sion. This requires two scales of length, I, for the packet
length and Lg for the packet-target distance, which must
satisfy the condition Lo > [,. The state vector of the
projectile-target system at time t¢ is then

|TA+L(tg)) = e iBoto /d3rF(r, to) ¥i(r) [¥o), (22)

where here ¥7(r) is the creation operator for a particle
at point r and |¥y) and E, are the (time-independent)
ground-state (GS) eigenfunction and energy eigenvalue
of the A-particle system. The phase factor e %Foto ig
included for later convenience in writing the elastic scat-
tering wave function in terms of the one-particle Green’s
function.
Next we substitute a Fourier integral,

Frto) = / &k F(k, to) e~ (23)

into Eq. (22) and integrate over r to obtain for the initial
state vector

|[TAFL(25)) = e Foto /d%ﬁ(k,to)a*(k)]q/o), (24)

where af(k) creates a particle in a plane-wave state k.
The initial state vector of the scattering wave function
in terms of the Fourier integral, Eq. (24), is an expansion
in the complete set of plane wave eigenstates of the free-
particle Hamiltonian. It is shown in Merzbacher’s text
[11] that the initial packet in scattering from a static
potential U can equally well be written in terms of an

expansion in scattering eigenstates 1/),(:) of the Hamilto-
nian Hy consisting of the kinetic energy operator plus
U, where k is the wave vector of the input plane wave
part of ¥. Furthermore, the Fourier coefficient in terms
of the scattering wave expansion is precisely equal to the
F(k,to) of the plane-wave expansion in Eq. (24).

In principle, an expansion in terms of eigenstates of
a scattering Hamiltonian, must include both the con-
tinuum (scattering) states « and the bound states a.
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However, the coefficients for the bound states are essen-
tially zero, because the large initial separation Lo be-
tween the projectile and the target makes the overlap
between the initial packet and the bound states of the
scattering Hamiltonian virtually zero. The use of the
static auxiliary potential U is important for the later de-
velopment in terms of the Green’s function to hold the
nucleons together in the unperturbed ground state. Fol-
lowing the notation of Mahaux and Sartor [5], we label
the eigenstates of the auxiliary potential with quantum
number index a. However, when o designates a state in
the continuum, we use the wave number of the plane-
wave part of the scattering eigenstate as the quantum
number but call it « to distinguish it from the momen-
tum index k used to designate a plane wave state. Thus
the initial state vector, Eq. (24), in terms of the scatter-
ing eigenstates is rewritten as

[TA+ (1)) = e—ifoto / & F(r, to) al (k) [To). (25)

The wave function at later times is then given with the
use of the time development operator by

PAFTL(f) = e iBotog—iH(t—to) /d3nﬁ'(n, to) af (k) |¥o).
(26)
To make an energy analysis of Eq. (26) we may expand

in eigenstates n of the (A + 1)-particle system
|

(1)) = =Eote 3 =i (t-to
x / d3k ﬁ'(n, t) I\IIT“:+1)<‘I,£+1I aT(K)l\I/()), (27)

where, as in Eq. (6), the sum includes continuum com-
ponents of the (A + 1)-nucleon system. Because the
packet was prepared by adding a continuum particle to
the ground state of the target beyond the range of the
interaction, all energy components n of the initial state
have positive energies with respect to the ground state of
the target. This energy distribution is preserved by the
energy conserving total Hamiltonian H as the packet de-
velops, as shown in Eq. (27).

From the initial time ¢o, Eq. (26) gives the exact devel-
opment of the state vector as the projectile approaches,
interacts with, and recedes in all directions from the tar-
get. It will include, for large t, all excited states of the
target and all reaction products within the energy do-
main of the projectile packet. For describing elastic scat-
tering we must project from that complicated scattered
wave its elastic component. We wait patiently until all
reaction products (which may include photons from nu-
cleons which have been radiatively captured by the tar-
get) have escaped the target region and the remainder of
the incident wave has passed on. At this time the pro-
jectile packet is no longer interacting with the target, so
we may project out the elastic component by taking the
overlap of the exact scattered wave with potential scat-
tering states incident on the nucleus in its ground state,
al (k') |¥o)e *Fot, This process leaves a one-particle wave
function in the space of the eigenstates of the (auxiliary)
potential. Equation (26) gives

e Eot (| a() [WAT (1)) = etPo(t—to) / & F(x, to) (Yola(x') e “H =) al (i) @),

= /danl*:‘(k, to) (To | eFta(k') e HH (1) o (k) e iHto | ),

N /ds"ﬁ(& to)(¥o | a(x',t) a'(x,t0) | o), (28)

where a(x',t) is the destruction operator in the Heisenberg picture. By comparison the one-body time-ordered Green’s
function [5,9] is

G(K' Kk, t —tg) = —i0(t —to) (¥o | a(k/,t) a(k,to) | Yo) + 0(to — t) (¥o |al(k,t0) a(k',t) | To). (29)

The first and second terms on the right will be referred to later as the particle and hole Green’s functions, respectively.
From the derivation of Eq. (28) it is clear that ¢ > tg, so the step function factor in Eq. (29) multiplies the matrix
element in the first term of Eq. (29) by 1 and the matrix element in the second term by 0. Thus for times relevant
for the scattering of the packet, Eq. (26),

(Uo | a(x',t) a(k,to) | ¥o) = iG(K/, Kk, t — to). (30)
B. Dyson’s equation and the Lippmann-Schwinger equation

Dyson’s equation [5,9], for the Green’s function, Eq. (29), is

G(I‘Ll,l‘&,t _ tO) — GO(KI,IQ,t _ tO) + ‘//GO(I‘E,,K”,t _ t’) / /[N(K”,K’",tl _ t") _ U(K,”,K'”)(;(tl _ t”)]

XG(K,’", K, ¢ — tO) dsfc’l'dtlld3l€”dt', (31)
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where N is the particle self-energy or mass operator. The static auxiliary potential U appears subtracted from the

self-energy to compensate for its inclusion in Hy. The delta function §(¢' —

as a nonlocal operator.

t") is the time dependence of U expressed

The unperturbed Green’s function appearing in the first term on the right-hand side of Eq. (31) is

GO(K!, Kyt — to) = —iB(t — to)(Polao(k', 1) ab(k,to)| Do) + 10(to — t)(Do|al (k, to)ao(x’,t)|Bo), (32)

T

where ag is a creation operator in the interaction picture,

ad (k. to) = eflotoal(r)emtHote = giextoal(n), (33)

and |®g) is the unperturbed ground state of the A-particle system. In this case |®¢) is the independent-particle

ground state in the auxiliary binding potential U (', x).
The second term in Eg.

(32) is zero because ag(x’,t) is the destruction operator for a continuum particle while

®,) has only bound single-particle states. It can be replaced by another zero term to give the unperturbed Green’s
0 y gle-p 1% y g P

function, Eq. (32), in the form

GO(K/I, R,t - to) =
= —if(t —to)d3(x

The right-hand side of Eq. (34) for t > tg is exactly the
form of the time-dependent unperturbed wave function
for scattering in the auxiliary potential multiplied by the
phase factor —ie?é~to,

Now, if Dyson’s equation for scattering is solved by
iteration, the factor G(k"’,k,t" — to) in Eq. (31) will
get replaced by the entire right-hand side of the equa-
tion, evaluated at appropriate time and wave vector ar-
guments, which has Eq. (34) as its first term. In each
term of the iteration there will appear a phase factor
e~ (tn—t0) where t,, is some integrated time. The con-
stant phase factor —ie**~*c will be common to every term
and may be divided out.

We next determine the Fourier transform of the time-
dependence of the resulting equation, first taking the
limit that t¢ - —oo. To start, in this limit the Fourier
transform of the G° term, Eq. (34), is

G°(K', k,w) = —3(2w)"1  lim /G K K, t)ettdt
to—>—oo

= —ge'53(k — k') §(w — €x). (35)

Since every term of the time-dependent equation will
have a factor e~“~*~  every term of the right-hand side of
the Fourier transformed equation will have a common fac-
tor §(w — €.). The Fourier transform of the Dyson equa-
tion, divided by —ie®é~?o  taken in the limit of ty — —oo,
and integrated over a small domain of w containing e,
is then

P(K' kye) = 83 (k' — K) + /Go(n',n",en)

x /[N(Ii”,fﬁ:'",en) _ U(h‘,",l{l”)]

x (k" K, €x) dBr"d3k", (36)
|

Gk, K", t —t")

—je Tt enrtmento) g(t — 10)(Bo|ao (k)

-—ie~i(€"'t_6“”t,)[9(t _ tl)<@0 [ ao(K:/) ag(n/l
] 0(t _ tl)(53(1€/ _ K’//)e—ienl(t—t’)_

ad(k) + ag(r)ao(x')|®o)

_ K/) e—ie,‘(t—to)‘ (34)

with the §-function term coming from Eq. (35
defined in terms of the Fourier transform of G,

) and ¢

’(/)(K’,K,,(;J)(S(w - e'ﬂ) =

B _sotectoy—1 !
togn_loo( ie )TTG(K Kkyw).
(37)

Note that Eq. (31) is not an equation for the entire
Green’s function, which also has bound matrix elements.
However the scattering problem requires only the con-
tinuum components of G, which are covered completely
by the left-hand side of Eq. (36). Bound internal quan-
tum numbers will occur as part of the "’ integral in the
right-hand side of Egs. (31) and (36); i.e., "’ runs over
all single-particle states, which may include some bound
states, in which case the "’ integrals must be interpreted
as including discrete sums.

For the integral term of Eq. (36) we need also to evalu-
ate the zero-order Green’s function G°, the first factor in
the integral term on the right. However, in the interest
of relating the Dyson equation to scattering theory we
first write the zero-order Green’s function for scattering
in momentum space,

ok ) = D) [ X ()

W — €q + 17 W — € + 17

)

(38)
where the sum is over bound states of the auxiliary po-
tential and the integral is over the continuum of its scat-
tering states. The «', " element of the Eq. (38), with «’
in the continuum, is

53(l€’ _ K:")

K w)y=—>""7
g(K', k", w) W — € + 11

(39)

By comparison the zero-order one-body Green’s function
is

)) [ @) = 6(t' — 1)(2o | ad(k",) ao(x')|D0)]

(40)
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The second term in this Green’s function, which is again
zero because the continuum destruction operator oper-
ates only on bound single-particle states in |®¢), has been
altered in the evaluation by changing the coefficient from
—0(t' —t) to +6(t — t'). Thus the Fourier transform of
Eq. (40) is equal to the zero-order scattering Green'’s
function, Eq. (39),

GO+, K"\ w) = g(r',K",w), (41)

which allows us to replace the G° in Eq. (36) by the scat-
tering Green’s function g(x’, k", w). With this change Eq.
(36) has exactly the form of the Lippmann-Schwinger
integral equation for scattering. The delta function
83(k — k') is precisely the expression for a potential scat-
tering eigenfunction k at scattering-eigenstate coordinate
k!, giving component x of the incident packet in Eq.
(25). Equation (36) is the Lippmann-Schwinger equation
for scattering by two potentials in the auxiliary-potential
eigenstate basis. The first term is the wave function for
scattering from the auxiliary potential U(k’, k), and the
integral gives the effects on the wave function of the scat-
tering from the second potential, N(«', k,€.) — U(K', k).
The derivation of the Lippmann-Schwinger equation in
this many-body approach [5,8,9] established the relation-
ship Eq. (37) as the connection between the Green’s func-
tion and the wave function for elastic scattering. It also
established N(x", k", €,) as the potential responsible for
elastic scattering, that is, the optical potential.

However, as mentioned in the Introduction to this sec-
tion, Mahaux and Sartor have pointed out that the self-
energy N is not causal, which might give rise to some con-
cern about using it to describe scattering via Eq. (36). A
similar phenomenon was encountered in Eq. (17). Anal-
ogous to the development in Sec. II, we will show that
the use of the noncausal N still gives rise to a causal
Lippmann-Schwinger equation for scattering. For this
purpose it is useful first to discuss the analytic proper-
ties of the Green’s function.

C. Analytic properties of the Green’s functions

To proceed further with the argument about causality
we consider the spectral representation [12] of the particle
and hole Green’s functions,

Gp.p,a(w)

_ 3 (o Lap [ WAL (ol [ Bo)
— w— Ea ™ + Bt +in ’

Gh,,a(w)

= Z <‘IJ0 | al! ] \1/713_1"/><\P:3—1’u | a’,a ‘ \I’0> (43)
n,v w+E’{'}_1’V —E64 _7‘17 ,

where o and [ designate the single-particle quantum
numbers and v designates the nucleon type (neutron or
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proton) added to or removed from the ground state of the
A-particle system. The two denominators can be written
as [12]

w — E;:l—f—l‘u +E64+1,u _ E64+1,V + E64 +“7
=w— 62—{»1,11 + SA+1,|/ + i777 (44)

w+ E;?—l,u _ E(A)‘l—l,u + E64—1,V _ E64 _ “7

=w+ef T+ 4 —in, (45)

where S4+¥ is the separation energy of a nucleon of type
v from an A-nucleon system and eﬁil is the excitation
energy in the A i+ 1 nucleon system. The analytic be-
havior of the particle and hole Green’s functions in the
complex energy plane is represented [12] by Fig. 1. The
particle Green’s function has a series of poles starting at
w = —8§4+L¥ _ip  extending to the right to the pole of
the highest v-nucleus bound state, then, as the particle
continuum is reached, turning into a cut, which extends
from w = —in to 400 — in. The hole Green’s function
has a series of poles starting at w = —S4* + i, ex-
tending left to the continuum of the A — 1 system at
w = —84-1w _ §4» 4 ipn and continuing as a cut to
—00 + 7.

In the limit of an infinite nucleus in the absence of
pairing, S4*1* and §4* will be equal, but in finite nu-
clei they will not. They may differ by a few MeV due to
pairing and shell effects. However, the zero in the scat-
tering energy starts at the continuum cut of G, where
eA+ly = §A+LY  According to Eq. (44) and the previ-
ous paragraph, the start of this cut is at Re w = 0, so
Rew + €y VY + S4* in the denominator Eq. (45) of Eq.
(43) will be positive definite, since €A~1 > 0 and S4*
is positive and finite, making the —in term negligible in
the limit as 7 approaches zero. Thus with absolutely no
change at positive energies we may replace the minus sign
in front of the in to a plus sign, which changes Gj(w) to
G} (w*). Although G and Gf(w*) will be unequal for
Re w < 0, they will be equal in the scattering region. In
GZ (w*), the hole cut will switch from above to below the
real w axis. It is convenient at this point to introduce
the retarded Green’s function [5,6]

GR(w) = Gp(w) + G} (") (46)

which will have cuts only in the lower half plane, as shown
in Fig. 2. The analytic properties of the self-energy N R

G,
i Re w
17 .

Gp
A+1 continuum—=

FIG. 1. The pole and cut structure of the time-ordered
Green’s function in the complex energy plane.
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Rew

B

}-* A+1 continuum —

FIG. 2. Same as Fig. 1 for the retarded Green’s function.

In

for the Green’s function G® are discussed in Appendix
B. Like G, it is analytic in the upper half plane and has
cuts in the lower half plane, which coincide with those of
GE,

D. Causal behavior from noncausal potentials

Even though N is noncausal, Eq. (36) does, neverthe-
less, lead to causal behavior. Since in the scattering en-
ergy region w > 0, G(w) and GE(w) are equal, as shown
in Sec. III C, so are N (w) and N¥(w), which follows from
Egs. (B2) and (B3) and the discussion following them in
Appendix B. Therefore we may substitute NE for N in
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Eq. (36) and G¥ for G in Eq. (37) without changing
either equation at scattering energies. This procedure
gives a nearly identical Lippmann-Schwinger equation,

Y(K' Kye) = 83 (k — ') + //g(n',n",en)
X [NR(K,”, K,”’, 6K)
—U(K,”,K”’)]'l/)(fi”’,K,,E,;)dah‘,/“dzslc”, (47)
where advantage was taken of the equivalence of the zero-
order Green’s functions, Eq. (41). However, in Eq. (47)

the retarded self-energy N appears in the role as the
scattering potential instead of N. Its Fourier integral,

NB(K k1) = /NR(K',ﬁ,w)e_i‘"dw (48)
will be causal,
NR(K”, K”l,t’ _ tl!) — 0, tll > t’. (49)

The time-dependent equivalent to Eq. (47),

’l/l(lﬁ’,fi, t) — 53(f€ _ K,’)e_ie"t + / /g(h:',n",t _ tl)//[NR(RII’KIII,tI _ tll) _ U(K",Iﬁ:l")(s(tl _ tll)]

X't,b(li"’, K, tll)d3 nlll dt” d31€” dtl,

has three causal functions NB(x" &, ¢ —t"), §(t' —t"),
and

gk, 6" t—t)=0, t >t (51)

in the time integration. Thus the integral over t” is ef-
fectively limited by Eq. (49) and the delta function to
the range t” < t' and ¢’ is limited by Eq. (51) to the
range t' < t. The integrand is therefore nonzero only for
t" < t; that is, the time-dependent Lippmann-Schwinger
equation, Eq. (50), is causal.

We emphasize that we have not replaced Eq. (36) by
a different equation Eq. (47), which is causal. We have
started with Eq. (36), including its noncausal potential
N and substituted the equal quantities GE and NZ for
G and N, leaving exactly the same equation (at scatter-
ing energies) as we started with but with N® appear-
ing instead of N. Since NZ is causal, so is 1. Thus a
Lippmann-Schwinger equation with a noncausal poten-
tial leads to a causal scattering wave function. This re-
sult corresponds very closely to the proof of causality
for the noncausal potential of Eq. (17). In both cases
we start with a noncausal time-dependent potential and
equate it to a causal one, the change not affecting the
wave equation at scattering energies.

E. A continuum of noncausal potentials

Mahaux and Sartor [5] define a one-particle Green’s
function which has a variable amount of hole Green’s

(50)
[
function:
Gk k,t—t',a) = Gp(k',k,t —t') +aGr(k',k,t —t'),
(52)

GO(K' k,t —t',b) = GO(K',k,t —t') +bGu(K' k,t — 1),
(53)

where again the particle and hole Green’s functions
are, respectively, the forward and backward propagat-
ing parts of the time-ordered Green’s function, Eq. (29).
Mahaux and Sartor postulate that these Green’s func-
tions Egs. (52) and (53) can be made to satisfy a gener-
alized Dyson-like equation, a special case of which is

G(K',k,w,a) = G°(K', k,w,b) +// G(r', K" w,1)

X[N(fc",n'",w,a,b) _ U(K,",I‘L”I ]
xG(K" k,w,a)d?k" d3", (54)

where the last two arguments of IV specify which of the
choices from Eqgs. (52) and (53) were made. Writing
Eq. (31) as a matrix expression, the authors solve for
the self-energy N(a,b), the only assumption being that
the inverses of Eqgs. (52) and (53) exist. The result with
b=1is

Noo(a,1) —U = (w— e,)8u — Go(a). (55)

iz
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The optical potential, established in Eq. (36) as the
self-energy operator, is expected to have the same ana-
lytic properties [5] as the Green’s function itself. The
Fourier transform of the particle Green’s function has
only a right-hand cut, which lies below the real axis of
the w plane while the hole Green’s function has a left
hand cut, which lies above the real axis. Thus, accord-
ing to Titchmarsh’s theorem, the particle Green’s func-
tion is causal. On the other hand, any choice of Green’s
function with a # 0 in Eq. (52), for example the time-
ordered Green’s function, a = 1, has also the left-hand
cut. Any choice of a # 0 will therefore give a noncausal
potential, as it violates Titchmarsh’s theorem. Since the
multiplying constant a is arbitrary, there is a continuum
of noncausal potentials. However one may again use the
arguments of the previous section, changing the sign of
the n term in G}, of Eq. (43) from negative to positive.
Again this changes nothing at positive energies w, but
converts G(a) to GE(a), which is analytic in the upper
half plane. The proofs given in Refs. [13] and [14] that G
has no zeros in the upper half w plane can be extended
to Eq. (52), provided only that a > 0, to maintain the
negative definiteness of its imaginary part, and likewise
for G°. Thus, the retarded analog of Eq. (55) holds,
and the retarded self-energy can be calculated. As it is
analytic in the upper half plane, the time-dependent N ®
will be causal for all positive values of the parameters a
and b.

This phenomenon is similar to the result described
above in Sec. IIB, summarized in Eq. (17). The
continuum of values of E; all lead to the same scatter-
ing, but only the choice E; = —oo of these leads to a
causal potential. In Sec. II C we showed that these time-
dependent optical potentials lead, nevertheless, to causal
behavior of the wave function.

IV. SUMMARY AND CONCLUSIONS

We have determined the time nonlocal optical poten-
tial for two models of elastic scattering. The first is a sim-
ple reaction model of scattering with a nonidentical pro-
jectile from a target with any number of excited states.
The time-dependent potential, given by a Fourier inte-
gral of the energy-dependent optical potential resulting
from the model, is the one which appears in the time-
dependent Schrodinger equation. Because of the finite
lower limit on the spectrum of the complete system of
projectile and particle, the lower limit of the integral is
indefinite. In principle, it can be chosen to have any
value of energy below the lowest energy eigenvalue. As a
practical matter, it can have any energy value below zero
scattering energy, since only positive energies appear in
the incident packet wave function.

In Refs. [1,4] the lower limit was taken to be —oo,
which makes the time-dependent potential equal to the
Fourier integral of the energy-dependent optical poten-
tial. Titchmarsh’s theorem then applies, resulting in a

causal potential. The proof of causality for a special case -

of our model potential, for which the proof was carried
out explicitly [4], also required the infinite lower limit.

We have shown in Appendix A of this paper that, if a
finite lower limit is taken, the time-dependent potential is
not generally causal. This was done by actually carrying
out numerically the integral of Eq. (17) for the special
simplified case of Ref. [4]. It is, of course, no surprise that
this potential is noncausal, as it violates Titchmarsh’s
theorem.

However, we have shown that, in spite of the noncausal
nature of the potentials, the time-dependent Schrodinger
equation (and therefore the wave function) is still causal.
In the scattering theory, before projection on the elastic
channel, causality was inserted in the form of outgoing
scattered waves in the excited channels of the target nu-
cleus. Although the derivation of the wave equation in
the elastic channel does give rise to noncausal potentials
in the sense that V (¢,t') # 0 t' > t, these potentials still
lead to causal behavior.

In addition, we have presented a many-body treat-
ment of the optical potential using a packet descrip-
tion of the scattering. We have shown that the non-
causal potential which arises [5] from the derivation of
the Lippmann-Schwinger equation from the Dyson equa-
tion also results in a causal wave equation. This has
been accomplished by converting the equation of mo-
tion to one involving the retarded Green’s function and
self-energy. Both of these quantities satisfy Titchmarsh’s
theorem, thereby giving rise to a causal time-dependent
Lippmann-Schwinger equation describing the scattering.
We have included in Appendix B a brief discussion of
the analyticity properties of the retarded Green’s func-
tion and self-energy.

Both cases we have discussed result in an equation of
motion containing a noncausal time nonlocal optical po-
tential. In each case the potential may be altered by
making adjustments in the the corresponding energy-
dependent potential (its Fourier transform). The alter-
ation is justified because it makes a difference only at
negative energies with respect to the ground state of the
target, whereas only positive energies are contained in
the scattering wave packet.

One could take the point of view that the noncausal
potentials we have discussed are actually causal, as they
lead to causal behavior in the wave function. All the op-
tical potentials we have discussed satisfy this criterion.
We have used the more restrictive definition of a causal
potential, that V(¢,t') = 0 for ¢’ > t. The fact that our
noncausal potentials have led to causal behavior depends
on the fact that they are each identical to causal poten-
tials at scattering energies. Our proof that they lead
to causal behavior in each model relies on the existence
of causal potentials into which the noncausal potentials
may be converted by manipulation of the potential and
wave function in the negative energy domain. As the
scattering packet contains none of the negative scatter-
ing energies, the change in the energy-dependence of the
potential below zero energies does not affect the scat-
tering wave function. Since in each case the substituted
potential satisfies Titchmarsh’s theorem, the correspond-
ing time-dependent potential is causal. The substituted
potential then gives rise to a causal wave equation, the
solution of which is a causal wave function.
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APPENDIX A: NONCAUSALITY OF THE
OPTICAL POTENTIAL FROM A SIMPLE
REACTION MODEL

In this appendix, the noncausal nature of a special case
of Eq. (17) will be demonstrated. The optical poten-
tial, which is forced to be spatially local by restricting
the scattering model to inelastic scattering on a spheri-
cal shell of potential, is [4]

e sin(kr) 6(r — a)
k b
where k = v/E. We demonstrate here that AM(7) can

be nonzero for 7 = ¢t — t' < 0 and thus noncausal, where
A M(7) for T < 0 is given by

AM(E) = (A1)

AM(r) = /N eF'ITl A M(E') dE'. (A2)

E;
In k space, A M(7) becomes

. 1 .2 )
AM(7) = /C oz XTIk — 1)k 8(r — o)

- / F(k)dk 8(r — a), (A3)
C

where the curve C, shown in Fig. 3, is from k = ikg to oo,
with ko > +/(e + B), where € is the energy of the one
and only excited state in the model and B is the binding
energy of the lowest bound state of the combined system
of target and projectile (or zero, if there are no bound
states). To find the value of AM(7), it is useful to have
a closed curve such as that of Fig. 4, in which the lower

k Plane

y=Im k

x=Re k

FIG. 3. The path of integration in Eq. (A2) transformed
from the energy plane to the complex wave number plane in
Eq. (A3).
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y=Im k k Plane

o

x=Re k

FIG. 4. The paths of integration used to demonstrate the
noncausality of the potential of Appendix A.

section of path 3 is chosen to be a convenient horizontal
line in the complex k plane, and the upper section is
chosen to be along the y = z line. Since the integrand in
Eq. (A3) is an analytic function, the loop integral in k
space is zero, which implies that

ISTAVAL

As the loop is extended to infinity, the integral along
curve 2 approaches zero exponentially [4], which implies

that
f=-1

Clearly, if the integral along 3 is nonzero, then the inte-
gral along 1 is nonzero as well and the potential is non-
causal. Using the diagram of Fig. 4 for the path of inte-
gration, it is convenient to have k in the form k& = z + iy;
giving

(A4)

(A5)

1 _ (2 — a2 _ .
—e 22y|'r|€1(a: y )|‘r[[e 2ya  2iza _ 1]

) = 5

First, to show that the potential will be causal for the
usual case, where the integration is carried out from FE =
—o0o = k2, (k = ic0) to E = oo, we take the limit as
Yy = Ko — oo. With this limit, the first term in the
bracket goes to zero and the first factor will dominate
the expression giving an upper limit of

(A6)

v 1
lim e 2l dp = lim

1 1
= |0+ =0
y—oo Jo 28 y—oo 2 2y|7|
(A7)

So, as the lower limit to the energy integral goes to —oo,
the potential is causal, which is in agreement with [4] and
with Titchmarsh’s theorem.

Now for a finite lower limit ko = ikg, corresponding
to an energy below the value —e — B as in Fig. 3, the
integral is of the form

/Ko flz +iKo)dz + /°° f(z + iz)dz. (A8)
0 Ko
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To show that the integral may be nonzero, consider values
of a and kg greater than or equal to unity and |7| much
greater than unity. Clearly the second integral in Eq.
(A8) will be negligible due to the e=22°I7! factor in Eq.
(A6) on the y = z line, since |7| > 1.

In the remaining integral, the first term of Eq. (A8) is

Ko 1
, 2i°

Evaluating these integrals numerically along path 3 for
a typical value of a=5 and convenient values of ko = 1.0
and |7| = 25.0 results in a value on the order of 10~2° for
the term with the two exponential factors in the brackets
and 1072 for the —1 term; thus the two terms cannot
cancel, so the integral is nonzero and the potential is
noncausal.

—22&0}T|€i(z2—ng)|‘rt [e—2n0a62ima

—1)dz. (A9)

APPENDIX B: ANALYTIC PROPERTIES OF
THE RETARDED SELF-ENERGY

In this appendix we consider the analytic properties of
NZE. We start by writing Dyson’s Equation (36) as the
matrix equation

G =G’ + G°(N -U)G, (B1)

where each of these quantities is a matrix in discretized
k space. Multiplying Eq. (B1) on the left by (G°)~! and
on the right by (G)~! and solving for N gives the well
known expression for the self-energy [5,6],

N=U+()" - (@)
=U+(GY+Gp) ™" — (Gp+Gn)™" (B2)
Corresponding to GF we define a retarded self-energy
using Eq. (46),
NR(w) =U +[Gp(w) + Gy (w")]
—[Gp(w) + G (W)
U + [GOR(w)] ™ — [GR(w)] ™.

(B3)

For scattering energies N is identical to N, which jus-
tifies our use of the altered Dyson equation to treat the
scattering problem.

Since N involves the inverses of the zero-order and
exact Green’s functions, it is important that we know
the analytic properties of these inverses. Because of the
defining relationship (G®)"'GE® = 1, if G® is multiple
valued, then its inverse must also be multiple valued in an
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exactly compensating way, so the product will be unity.
If GE has a simple pole at a point w = wg, then each
cofactor matrix of GE will approach a constant times
(w — wo)"("‘l), where n is the number of rows of the
matrix, and the determinant will approach (w — wg)™™.
The inverse matrix of GE will therefore approach w — wp;
that is, it will have a zero at the singular points of GE.
Poles of the (GE)~! will occur at the zeros of GE. All of
these same statements also apply to the GO&,

The change of sign in the 1 term of Eq. (43) in the
hole Green’s function of Eq. (46) shifts the singularities
of GE to the lower half w plane (see Fig. 2). Because of
the connection Eq. (B3), the singularities in N¥ are also
shifted to the lower half plane. Poles in GF and G°F be-
come zero terms of N® [Eq. (B3)] (which, of course, are
not singularities), branch points and cuts of GE become
branch points and cuts of NE, and zeros of GF become
poles of NE. The fact that GF is analytic in the upper
half w plane means that NF is also analytic except for
the possibility that the retarded Green’s function might
have a zero.

It is therefore important. to determine whether G or
G°F can have a zero in the upper half plane. Luttinger
has shown [13] for spinless Fermions in the absence of
an external potential that ImG < 0, that is, ImG is
negative definite. The same argument applies to Im G¥.
Luttinger states [13] that this result also applies to the
more general case, that is, G has no singularities in the
upper half plane. We have verified this result by showing
[14] that a matrix representation of G® has a nonzero
determinant, which implies that GE has an inverse and
therefore no singularities in the upper half plane.

At infinite values of w, both GF and G°F approach
zero as 1/w, as described earlier in this appendix. Thus
the inverse matrices in Eq. (B3) will each approach w.
They cancel in Eq. (B3), leaving at worst a constant at
co. This is acceptable behavior in the limit as |w| —
00, since the exponential e~*7 in the Fourier integral
Eq. (48) goes to zero exponentially at negative values
of 7 as Imw — oo. Thus on an infinite semicircle in
the upper-half w plane, the product NEe~*7 approaches
zero rapidly enough that the contribution to the integral
on the semicircle is zero for negative 7, a result needed
in the proof of Titchmarsh’s theorem. Since there are
no singularities in the (finite) upper-half plane, Cauchy’s
theorem gives zero for Eq. (48) for negative 7, which
is the causality condition. On the other hand, the self-
energy N for the time-ordered Green’s function G will
not generally be causal because of the singularities in Gy,
in the upper half plane.
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