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The absolute differential cross section for the H(p, p) He reaction was measured for 0.1 ( E„&
6.0 MeV. Gamma rays produced by proton bombardment of Ti- H targets were detected simulta-
neously with BGO and NaI scintillators positioned at 90' with respect to the incident beam. Our
results are higher than the most recently reported (p, p) data, but in good agreement with all other
previous (p, p) experiments. The present results support the He(p, p) cross sections recommended
by Calarco et al. in their discussions of the charge asymmetry of the nuclear force in He.

PACS number(s): 25.40.Lw, 27.10.+h

I. INTRODUCTION

Comparisons of the cross sections for the sH(p, p)4He,
sHe(n, p)4He, 4He(p, p)sH, and 4He(p, n)sHe reactions
have led to suggestions of charge-symmetry breaking in
the nuclear force. The ratio of the photonucleon cross
sections, B~ = cr~ „/o~ „, for the 4He system gives valu-
able information, as conventional theoretical models [1—5]
without charge-symmetry breaking predict R~ = 1.1 for
E~ = 25—40 MeV. Calarco et al. [6] examined all of the
experimental results available in 1983 and recommended
R~ 1.7—1.4 for E~ = 25—30 MeV, hence suggesting the
strong possibility of nonzero charge asymmetry in the
nuclear force. Their recommended 4He(p, p)sH cross sec-
tion was based heavily on the inverse H(p, p) He data
for E~ & 38 MeV because of the agreement among all
the capture results [7—12]. However, it agrees with only
some of the He(p, t) H results [13—15], and is higher than
other phototriton results [16—18] below E~ = 31 lVIeV.
For the He(p, n) He cross section, Calarco et a/. pri-
marily used the experimental results by Herman et al. [19]
and Ward et al. [20], which are in agreement with some
of the earlier data [21—23], although other measurements
[14,24—26] are substantially larger near 25 MeV. The sit-
uation was also unclear because all of the experiments
that measured both photonucleon reactions simultane-
ously gave R~ 1.0 [13,17], in disagreement with Calarco
et al. Since then, there have been more measurements of
the cross sections for the (p, p), (p, p), (n, p), and (p, n)
reactions, seeking to resolve the discrepancies among the
earlier experiments (see Ref. [27] for reviews of these ex-
perirnents) .

Prior to Calarco et al. 's studies in 1983, there was rel-
atively little disagreement among different (p, p)/(p, p)
experiments. In 1988, Bernabei et al. [28] reported
cross sections for the 4He(p, p) reaction at E~ = 28.6—
58.1 MeV, using a monoenergetic photon beam and a

4m' proton detector, with results substantially lower
than the o.~ „values recommended by Calarco et al. Fur-

thermore, recent sH(p, p) results by Feldman et al. [29]
are 35%%up lower than the earlier capture experiments
and agree with the results of Bernabei et al. If these two
experiments are compared with the recommended values
for 0~ „,the ratio R~ by Bernabei et al. is 1.01+0.06 for
E~ = 28.6—42.4 MeV and the ratio R~ by Feldman et al.
is 1.09 + 0.17 for E~ = 24—31 MeV. Hence, these new
results suggest no need for charge-symmetry breaking.
However, the most recent measurement of the He(p, p)
cross section by Van Hoorebeke et al. [30], using 34-MeV
end-point bremsstrahlung photons and proton detectors
at nine angles, is yet in disagreement with the results
of Bernabei et al. and Feldman et al. , but is in perfect
agreement with the values previously recommended by
Calarco et al. Thus, 35/&'& discrepancies in the H(p, p)
cross section remain unsettled.

In this paper, we report new measurements of the
sH(p, p) cross section for 0.1 & E„& 6.0 MeV, with
results that support the values recommended by Calarco
et al.

II. EXPERIMENT AND DATA ANALYSIS

A. Introduction

The experiment was performed using 0.4—20 pA pro-
ton beams with energies up to the 6-MeV limit of the
Caltech Pelletron Tandem. The molecular ions H2 and
H3 Rom the terminal ion source were used to provide low
beam energies, 0.2 & E„&0.5 MeV and E„=0.1 MeV,
respectively. The p rays from the H(p, p) reaction were
measured simultaneously with a 5.08-cm-length x 5.08-
cm-diam BGO detector and a 7.62-cm-length x 7.62-cm-
diam NaI detector. The detectors were positioned at the
opposite sides of the target and at 90 with respect to
the incident beam, as shown schematically in Fig. 1. The
distance between the center of the target and the Font
aluminum surface of each detector was 10.2 cm for the
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beam of 6-MeV p rays is somewhat greater than that of 20—
24 MeV p rays, this test should sample all of the mate-
rials of our detection system.

B. Test of Ecs4 with the i9F(p, ap) i 0 reaction
target

PMT
+QQX g + pMT

water

10.2 crn

FIG. 1. Schematic of the experimental setup, showing the
target and the NaI and BGO detectors.

sH(p, p) measurements with 1.0 ( E~ ( 6.0 MeV and
3.1 cm for 0.1 & Ez & 1.0 MeV.

Two Ti- H targets were used in this work, one with
a Ti-sH layer on a 31.7-mm-diam Ta (0.76-mm thick-
ness) backing and the other on a 31.7-mm-diam Cu
(0.81-mm thickness) backing. The targets were mounted
with Oqzq

——45 with respect to the incident beam and
were water cooled. The H areal densities (+3%%up) of
1.15 x 10 H atoms/cm and 3.80 x 10 H atoms/cm
for the Ta-backing target and the Cu-backing target,
respectively, were measured using the H(d, a) reac-
tion. (The Ti areal densities were determined to be
1.35 x 10is Ti atoms/cm and 2.16 x 10 ~ Ti atoms/cm
for the Ta-backing target and the Cu-backing target, re-
spectively, by elastic a scattering. ) Details of the target
preparation and surface-density measurements have been
described elsewhere [31].

In order to determine the absolute sH(p, p)4He cross
section, it is important to determine accurate efficiencies
for the detectors. Due to the lack of practical radioiso-
tope sources or reactions that can be used to determine
the intrinsic efficiencies of the BGO and NaI detectors for
high-energy p rays (E~ ) 20 MeV), we used the Monte
Carlo program EGS4 [32] to obtain the absolute detec-
tion efficiencies. Since this program simulates the behav-
iors of p rays, electrons, and positrons based on knowl-
edge of the probabilities for bremsstrahlung production,
photoelectric absorption, Compton scattering, pair pro-
duction, energy loss, and other physical processes over a
wide range of energies, it is expected to calculate detec-
tion efficiencies very accurately at any energy. A recent
experiment by Mao et al. [33] used EGS4 for the detection
efficiency of a NaI detector and showed that the EGS4 cal-
culation accurately reproduced measurements taken with
a calibrated is2Eu source and using the PBe(a, dp)iiB
reaction. We have checked the program for the case of
bare BGO and NaI crystals and isotropic point p-ray
sources with various energies up to 30 MeV, for which
the total detection eKciencies were reproduced (within
2%%up) by analytical calculation. We have also used the

F(p, ap) 0 reaction in an independent test of EGS4
(described below), incorporating the geometry and ma-
terial of the present experiments. Since the penetration

f. Introduction

g. The a yield fwrn the E(p, ap)i60 maction

A 50-pg/cm CaF2 film evaporated on a 0.76-mm-2

thick Ta backing (at Htsq ——45') was bombarded with
347-keV protons in a scattering chamber. The o. par-
ticles &om the i~F(p, a7) 0 reaction were detected by
a Si(SB) detector at 8~ b = 165', with a 3.43-mm-diam
aperture at 8.69 cm &om the target, yielding a solid an-
gle of 1.22 x 10 sr in the laboratory kame. In order to
stop most; of the elastic protons, a 3.05-pm Mylar window
was placed behind the collimator in &ont of the detec-
tor. The dead time of the multichannel analyzer (MCA)
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FIG. 2. The Si-detector spectrum from the F(p, ap) 0
reaction, showing the n2 group cleanly separated from back-
ground in lower channels.

Because we depend exclusively on our Monte Carlo
calculations for the p-detection efficiencies, it is impor-
tant to test the Monte Carlo program. We used the

F(p, ap) 0 reaction at the Ez ——340 keV resonance,
which yields a nearly monochromatic 6.13-MeV p ray
(96.9%%up) from the a2 transition. The a yield is known to
be isotropic in the center-of-mass system within an accu-
racy of 2% [34]. The p yield is slightly aiiisotropic [35]:
W(0) = 1 —(0.0346 + 0.0013) cos 8, but the anisotropy
is ignored in the analysis. The absolute measurement
of the a yield Rom the 9F(p, ap) 0 reaction depends
only on geometrical conditions that can be measured ac-
curately, since the intrinsic efficiency of the a detector is
almost unity. Hence, by comparing the absolute yields of
a particles and p rays from the F(p, ap)isO reaction,
we can measure the p-ray detection efficiency, which, in
turn, can be compared to Monte Carlo calculations.
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and counts &om the current integrator were recorded for
each run. We changed beam-focusing conditions as well
as target positions and found no evidence (within 2%)
for nonuniformity of the target.

Figure 2, a measurement with the CaF2 side of the
target, shows the a~ group clearly separated &om back-
ground in lower channels. A measurement with the Ta
side revealed no background counts for our o. measure-
ment. To obtain the p™detection efBciencies of BGO and
NaI, we do not need to know the target thickness since
we used the same target with Otzt

——45' and beam ener-
gies that are essentially on the plateau of the thick-target
yield for both o.- and p-yield measurements.

For the absolute o, yield per proton per steradian, we
have

S
n„LO,

where N is the number of o. particles, n„ is the num-
ber of protons incident on the target, and AO, is the
detector solid angle in the center-of-mass frame. We ob-
tained the o. yield, Y~ = 9.02 + 0.34 x 10,where the
error is Rom a 2.5% statistical error of the total n counts,
a 1%%up error in the beam current, a 1% error in the solid
angle, and a 2% error for possible nonisotropy.

cut between 4 and 6.5 MeV, n„ is the number of incident
protons, and t ~ is the total absolute detection efBciency
determined &om EGS4 for the same energy cut used for
N~. The systematic error in t ~ calculated by the Monte
Carlo simulation is estimated to be +6%%uo, which is mainly
due to the uncertainties in the detector position, the en-
ergy calibration, and the line shape. For example, a 2%
error in the detector distance in EGS4 changes the Anal
t,~ result as much as 3%%uo due mainly to changes in solid
angle. The combined uncertainty in the energy calibra-
tion and the line shape also introduces 3% errors in the
t,~ values. Two extreme cases of energy cuts, the 5—
6.5 MeV cut and the 1—6.5 MeV cut, in Fig. 3 agree
within 2%%uc. This indicates the linearity of the detector
response as well as the quality of the Monte Carlo simu-
lation.

The p yields for the BGO and NaI detectors at 10.2 cm
kom the target were determined to be 9.01+0.60 x 10
and 9.51 + 0.60 x 10, respectively, which are in good
agreement with the o. yield of 9.02 + 0.34 x 10 . More
extensive tests were done to verify that the EGS4 calcu-
lations are consistent with diferent experimental con6g-
urations. The experiments were tested with detectors at
several different positions: (a) detectors at 10.2 cm, (b)
detectors exchanged at 10.2 cm, (c) detectors at 15.2 cm,
and (d) detectors exchanged at 15.2 cm. Table I shows

3. The p yield from the ~ 5'(p, exp)' 0 reaction

Y~ =
np4xteg

(2)

where N~ is the number of counts in a selected energy

The p rays &om the same CaF2 target were detected
under the identical experimental setup as that for the
sH(p, p) experiment: the target was mounted at 45 with
respect to the beam, was water cooled, and the BGO and
NaI detectors were positioned at 90 to the beam.

The top and bottom spectra in Fig. 3 show the
(background-subtracted) experimental data (triangles) of
the BGO detector and the NaI detector, respectively, po-
sitioned at 10.2 cm &om the target center. The known p
energies &om an AmBe source and natural background
lines were found to be linear with MCA channels and
were used for energy calibration. Using EGS4, 5 x 10
events of the 6.13-MeV p rays &om the 6 mm x 17 mm
target area were generated isotropically. The total num-
ber of p rays and their energies deposited in the BGO
and NaI crystals were calculated. The three-dimensional
geometry of all the absorbers (e.g. , the target holder and
the surroundings of the crystals) and their materials were
carefully determined and used in EGS4. Since the Monte
Carlo program assumes perfect detector resolution, the
Monte Carlo spectra were convolved with energy resolu-
tions of 4%%uo and 5% (FWHM of the Gaussian distribu-
tion) for BGO and NaI, respectively, to fit the shapes
of the experimental data. The Monte Carlo simulations
(histograms) and the experimental data (triangles) agree
almost perfectly. The yield of the p rays per proton per
steradian is
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FIG. 3. The experimental (triangles) and the Monte Carlo
(histograms) spectra for the F(p, np) 0 reaction are com-
pared. The energy spectra from the Monte Carlo simulations
were smeared with 4% and ~ 5% energy resolutions to
match the experimental data of the BOO and NaI detectors,
respectively.
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TABLE I. The absolute yields of 6.13-MeV p rays and o. particles from the F(p, o.sp) 0
reaction, per proton per steradian.

Detector positions
Si(SB) detector at 8~ b = 165'

BGO at —10.2 cm NaI at +10.2 cm
BGO at +10.2 cm NaI at —10.2 cm
BGO at —15.2 cm NaI at +15.2 cm
BGO at +15.2 cm NaI at —15.2 cm

BGO
Y x10'

9.01+0.60
9.01+0.59
8.89+0.58
9.09+0.61

NaI

9.51+0.60
9.41+0.57
9.60+0.61
9.76+0.61

Y x10

9.02+0.34

The same detector position used for the H(p, p) He reaction at E~ ) 1.0 MeV.

the p yields &om the different detector positions. The re-
sults indicate that the absolute efBciencies obtained using
EGS4 are consistent, in agreement within errors among
themselves and also with the o. result.

However, there is an obvious trend that the NaI val-
ues are consistently a few percent higher than the BGO
values. We also observed this efFect in the sH(p, p)4He
experiment. This cannot be caused entirely by using the
wrong geometrical conditions in the Monte Carlo calcula-
tions, because exchanging the detectors at both 10.2 cm
and 15.2 cm also shows these efFects. There are several
other possibilities that might cause these effects, for ex-
ample, slightly damaged crystals or wrong dimensions of
the materials inside the aluminum housings. Our conser-
vative estimate of +6% error in determining the eKcien-
cies should be sufhcient to cover these systematic errors.
Because a subsequent test with two supposedly identi-
cal NaI detectors for the H(p, p) experiment gave 5%
different results, we conclude that these slight deviations
are possible among different detectors, not because of any
fundamental problems with the Monte Carlo program.

We have done many careful tests on the Monte Carlo
EGS4 program by comparing the p yields to the o.' yields
Rom the F(p, np) 0 reaction. The two different de-
tector systems also allow us to crosscheck the p yields
and the results agree within 6%. We conclude that the
Monte Carlo simulations successfully predict the detec-
tion eKciencies and will be used in the calculation of the
sH(p, p)4He cross section.

C. Data analysis of the H(p, p)4He experiment
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6.00 MeV. The Monte Carlo simulations agree with the
experimental data perfectly in the high-energy region.
However, the huge excess yields in the experimental data
in the low-energy region are due to the natural p-ray
background and neutrons from H and Ti in the tar-
get and the Ta backing. Because the Q value of the

H(p, p) reaction, 19.8 MeV, is considerably higher than
the Q values of the ~s~Ta(p, p) and Ti(p, p) reactions,
7.09 MeV and 6.76 MeV, respectively, the high-energy

We used a Ti- H target on a Ta backing for the
H(p, p) He reaction at beam energies between 0.1 and

6.0 MeV. As the proton beam energy increases, the neu-
tron background Rom the (p, n) reaction with sH, Ti,
and Ta increases in energy and intensity. Therefore, our
highest beam energy run at E& ——6.00 MeV, which was
the maximum proton energy allowed by the accelerator,
was used to check the background in the high-energy
region where we expect to have only the p rays &om
the H(p, p)4He reaction. The top spectra in Figs. 4
and 5 show the (cosmic-ray background-subtracted) ex-
perimental data (histograms) and the Monte Carlo sim-
ulations (dotted curves) of the BGO and NaI detec-
tors, respectively, for the sH(p, p) He reaction at E~ =
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FIG. 4. The top spectrum shows the experimental data
(histogram) and the Monte Carlo result (dotted curve) of the
BGO detector for the H(p, p) reaction at E„= 6.0 MeV
using a Ti- H target on a Ta backing. The bottom spectrum
is from a background run using a Ti target on a Ta backing,
normalized to the same integrated charge as the top spectrum.
The dotted line in the E~ &14 MeV region indicates negligible
background for the p rays with E'~ &14 MeV from H in the
top spectrum.
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where n„ is the number of protons that passed through
the tritium target, Nq is the areal density of tritons, and
t @ is the total detection efBciency of the p rays with de-
posited energies higher than the same cuter energy used
for N~. With the angular distribution of the p rays ft. om
Eq. (3), the differential cross section can be expressed by

do. O.t~t W(8)
dA f W(8)dO

The experimental data were corrected for cosmic-ray
background (( 5%), spectra for which were collected fre-

quently during the experiment. Figures 6 and 7 show the
(room background-subtracted) experimental p spectra of
BGQ and NaI, respectively, from the H(p, p) He reac-
tion at 0.1, 1.0, and 6.0 MeV, with the Ti- H target on Ta

FIG. 5. Spectra from the NaI detector obtained during the
same runs as in Fig. 4.
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p rays fIl. om H are cleanly separated &om these &om
other target materials. The bottom spectra in Figs. 4
and 5 show the (cosmic-ray background-subtracted) ex-
perimental data using only a Ti target on a Ta backing,
having the same thickness of Ti as the Ti- H target, and
indicate negligible background in the high-energy region.

We measured the p rays from the H(p, p) He reac-
tion without changing any experimental conditions (ex-
cept, obviously, the target and the beam energy) of
the F(p, np)~ 0 experiment. Hence, we utilized the
same geometrical inputs that were used successfully in
EGS4 to calculate the total detection efBciency for the

F(p, np) 0 experiment. Perry and Bame [12] found
that the angular distributions of the H(p, p) He reac-
tion have the form

W(8, ) = (sin8, + asin8, cos8, )

where a is the asymmetry coefFicient. The asymmetry
coefBcient is approximately a linear function of proton
energy, a = 0.01 + 0.02E&, where Ez is in MeV (see
Refs. [10,12]). In the Monte Carlo calculations, for the
given proton energy, the p-ray angle in the center-of-mass
system was weighted according to Eq. (3), and then the
angle and the energy of the p ray in the laboratory system
were calculated using relativistic kinematics, correcting
fer recoil energy and Doppler shift. For each proton-
energy run, 1000000 p-ray emissions from the target
were simulated and their energies deposited in the EGO
and NaI crystals were determined. As shown in Figs. 4
and 5, the Monte Carlo simulations do not agree with
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FIG. 6. BGO p-ray spectra from the H(p, p) reaction with
the Ta-backed target at three difFerent beam energies, 0.1, 1.0,
and 6.0 MeV. The histograms are the experimental data and
the dotted curves are the Monte Carlo simulations used to
calculate the total detection eKciencies. Excess counts in the
experimental data in lour-energy regions in Figs. 6—9 are due
to neutrons, as explained in text, and are not used for the
efBciency calculations.
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backing. The experimental data (histograms) are accu-
rately reproduced by the Monte Carlo simulations (dot-
ted curves), which in turn give t,xr for the cross-section
determination.

The Monte Carlo results were convolved with energy
resolutions of 4% and 5% for BGO and NaI, respectively,

FIG. 7. NaI 7-ray spectra obtained during the same runs
as ln Flg. 6.

to optimize agreement with the experimental data. The
structures in the dotted curves are not significant as they
are due to statistical Quctuations. The statistical error in
t,xx is less than 1%%up due to the large number of events (10s)
used in EGS4. As explained in the previous section, the
systematic uncertainty in t,g calculated by the Monte
Carlo sixnulation is estimated to be +6%%up. During the
(p, 7) measurements, the proton beam was rastered over
~ 1 cm2 of the targets, which were water cooled. Prom
many repeated measurements at E„=1 MeV throughout
the experinxent, the targets proved stable, less than 3%%up

loss during the course of our experiment. The uncertainty
in the tritiuxn-target areal density is +3%%up.

Unfortunately, some gain shifts (( 4%) were observed
in our NaI spectra, associated with high counting rates.
The gain-shift efFects were ixnportant only for the higher
proton energies, where the counting rate is primarily &om
the neutron Hux. They also afFected the analysis, as the
Monte Carlo simulations required a larger resolution to
match the experimental spectra. The runs with proton
energies & 4 MeV showed negligible gain shifts. The runs
with gain shifts resulted in larger errors in our measure-
ments of the cross sections as shown in Table II.

At lower beam energies with smaller yields &om the
H(p, p) He reaction, the two detectors were moved

closer to the target (3.1 cm for the runs with E„
1.00 MeV). The results with Ez ——1.0 MeV measured
at both 10.2 and 3.1 cm were used to normalize the re-
sults for E„&0.75 MeV. To correct for proton energy
loss in the target, the effective energy assigned to each
run was the average energy in the target, as listed in
Table II. Systematic errors in the cross sections due to
uncertainty in the energy loss of the proton beam are
estimated to be 2% for the 0.5—0.75 MeV runs and 5'%

TABLE II. The differentia1 cross section of the H(p, p) He reaction at 8 = 90'.

g
(MeV)

0.100
0.200
0.300
0.500
0.750
1.00
1.50
2.00
2.50
3.00
3.50
4.00
4.50
5.00
5.50
6.00

a

(Mev)
0.0668
0.172
0.277
0.483
0.736
0.988

1.99
2.49
2.99
3.49
4.00
4.50
5.00
5.50
6.00

Ta backing
BGO

dA g—gpcI

(pb/sr)
0.142+0.016
0.513+0.058
0.881+0.098
1.48+0.12
2.25+0.19
3.01+0.21

6.27+0.43
7.41+0.51
8.41+0.58
8.93+0.63
9.35+0.64
9.44+0.65
9.28+0.64
9.07+0.63
8.94+0.63

NaI

dn g —gpo

(pb/sr)
0.156+0.018"
0.507+0.058"
0.838+0.096
1.54+0.13
2.23+0.18
3.16+0.21

6.63+0.46
7.91+0.54
9.07+0.63
9.74+0.67
10.4+1.0'
10.0+1.0'
10.1+1.0'
9.39+0.94'
9.95+0.99'

g a

(MeV)
0.0936
0.195
0.296
0.497
0.747
0.998
1.50
2.00
2.50

Cu backing
BGO

e=goo
(pb/sr)

0.225+0.029b
0.591+0.077
0.957+0.12
1.60+0.16"
2.39+0.24
3.09+0.21
4.55+0.34
6.20+0.42
7.14+0.49

NaI

dA g —gpo

(p,b/sr)
0.245+0.030
0.609+0.072
1.02+0.12
1.70+0.14
2.53+0.22
3.37+0.23
5.13+0.36
6.84+0.47
7.29+0.73'

Average beam energy in the target.
Errors due to the energy loss in the target are included.

'Errors due to the gain shift problems as explained in text are estimated to be 10'Fp.
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for the 0.1—0.3 MeV runs, and are included in the total
errors. Using Eq. (4) with the total detection efficiency
calculated by EGS4 and Eq. (5), the results for the differ-
ential cross sections at 0 = 90 are listed in Table II.

We have also carried out the sH(p, p)4He experiment
with the Ti- H target on the Cu backing. The neutron
threshold of Cu at E„= 2.1 MeV prevented measure-
ment of the sH(p, p)4He reaction at energies higher than
2.5 MeV. Figures 8 and 9 show the spectra at three dif-
ferent beam energies, 0.1, 1.0, and 2.5 MeV. The results
for the differential cross sections using this target are also
listed in Table II.

20

, All ~ IlkllllML AL. 11IIILI»fJIIE
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FIG. 8. BGO p-ray spectra from the H(p, p) reaction with
the Cu-backed target at three difFerent beam energies, 0.1, 1.0,
and 2.5 MeV. The histograms are the experimental data and
the dotted curves are the Monte Carlo simulations used to
calculate the total detection efficiencies.

III. DISCUSSION

The results for the H(p, p) cross sections are listed in
Table II and the results with the Ta-backed target are
shown in Fig. 10. Our results using Ta and Cu backings
agree well. Although our NaI results and BGO results
agree within errors, the NaI results are consistently 6%
higher than the BGO results for 1.0 & E„& 6.0 MeV.
This effect was also evident in our tests of the Monte
Carlo results using the sF(p, np) 0 reaction, although
both BGO and NaI results agreed with the o,-detection
results within errors. %le later replaced our NaI detec-
tor by another supposedly identical NaI detector without
changing any experimental conditions; the new NaI re-
sults are 5% lower, in better agreement with the BGO
data.

Shown in Fig. 10 are four previous (p, p) cross-
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FIG. 9. NaI p-ray spectra for the same runs as in Fig. 8.
FIG. 10. Differential cross section for the H(p, p) He re-

action at 81 b ——90'.
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FIG. 11. S factors for the H(p, p) He reaction for
E„&D.75 MeV.

section measurements at proton energies between O. l and
6.0 MeV. (The results of Meyerhof et aL are not shown,
since they were normalized to those of Perry and Bame;
however, they confirm the shape of 0 vs E above 3 MeV. )
The experimental data fall into two distinct groups, with
the data of Feldman et al. 35'%%uo lower than the oth-
ers. Only our results used the Monte Carlo simula-
tions, which were tested to be very accurate &om the

F(p, o.p) reaction in the identical geometries, for the
detection efficiencies. The total S factors (= ottEe.
and rl = e ZiZ2/hv) at low proton energies are plotted
in Fig. 11, and agree with the values of Perry and Bame,
also plotted there. There is also considerable spread in

theoretical calculations [1—5]. The most recent, by Sofi-
anos et al. [36], is in fair agreement with the (p, p) results
of Feldman et al. , and with the ratio A~ near unity.

IV. CONCLUSION

We have measured the absolute cross section of the
sH(p, p) reaction with an accuracy of +7%%up for 0.1 ( E~ (
6.0 MeV, corresponding to photon energies 19.9 & E~ &
24.3 MeV. Our results are in agreement with the previous
results of Refs. [10—12] and, by extrapolation, with the
higher-energy (p, p) results of McBrooxn et al [8]; .they
disagree with the most recent (p, p) results of Feldman
et al. [29], whose lower values, combined with the (p, n)
cross sections recommended by Calarco et al. , indicated
that no charge-symmetry violation in He is required.
The present results support the recommended (p, p) cross
sections given by Calarco et al. , and thus the maxi-
mum cross section of about 1.8 mb near E~ = 25 MeV.
Summed with their recommended (p, n) cross section of
1.1 mb, the total, 2.9 mb, agrees closely with the direct
measurements of Wells et aL [37]. However, the ratio
B~ = 1.6 then implies symmetry violation. Alternatively,
taking the (p, n) cross section to be 1.7 mb from the
measurements of Refs. [24,38,39] fixes R~ 1.1, but con-
Hicts with the measured sum.
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