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Correlations of intermediate mass fragments from Fe+Ta, Au, and Th collisions
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Charge, velocity, and angular correlations between intermediate mass fragments (IMF) are pre-
sented for 50 and 100 MeV/nucleon Fe bombardments of Ta, Au, and Th targets. Correlation
functions generated as a function of the relative velocity and the opening angle between two IMF's
are qualitatively independent of the projectile energy and target mass and show a suppression at
small relative velocities and opening angles due to the Coulomb repulsion between the fragments.
The correlations are consistent with IMF's emitted primarily from a highly excited target residue
following a rapid preequilibrium cascade. The correlation data are compared to model calculations
using the event generator MENEKA and the quantum molecular dynamics (+MD) code with a sta-
tistical deexcitation of residual fragments utilizing the multifragmentation code SMM. All data are
consistent with a simultaneous multifragmentation at a freeze-out density of 0.1—0.3 times normal
nuclear matter density or a more sequential emission with time constant r ( 500 fm/c.

PACS number(s): 25.70.Pq

I. INTRODUCTION

A topic of great interest in nuclear physics is the on-
set of multifragmentation in heavy nuclei at moderate
excitation energies and the possible relation of this ex-
perimental phenomenon to a phase transition analogous
to the liquid-gas transition in condensed matter physics.
Such a transition is expected in infinite nuclear matter,
but the characteristics in a fi.nite nuclear system remain
unclear. Recent experiments [1—9] on the correlations
between intermediate mass fragments (IMF's) are begin-
ning to give insight (time scales, source sizes, etc. ) into
the decay mechanism for multifragment emission, and
these results are in turn leading to improvements in the
models used to interpret the data [5,10,11].

Modeling of reactions with center-of-mass bombarding
energies of a few hundred MeV to a few GeV generally in-

volves a preequilibrium stage described in the earliest ap-
proaches by an intranuclear cascade (INC) model [12,13]
and more recently by molecular dynamic pictures such as
the quantum molecular dynamics (@MD) model [14,15]
or the quasiparticle dynamics (QPD) model [16,17]. An
intermediate approach has involved the use of the Boltz-
mann Master Equation (BME) [18]. Following this pree-
quilibrium or dynamical stage, there remains a distribu-
tion of nucleons and complex &agments which can them-
selves be highly excited. The excited &agments then
undergo further statistical decay. This statistical decay
process has been modeled in various codes as a sequential
evaporation (e.g. , GEMINI [19], GEM [20]), as an explosive
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simultaneous multifragmentation (e.g. , SMM [21] or other
models [22]), and as a dynamical multifragmentation [23].

From the systematics of heavy-ion reaction studies at
low and medium energies, a qualitative picture of the
main features of these reactions is beginning to emerge.
It appears that for total center-of-mass energies up to
about 5 GeV, a dominant feature for reactions involving
either a large projectile or a large target is the forma-
tion of a heavy residue (mass of order 200) which can
exhibit diferent decay modes depending on the total ex-
citation energy available [24—28]. Comparisons of data
with the models described above have begun to show a
consistent picture of the reaction processes over the broad
range of energies available in the target residue. For mod-
est excitation energies (up to about 300 MeV), the rel-
atively slow fission process is important in the residue
decay [29—31]. For higher excitation energies (up to or-

der of 1 GeV), a fast preequilibrium cascade results in
a Anal target residue that is generally too light to fis-

sion [31,32]. At still higher excitation energy (above
1 GeV), a multifragmentation mechanism emerges and
dominates the residue decay [27,33]. Recent @MD calcu-
lations suggest that with increasing bombarding energy
a rapid compression-decompression mechanism emerges
in the initial stage of the reaction and leads to a direct
multi&agmentation where a highly excited heavy residue
is no longer formed with high probability [34,35].

An examination of recent Kr+Au data [35] suggests
that the best region to search for thermally driven mul-
tifragmentation is in the 1—5 GeV total energy region
covered by the experiments reported in this paper. In
terms of IMF emission from the 1—5 GeV energy regime,
the global character of the reactions has been explored by
several groups with generally consistent results. Calcu-
lations with dynamical entrance channel models such as
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QMD [14,15,25] and QPD [16,17] tend to produce direct
IMF's at rapidities close to that of the light projectile
in asymmetric collisions, whereas the experiments mea-
sure large yields from the heavy-target system (or in the
heavy-projectile system in experiments utilizing inverse
kinematics) .

A comprehensive calculation [25] has shown that the
inclusive IMF data from the present Fe+Au reaction
studies at E/A = 50 and 100 MeV are consistent with
the existence of highly excited target residues (predicted
in QMD) which when deexcited using a statistical multi-
fragmentation approach [21] yield a good representation
of the observed IMF distribution. Similar results are ob-
tained at higher bombarding energies for peripheral col-
lisions [36]. In addition, recent systematic measurements
of IMF distributions using Au projectiles have suggested
that the IMF's come from a band of excitations in the
heavy residues (E/A = 5 —10 MeV) and are relatively in-
dependent of the initial dynamics of the reaction [27,33].

Correlations in charge and velocity between two or
more IMF's emitted from a heavy-residue source may
be a key to understanding the multifragmentation mech-
anism. In particular, the Anal state Coulomb interaction
between two charged particles places restrictions on the
minimum relative velocity at which they are detected in
the laboratory. The minimum relative velocity for two
fragments emitted simultaneously is simply given by their
mutual Coulomb repulsion. However, if the fragments are
emitted sequentially with a long time delay, their mutual
Coulomb repulsion is minimal and this "Coulomb hole"
or suppression of small relative velocities disappears. Se-
quential models can be used to reproduce this behavior
and to estimate the relative emission times for IMF's
[1—9]. These approaches have indicated emission times
of less than a few hundred fm/c in intermediate-energy
heavy-ion reactions. Multifragmentation models such as
sMM assume that a dynamic expansion has taken place
and the fragments are emitted simultaneously from an
extended freeze-out volume. In this case the character
of the Coulomb hole is afFected by the freeze-out volume
rather than the time delay between fragment emissions.

In this paper we present comprehensive results on two
fragment correlations for IMF's in the range 4 ( Z & 53
from reactions of Fe beams on targets of Ta, Au, and Th.
A complete description of the experimental setup, inclu-
sive IMF distributions, selected aspects of the IMF corre-
lations, and results from fission deexcitations in periph-
eral collisions have been presented previously [25,30—32].
Brief versions of some selected correlation results have
also been published [5,9,11]. In Sec. II we give a short
overview of the experimental setup. In Sec. III we present
the general properties of the two-fragment data set. Sec-
tion IV gives the experimental systematics for the two-
fragment correlation functions, and Sec. V contains the
comparison of the data with the two very di8'erent mod-
els, MENEKA and QMD+SMM.

II. E3CPEHIMENTAI OVERVIEW

(A) General Detector Layout
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the PAGODA detector array [37]. The detector layout
and an individual PAGODA module are shown schemat-
ically in Fig. 1. The eight modules are mounted sym-
metrically around a target chamber at polar angles of
36, 72, 108, and 144 and subtend approximately 26
in both theta and phi for a total solid angle coverage
slightly greater than 10% of 4vr. Each module is a com-
posite detector consisting of two position sensitive mul-
tiwire proportional counters (MWPC's), a low-pressure
proportional counter (PC), a high-pressure, axial field
ionization chamber (IC), and a nine-element fast-slow
plastic phoswich array.

For fragments with Z & 4, velocities and positions
are obtained using timing and position information from
the two MWPC's. For each fragment, the charge (Z),
spatial coordinates (0~ b, P), and vector velocity (v) are
determined using dE/dx and time-of-Right (TOF) infor-
mation as well as the local (X, Y) coordinates obtained
from the MWPC's. These quantities can then be used
to study correlations and generate correlation functions
in various parameters for events containing two or more
IMP's.

The charge resolution of the various identification
masks for the IMF's (2 ( Z ( 18) is generally quite
good: The overall IMF charge resolution for all events

The experiment was performed using E/A = 50 and
100 MeV Fe beams from the LBL Bevalac accelerator and

FIG. 1. Schematic view of (a) the experimental apparatus
layout and (b) an individual PAGODA module.
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is close to unity for Z & 10, approximately 2 units for
fragments with 10 & Z & 20, and 2—3 units for fragments
in the fission-mass region. The velocity resolution of the
original PC-TOF calibration is 0.05 cm/ns between 0.5
and 2.4 cm/ns (E/A = 0.5 —3.0 MeV). Using the mea-
sured TOF, the velocity calibration has been extended to
4.1 cm/ns (E/A = 8.8 MeV) with comparable resolution.

All coincidence combinations of two fragments in the
measured charge interval 5 & Z; ~

& 53 and with in-
dividual fragment kinetic energies between 0.5 and 8.8
MeV per nucleon were identified for all systems. Binary
fission pairs were identified and explicitly removed. Fis-
sion events were defined as two fragments on opposite
sides of the beam with individual fragment charges and
a charge sum greater than 16 and 46, respectively. No
other event selection criteria were applied. Correlation
functions, discussed in Sec. IV, were constructed follow-
ing the formalism of Ref. [38] where the two-particle co-
incidence spectrum is divided by a suitably constructed
background distribution which contains all the details of
the experimental acceptance and reaction dynamics ex-
cept those associated with the final state Coulomb inter-
action. Such a background spectrum is obtained using
the technique of event mixing, first suggested by Kopy-
lov [39], in which two fragments from different, but kine-
matically similar, events are treated as an actual pair
of coincident fragments. Since only fragments from true
coincidences are used to construct the mixed-event back-
ground and all constraints applied to the true pairs are
also applied to the background pairs, the mixed distri-
bution essentially reHects the two-fragment phase space
population of the detector array in the absence of any
final state interaction.

III. RESULTS:
TWO-PARTICLE DISTRIBUTIONS
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FIG. 2. Angular distribution in the laboratory frame for
IMF Z1 detected in coincidence with a second IMF, Z2,
for the reactions E/A = 50 and 100 MeV Fe+Au. The
IMF's have been binned according to the charge intervals L
(5 ( Z2 ( 12), M (12 & Z2 ( 22), and 0 (22 & Z2 & 53).

If the fragment velocity distributions are projected in a
similar fashion, there is no apparent correlation between
the velocities of the two fragments. Other quantities that
can be projected from the two-fragment data set are the
relative velocity (v„~) of the two IMF's in their mutual
reference system and the center-of-mass velocity of the
fragment pair (v~;, ) in the laboratory system. As vec-
tor quantities, these velocities completely define the kine-
matics of the two fragments. The magnitudes of v, j and
v~;, for the system E/A = 100 MeV Fe+Au are shown in

In this section we present the results for the charge,
angular, and velocity distributions of the IMF's under the
condition that a second IMF in a particular Z range is
observed anywhere else in the array. Three representative
charge intervals were used in the data sorting: L (5 &
Z & 12), M (12 ( Z & 22), and H (22 & Z & 53).
Binary fission pairs have been excluded from this data
sample.

Figure 2 shows angular distributions for fragments in
the I, M, and H groups when the second detected frag-
ment is in a particular Z group. The very striking feature
seen here is that the angular distributions do not depend
significantly on the charge of either fragment.

Similarly, Fig. 3 shows charge distributions for the first

fragment when the second detected fragment is in a par-
ticular Z group. The plots show that the charge dis-
tributions are nearly identical when the second detected
fragment is in the L or M group. For second fragments in
the H group, the exclusion of fission events constrains the
data to asymmetric pairs and the maximum charge for
the first fragment allowed by the fission. cut is 16. How-
ever, within the interval 5 & Z & 16, the shape of the
charge distribution at all laboratory angles is essentially
independent of the charge of the coincident fragment.
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FIG. 3. Charge distribution for IMF s detected in a partic-
ular PAGODA module (laboratory angle) in coincidence with
a second IMF in one of the charge intervals L, M, or H; data
are from both the E/A = 50 and 100 MeV Fe+Au reactions.
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FIG. 4. Relative velocity distributions for various combi-

nations of L, M, and H gates on two coincident IMF's from
the system E/A = 100 MeV Fe+Au. The spectra are also
shown separately for two IMF's emitted on the same side or
on opposite sides of the beam.

dependent of the target and bombarding energy. Figure
6 shows the mean values of v„~ and v~;, as well as the
charge asymmetry ~Zq —Z2~ plotted as a function of the
Coulomb product ZqZ2 for the system Fe+Au at both
bombarding energies. The Coulomb product is a conve-
nient dependent variable since it is directly proportional
to the relative velocity. The shift of v& „to smaller values
with increasing bombarding energy rejects the expected
shift in kinematics for a target residue source.

The lack of any gross correlations between kinematic
and charge variables suggests that the charge and kine-
matic distributions of the emitted IMF s are indepen-
dent of the target and bombarding energy. This result is
consistent with the assumption that the observed IMF's
are coming from the decay of a common target residue
whose characteristics are also independent of the target
and bombarding energy. As demonstrated earlier [25],
the measured inclusive distributions for IMF's are not
consistent with those expected from the early stages of
the reaction as predicted by @MD. Furthermore, these re-
sults suggest that there is no strong correlation between
the size of the residue source and the size of the emitted
fragments.
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Figs. 4 and 5 for all I, M, and II combinations. The v„1
distributions show significant differences due to the ac-
ceptance for fragment pairs detected on the same side or
on opposite sides of the beam (see Fig. 1), but the mean
values and standard deviations of the distributions vary
only slowly as a function of the Z cut and they are in-
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FIG. 5. Pair velocity distributions for various combinations
of L, M, and H gates on the two coincident IMF's from the
system F/A = 100 MeV Fe+Au. The spectra are also shown
separately for two IMF's emitted on the same side or on op-
posite sides of the beam.
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FIG. 6. Mean values for the charge difI'erence, pair veloc-
ity, and relative velocity of coincident IMF s as a function of
the Coulomb product ZqZ2 for both the E'/A = 50 and 100
MeV Fe+Au reactions. Diamonds in the upper panels show
calculations of the mean velocities generated by Coulomb re-
pulsion from two touching spheres with a radius parameter
ro ——1.4 fm.
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IV. TVTO-PARTICLE CORRELATION
FUNCTIONS

The correlation functions in relative angle and relative
velocity between two emitted IMP's have been generated
as described in Sec. II. The data were sorted into bins
of the product ZqZ2 since the primary correlation being
probed is the Coulomb final state interaction. In addi-
tion, the quantity v„~ = v„1/(Z1+Z2) / has been shown
by Kim et al. [3] to allow a scaling of the data &om dif-
ferent Z's over limited ranges. Therefore we have chosen
to sort correlation functions for both v, g and v„j as well
as for the relative angle between the two fragments, 0„~.

As described in Sec. II, these correlation functions were
derived by taking ratios between distributions generated
using correlated pairs (true) and pairs constructed by
mixing two fragments from di6'erent physical, but kine-
matically similar, events (background), efFectively elimi-
nating acceptance basis. Deviations from unity in this
ratio are indicative of Anal state correlations such as
Coulomb repulsion. In all cases the true and background
distributions were developed separately for two classes of
events: (I) two IMF's detected on opposite sides of the
beam and (2) two IMF's detected on the same side of the
beam. In the regions where these two correlations overlap
in relative velocity or angle, it was found that the correla-
tions obtained from the two classes were electively iden-
tical. Therefore the distributions (true and background)
for the two acceptance classes have been combined into
single spectra before taking the ratio to form the correla-
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tion functions. In the analysis the E/A = 100 MeV data
were divided into six Z1Zz bins, while the E/A = 50
MeV data were sorted into Ave.

Figures 7—9 show examples of the raw correlation
data for true (coincident pairs) and background (mixed-
event pairs) distributions and their ratios for the reaction
E/A = 100 MeV Fe+Au and three representative Z1Zz
cuts. The structure in the angular distributions reHects
the acceptance of the PAGODA detector. The true and.
background. data are normalized to the same total num-
ber of events. The correlation functions show very dis-
tinctly the expected "Coulomb hole" at small relative
velocity and angle. The correlation functions approach
unity at angles or velocities outside of the Coulomb hole
region as they should if Coulomb repulsion is the only
major final state correlation contained in the data and
if the background distribution is constructed properly.
We should note that nonconservation of momentum in
the mixed-event background can distort the asymptotic
behavior of the correlation functions. This leads to a
correlation function which continues to rise with increas-
ing relative (or reduced) velocity. Because of the planar
nature of the PAGODA detector and the treatment of
the mixed-event background (distinction between same
and opposite side pairs), this distortion is minimal in the
correlation functions shown in Figs. 7—12.

Figures 10—12 show composites of the correlation func-
tion data for the E/A = 50 and 100 MeV Fe+Au reac-
tions and all cuts. The main qualitative feature is the
increase in the width of the Coulomb hole with increas-
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Coulomb product ZIZ2., data are from both the E/A = 50
and 100 MeV Fe+Au reactions.

FIG. 12. Reduced velocity correlation functions for all
gates on the Coulomb product Z1Z2., data are from both the
E/A = 50 and 100 MeV Fe+Au reactions.
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+ +(b—a)/c

The half-depth points f(xi~2 ——fi) = a/2 can be used as
a convenient fi.ducial for comparing correlation functions
from difFerent Z~Z2 cuts and for difI'erent reactions.

In Fig. 13 we show the systematics for the Coulomb
hole half-depth points (xiy2 ——6) for both the relative and
reduced velocity correlation functions and the Fe beam
reaction on all three targets (Ta, Au, and Th) at both
energies (E/A = 50 and 100 MeV). As a reference, we
show values from a simple two-touching-sphere distribu-
tion with radius parameter ro ——1.4 fm, calculated on an

2
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U
15—

10—

5
Tangent Spheres: && ' Tangent Spheres: &&

Fe+Ta: x
Fe+Au:

60 — Fe+Th, ~

40—

20—

Fe+Ta. x
Fe+Au: o
Fe+Th: I-j

~1

I. . . . I. . . . I. . . . . . . . I. . . . f. . . . I. . . . I0
0 5 10 15 20 0 5 10 15 20 25

V'Z, Z2

FIG. 13. Systematics for the half widths of the Coulomb
holes in the correlation functions for relative angle, reduced
velocity, and relative velocity. Diamonds show calculations
of the velocities generated by Coulomb repulsion from two
touching spheres with a radius parameter ro ——1.4 fm; data
are from both the R/A = 50 and 100 MeV Fe+Au reactions.

ing ZiZ2, reflecting the increasing Coulomb force. The
quantity v„d does not serve as a good scaling parame-
ter for combining data over our very large measured Z
range, but it is useful for model comparisons (Sec. V)
over the more limited intervals contained within a sin-
gle ZiZ2 bin. A particularly interesting property of the
data which shows up most clearly in the higher Coulomb
product bins for the E/A = 100 MeV data is an appar-
ent positive peak in the correlation function for relative
velocities of approximately 2 cm/ns. The significance of
this peak will be discussed in more detail in the following
section.

In order to compare the large volume of data, the cor-
relation functions have been empirically fit with a simple
Fermi function:

event-by-event basis using the measured (Zi, Z2) pairs in
a given ZiZ2 bin. The mean values of the measured v„~
distributions for the gold target were shown previously
in Fig. 6. The most striking feature of the velocity spec-
tra is the similarity for diA'erent targets and energies. At
the highest values of Z~Z2, the average measured relative
velocities smoothly approach the values seen for fission
decay which were published previously and agree with
global fission systematics [30].

Figure 13 also shows the Coulomb hole systematics for
the relative opening angle distributions. For the largest
ZqZ2 cuts, there is a small target dependence with the
heavier targets showing the smallest 0&~2 values. This de-
pendence is consistent with a larger residue source for the
heavier targets. The larger source would give a slightly
stronger Coulomb kick to the observed IMF pair, reduc-
ing the final opening angle (i.e. , v~;, increases, while v„~
remains constant). At E/A = 50 MeV, the Coulomb
holes becomes less distinct in the lower ZiZ2 bins, but
the results are qualitatively similar. These results tend to
confirm the identification of the relative velocity as the
most relevant variable for studies of the Coulomb hole
systematics.

When considering the emission of &agments, it is in-
structive to look for the existence of a preferred emission
orientation in the two-&agment system. A preference for
longitudinal emission may indicate a more timelike (se-
quential) than spacelike (simultaneous) emission pattern
which would suggest a finite emission time. In Fig. 14, we
show the longitudinal (v~, ) and transverse (v~„) com-
ponents of the relative velocity projected onto the pair
velocity for the Coulomb product constraint ZqZ2 & 200
and the system E/A = 100 MeV Fe+Au. Figure 14(a)
shows the correlated projections, while Fig. 14(b) shows
the mixed-event background. The eKect of the Anal state
Coulomb interaction is clearly visible at small values of
vz„and v~, . Figures 14(c) and 14(d) show the two-
dimensional correlation function obtained Rom the ratio
of the two distributions in Figs. 14(a) and 14(b) as a
contour and lego plot, respectively. There is clearly a
symmetric Coulomb hole showing no preference for lon-
gitudinal or transverse emission and the expected broad,
featureless plateau at larger values of v~„. Figure 15
shows the same set of results for the E/A = 50 MeV
Fe+Au system.

The question of a preferred orientation between the
vectors v„~ and vp „can also be investigated by looking
at the correlation in the angle between them, g. Figure
16 shows this correlation for three difI'erent constraints
on the opening angle 0„~. The results show that there is
no preferred direction for v, i relative to vz „for opening
angles greater than 40, which represents the majority of
the data. For opening angles less than 40, there is a
distinct favoring of longitudinal emission, but this result
is likely forced by the geometry of the emission process
and the short emission time scale because of Coulomb
repulsion, two fragments end up with a small relative
angle only if they are emitted more longitudinally (or
sequentially) .

In addition to the unconstrained correlations between
two IMF's discussed above, it is also possible to develop
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correlation functions which are constrained by other
properties of the observed event. The most instructive of
these constraints is placed on the largest observed frag-
ment charge Z in events containing three detected
fragments. Figure 17 shows v„g correlation functions
generated for the two lighter fragments for Z & 18 and
Z ) 18 with and without similar constraints on the
background distribution. If the background constraints
are the same as those in the true distribution, then, as
expected, the correlation functions look very similar to
the unconstrained correlation functions. However, if the
background is unconstrained, then a new fInal state cor-
relation is observed: For cases where the third fragment
is heavy, a pronounced peak appears in the correlation
function at v„g —20. This peak represents the addi-
tional Coulomb repulsion on the IMF pair by the large
third body. Since the acceptance in this experiment is
approximately 10'Po, we miss most of the fragments in
any given event. Therefore we would expect to see this
third-body efFect in the unconstrained two-particle cor-
relation functions if there were a significant probability
for an additional undetected large fragment in these re-
actions. The data show a small tendency in this direction
for some ZiZ2 bins (see Figs. 10—12), but nothing of the
magnitude seen in Fig. 17. This will be discussed further
in the following section since the two models studied also
show such a correlation.

V. MODEL COMPARISONS

The experimental two-fragment correlation data pre-
sented in the preceding sections and previous compar-

FIG. 17. Velocity correlations for the two lightest frag-
ments in events where three IMF's are detected. The
three-fragment data from all three E/A = 100 MeV systems
have been summed together. Results are shown for various
constraints on the charge of the heaviest fragment, Z . The
dotted curve in (a) is the fitted line from (b); the three curves
in (f) are the fitted lines from (c), (d), and (e). See the text
for further details.

isons of the IMF inclusive data to the QMD+sMM model
[25] support the qualitative conclusion that in this energy
range the IMF's are coming primarily from the deexci-
tation of a heavy-target-like residue that remains follow-
ing an initial preequilibrium cascade. Furthermore, it is
clear that the observed Coulomb holes in the relative ve-
locity distributions contain information on the time scale
and freeze-out volume for IMF emission and that this in-
formation is important in determining the nature of the
multifragmentation process. However, in order to use the
correlation results to quantitatively determine IMF emis-
sion time scales and freeze-out volumes, it is necessary to
realistically model the entire reaction process from the
initial heavy-ion collision to the final multifragmentation
stage. Various models have been proposed and devel-
oped which treat in a reasonable way one or another of
the reaction stages, but at present there does not exist
a truly comprehensive model. It is beyond the scope of
the present predominantly experimental activity to de-
velop a new, more comprehensive model, and there are
currently new directions being pursued by several theo-
retical groups. We do, however, believe that the current
data set is unique in its broad IMF acceptance (charge,
velocity, and laboratory angle) and should be useful for
testing future models. In order to get a qualitative esti-
mate of the sensitivity of these correlations to the physics
of the collision and the decay processes, in the next two
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subsections we make comparisons to two very difFerent
models, MENEKA and QMD+sMM.

The MENEKA model [40] is a simple three-body
Coulomb trajectory calculation which has been applied in
the spirit of a multi&agmenting single moving source. It
emits the two IMF's sequentially with a time scale that
can be varied, and thus it can be used. to make qual-
itative estimates of the IMF emission time scale. The
QMD+SMM approach contains the dynamics of the orig-
inal collision and the multiparticle Coulomb trajectories
for the IMF's, but it assumes a simultaneous breakup. It
does, however, allow for a variable &eezeout volume.

A. MENEKA comparisons

The MENEKA code [40] provides a framework within
which the trajectories of two sequentially emitted IMF's
can be followed taking into account the mutual Coulomb
repulsion of three bodies (2 IMF's + residual source)
and the recoil efFects of the residual source. The essen-
tial features of the code are isotropic surface emission
from a spherical, compound source characterized by a
unique radius with angular momenta chosen randomly
&om a triangular distribution limited by the condition
I~ „=p x R. The emission energies are selected to re-
produce the experimentally measured distributions, and
the distribution of time d.clays between fragment emis-
sion is given by e

The version of the code used for this analysis requires
input for the properties of the emitted IMF's (two charges
and masses as well as the corresponding kinetic energy
distributions) and the source (charge, mass, radius, and.
linear momentum). It also requires as input the emission
time constant w. These inputs were fixed independently
for each ZiZ~ interval used in sorting the experimen-
tal data. A radius parameter rp = 1.4 was used for all
&agments and sources. For each Coulomb product bin,
the two input charges were approximated by the mea-
sured mean charges of the lighter and of the heavier frag-
ment. The corresponding kinetic energy distributions for
the lighter and heavier &agments were used. in the code
initialization to establish the eftective temperatures and.
emission barriers. For r = 100 fm/c, the linear momen-
tum of the source was adjusted to give the best over-
all representation of the inclusive data which is shown
in Fig. 18 for one of the ZiZ2 cuts. The MENEKA data
shown in Fig. 18 have been passed through the PAGODA
acceptance filter and are compared to the experimental
distributions for the E/A = 100 MeV Fe+Au reaction
(note that the MENEKA distributions shown in Fig. 18 are
essentially independent of r). The comparison in Fig. 18
shows that MENEKA does quite well at reproducing both
the inclusive distributions (momentum and angular dis-
tributions) and some two-particle distributions (relative
velocity and angle). However, there is a qualitative dif-
ference in the pair velocity which is uniformly lower and
more sharply peaked than the data. The origin of this
deviation could come &om either or both of two unreal-
istic assumptions inherent to the code. First, MENEKA
always produces a three-body final state which contains
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FIG. 18. Comparisons between the data (E/A = 100 MeV
Fe+Au) and MENEKA calculations for velocity, angular, and
momentum distributions.

a large undetected fragment. As discussed in the previ-
ous section, the data do not seem to be consistent with
such a final state. Second, for each event MENEKA pro-
duces a single moving source with no thermal expansion,
whereas the data presumably come from a superposition
of hot sources with a spectrum of masses and velocities.
Nevertheless, we believe that MENEKA caIl still be used
to give a qualitative estimate of the multifragmentation
time scale.

With the parametrization discussed above, v, g and
0„~ correlation functions were constructed for emission
lifetimes of 50, 100, 250, 500, and 1000 fmjc by treat-
ing the detector-accepted MENEKA pairs exactly like the
data. Figures 19 and 20 show comparisons between cal-
culated and measured. correlation functions for two Zi Z2
cuts on the E/A = 50 and 100 MeV Fe+Au data. From
these results it is possible to conclude that the data are
consistent with an emission lifetime of less than 500 fm/c,
but the limited statistical accuracy of the data and the
simplicity of the model do not allow us to set a more
stringent limit. Figures 19 and 20 also indicate that the
correlation functions generated using MENEKA are not
very sensitive to the emission time for lifetimes less than
250 fm/c.

Although this estimate is consistent with previously re-
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ported lifetime limits between 100 and 200 fm/c [3,4,6,7],
it appears that the present analysis does not achieve the
same sensitivity to short emission times for similar reac-
tions even though, in one instance [7], the same code
(MENEKA) was used. This apparent lack of sensitiv-
ity and longer emission time appear to be real efI'ects
caused by the much lower fragment kinetic energy de-
tection thresholds (E/A = 0.5 MeV versus several MeV
per nucleon for the light fragment data in [3,4,7]) and
the much broader polar angle coverage of the PAGODA
detector. In Ref. [3] it was shown that selecting higher-

velocity fragment pairs decreases the apparent emission
time. Indeed, the data in [3,4,7] are limited to polar an-
gles less than 35 —40' where contamination from projec-
tilelike fragments occurs (the inclusive energy spectra are
shown in [3]). Since the low-energy detection threshold
and broad angular acceptance of the PAGODA detec-
tor assure that the majority of the fragment pairs used
in the present analysis comes from the decay of a single
large residue source, it is perhaps not surprising that the
emission times scale appears to be somewhat longer than
100—200 fm/c.

In addition, the discrepancy with the MENEKA results
in Ref. [7] can be partially traced to difFerences (improve-
ments) in the code itself. For example, our inputs were
mean charges and kinetic energy distributions, whereas
later versions of the code [7] used measured charge dis-
tributions and the kinetic energy spectra for each indi-
vidual Z. The more realistic fragment input has been
credited with significantly improving the time scale res-
olution [41] via correlation function comparisons. Our
early work with MENEKA [5] represented the first appli-
cation of this code for the extraction of fragment emission
time scales. Since we are actually probing the limit at
which the source geometry and the notion of an emission
time scale become indistinguishable, in the next subsec-
tion we will address the fragment emission process from
the other extreme: simultaneous emission from a variable
density source.

One final relevant aspect of the MENEKA calculations is
the enhancement in the v, ~ correlation functions at the
edge of the Coulomb hole. The enhancement appears to
be more sensitive to the time scale (virtually disappearing
for w = 1000 fm/c) than the width of the Coulomb hole.
As discussed above, this enhancement may be a signature
for the presence of a heavy fragment in the final state.
By construction, a large third fragment is always present
in the MENEKA events. This issue will also be discussed
further in the next subsection.

B. QMD+SMM coxnparisons

The @MD model provides a microscopic dynamical
calculation of a heavy-ion reaction. The version of the
@MD model used in these calculations has been described
previously and compared to IMF inclusive distributions
from this experiment [25]. The model uses a local two-
and three-body Skyrme interaction as well as a Coulomb
and Yukawa interaction. For infinite nuclear matter, the
Skyrme part of the interaction can be considered as a
density-dependent interaction. The parameters of the
interactions are adjusted to reproduce the properties of
infinite nuclear matter, as well as the binding energy and
radii of nuclei in the mass region A = 2 —200. Further-
more, a Pauli potential [34] has been incorporated that
simulates the Fermi aspects of the nucleon distributions
[42]. The implementation of the Pauli potential into the
dynamical @MD model yields two major improvements
relative to earlier models. First, the ground states are
now well defined, which yields much more stable initial-
ized nuclei. Second, the excitation energy of the result-
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ing fragments can be determined with respect to the true
ground state and used to describe the long-term behav-
ior (evaporation, multifragmentation, or fission) of those
&agments in an independent model.

Previous investigations with the QMD model have
shown [42] that there are two different mechanisms lead-
ing to multi&agmentation. One is related to the me-
chanical rupture of the system whenever compressional
degrees of freedom are important. The other mecha-
nism produces fragments thermally from an equilibrated
source. This thermal multifragmentation has so far not
been described in a microscopic model like QMD [42].
Comparison of QMD to inclusive IMF data from this ex-
periment [25] and exclusive IMF data at higher energies
[35,36] have shown that a two-step model is necessary to
reproduce the experimental data in this thermal expan-
sion regime. This two-step model involves the calculation
of initial kinematics and excitation energy of the target
residue with QMD and a subsequent deexcitation plus
Coulomb trajectory calculation utilizing the statistical
multifragmentation model (3MM) of Botvina et al. [21].

Input for the sMM stage of the reaction is the mass
and excitation energy of the fragments produced in QMD
(more than one fragment or residue can be deexcited
within the sMM simultaneously; care is taken to pre-
serve the spatial coordinates of the resulting fragmen-
tation products for the final Coulomb trajectory calcu-
lation). These values are consistently determined within
the QMD approach. The only variable parameter, r. , in
the sMM calculations is used to define the density or vol-
ume, v = vp(1+ @), of the freeze-out state when the frag-
ments are created (vp is the normal ground state volume).
Comparisons to inclusive data from this experiment [25]
showed that the results were rather insensitive to this
parameter; therefore, the calculations shown in Ref. [25]
were made with a default value of v = 2.

In the QMD+3MM calculation, all final state correla-
tions are maintained and the properties of the excited tar-
get residues are determined on an event-by-event basis.
The Hamilton equations of all nucleons are integrated,
which implies that correlations between all the existing
nucleons and fragments are treated in all orders. This is
especially important if one deals with many IMF's which
are inHuenced by a large number of lighter fragments and
protons.

Comparisons to the experimental data can be carried
out with r treated as a variable parameter to study the
volume dependence of the correlation functions for the
extreme case of simultaneous IMF emission. In the fol-
lowing we compare results from this model for values of
r from 1 to 15 to the E/A = 100 MeV Fe+Au data. The
theoretical calculations have been filtered to match the
acceptance of the experiment and the correlations calcu-
lated with the same event-mixing technique.

In all cases the QMD calculation has been stopped af-
ter 300 fm/c and the excited fragments at that time used
as input to the sMM. It has been shown that the mass
and excitation energies of the IMF's do not depend sensi-
tively on the time at which the transition is made as long
as it is suKciently beyond the end of the initial fast cas-
cade [43]. Calculations for our reaction show that varying
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FIG. 21. Comparisons between the data (E/A = 100 MeV
Fe+Au) and QMD+SMM calculations for velocity, angular,
and momentum distributions.

the switching time within the range of 100—300 fm/c does
not affect the shape of the correlation functions.

A comparison of inclusive quantities calculated with a
volume parameter v = 5 is shown in Fig. 21. In this
model there are no adjustable kinematic parameters and
it is seen that for most quantities the model does quite
well. The parallel momentum transfer is predicted to be
somewhat high, which results in a more forward peaked
angular distribution, but the relative velocity distribu-
tion is very close to the data and this is the fundamental
quantity in all the two fragment correlations. The major
deviation is in the pair velocity, which is lower and more
sharply peaked in the model than in the data. In fact, the
v~ „distribution from QMD+sMM is very close to that
calculated with MENEKA and distinctly different from the
data. That this difference persists to QMD+sMM even
though this model has more realistic kinematics and a
true multifragmentation is very surprising.

In Fig. 22, calculations of correlation functions for
three ZiZ~ bins are shown as a function of v. and com-
pared with the E/A = 100 MeV Fe+Au data. Two
effects are evident from these comparisons. First, the
Coulomb hole over this Z~Zq range cannot be reproduced
by a single value of v. Lighter fragment pairs are most
consistent with the smaller r values (or, similarly, shorter
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FIG. 22. Calculated reduced velocity correlation functions

from QMD+sMM for various values of the volume parameter
K and various constraints on the Coulomb product ZqZ2. The
symbols are the experimental results.

FIG. 23. Calculated charge distributions from the
QMD+sMM model compared with the experimental
two-fragment data (E/A = 100 MeV Fe+Au) for the con-
straint that at least two IMF's from QMD+SMM are accepted
in the PAGODA detector filter.

try. In Fig. 22, the QMD+sMM correlation functions do
show a much greater enhancement for the smaller values
of v, suggesting that the breakup pattern in nature is
more symmetric than described within the QMD+SMM
model.

emission times), while for the heavier pairs the data are
more consistent with a value of v. closer to 10. Second. ,
the calculations show a much greater positive enhance-
ment at the edge of the Coulomb hole than is apparent in
the data, especially for smaller ZqZ2. Although the com-
parison with the data does not yieM a single best value
for K, the QMD+SMM model, which probes the extreme
case of simultaneous multifragment emission, does repro-
duce the measured correlation functions with values of v

between 2 and 10 indicating a freeze-out volume of 3—10
times that of the ground state. This volume is entirely
consistent with the emission time scale (w ( 500 fm/c)
determined with MENEKA.

Far QMD, the overshoot ar enhancement in the cal-
culated velocity correlation functions is quite similar to
what is seen in the MENEKA calculations. However, the
data only show a pronounced overshoot if the additional
constraint of an observed large remnant fragment is im-

posed as shown abave and in [ll]. The discrepancy could
be due to a difI'erence between real and calculated charge
distributions. I'he inclusive Z distributions calculated in
QMD+SMM far several values of K are shown in Fig. 23
along with the experimental data. The QMD+SMM dis-
tributions are quite insensitive to v and agree fairly well
with the data. Therefore it may be possible that, on an
event-by-event basis, QMD+sMM yields toa many large
fragments relative to the number of lighter fragments.
Such charge asymmetry in the QMD+SMM emission was
discussed in Ref. [11]. There it was found that smaller
values of r produce events with a larger charge asymme-

VI. DISCUSSIQN AND SUMMARY

In this paper we have presented comprehensive re-
sults on two-fragment correlations for IMF's in the range
4 ( Z ( 53 from the reactions E/A = 50 and 100 MeV
Fe on targets of Ta, Au, and Th. The striking features of
the experimental results are the presence of a Coulomb
hole in the correlation functions indicative of a small time
difFerence between the emission of the two fragments and
the independence of any of the inclusive or two-particle
distributions on the entrance channel. The systematics
of the Coulomb hole widths, relative velocities, and other
two-particle observables do not depend on the energy of
the projectile or the mass of the target; small deviations
can be attributed to differences in the kinematics or the
mass of the target residue. Furthermore, except for ef-
fects due to conservation of mass and energy and the pres-
ence of the Coulomb hole in the two-IMF events, there
are no correlations between the charge or vector veloc-
ity of the two measured fragments. In particular, there
is no evidence for difI'erent types of sources contributing
dominantly to difFerent charge or angular regions in the
data set. This is an indication that the multifragmenta-
tion of a large target nucleus in the energy range between
E/A = 50 and 100 MeV is thermally driven.

A comprehensive model of these data is not currently
available, but the results are compared to two comple-
mentary, limited models. Comparisons to the sequen-
tial three-body, trajectory model, MENEKA, indicate that
the time scale for emission of the IMF's is ( 500 fm/c
in agreement with previous results involving light IMF's
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[3,4,6,7]. Furthermore, given the broad charge, velocity,
and angular acceptance of the PAGODA detector, our
comparisons suggest that these types of correlation stud-
ies have only limited sensitivity to measure time scales
below about 250 fm/c (although limitations in the early
version of MENEKA used in this analysis may be respon-
sible for the poor resolution at small values of T [41]).
At very short time scales, the distinction between se-
quential and simultaneous emission becomes ambiguous
and a truly comprehensive theory may be necessary to
go further. Comparisons to the model, QMD+SMM, in-
dicate that a microscopic dynamical model coupled with
an explosive decay of the highly excited target residue
can reproduce most of the characteristics of the data.
The difhculty of this approach is the ad hoc nature of
the coupling of the two codes which is required by the
failure of QMD to produce multiple fragments in the en-
ergy region near the production threshold. This result
is in contrast to the success of QMD at higher energies
where there is significant compression in central heavy-
ion collisions. The variable in the SMM calculations is
the freeze-out density parameter K, . Comparisons of the
velocity correlations indicate a freeze-out volume of 3—10
times the ground state nuclear volume, but the results
suggest an increase in the volume as the Coulomb prod-
uct ZqZ2 increases.

The only significant deviations between the calcula-
tions and data are found in the pair velocity and the pres-
ence of a prominent overshoot or enhancement in the cor-
relation functions in the region just outside the Coulomb
hole. Both models show lower means for v~;, and the en-
hancement that is not present in the data. Whether these

two eKects are connected is not clear at this point, but
studies of the limited three-fragment experimental data
set suggests that the overshoot in the correlation function
is reproduced in events where a heavy particle is formed
along with the lighter observed IMF's. Such a residue
is inherent in the MENEKA simulation and appears to be
formed in a significant fraction of the QMD+sMM events,
especially for small values of v. The data in this experi-
ment are not sufhcient to address the question of whether
a qualitative discrepancy exists with the QMD+sMM over
the presence of a large target remnant.
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