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Does exchange produce L dependence in the optical model potential?
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We obtain a local but angular momentum dependent potential V& which is phase equivalent to a
Hartree-Fock nonlocal potential for the description of nucleon-nucleus scattering. We 6rst identify
two different pieces of the microscopic effective nucleon-nucleon interaction, guided by an analysis of
the L-dependent properties of the conventional microscopic direct and exchange matrix elements of
the n-n interaction. By separately folding these two pieces of the effective n-n interaction over the
nucleons in the target nucleus we obtain two different microscopic local potentials. We 6nally obtain
VL, from the superposition of these two potentials with L-dependent coefBcients, determined such
that the deviation of the scattering wave function from the exact solution of the nonlocal Schrodinger
equation, with the Hartree-Fock potential, is as small as possible. We provide a numerical example
for n- 0 scattering at 20 and 50 MeV. We 6nd that the deviation of the wave functions for VL, is

only a little smaller than the deviation for a local L-independent potential obtained by inversion
of the scattering phase shifts. Hence the latter provides a nearly optimum local description of the
exchange nonlocality.

PACS number(s): 24.10.Ht, 25.40.Dn

I. INTRODUCTION

In nucleon-nucleus scattering the exchange part of the
interaction (due to the Pauli exclusion principle) con-
tributes substantially to the overall optical potential. For
the scattering of neutrons 6.om the nucleus of oxygen at
20 and 50 MeV, the exchange contribution is nearly half
of the total [1]. Since the exchange (or Fock) part of the
optical model is nonlocal, and hence gives rise to angular-
momentum- (L-) dependent efFects, it is surprising that
local L-independent optical potentials do so well in de-
scribing elastic-scattering cross sections and polarization
asymmetries.

There is some evidence that the optical-model poten-
tial should be L dependent. A careful study of the n-
osPb cross sections at low energies [2] suggested that an

L dependence of the imaginary part of the optical poten-
tial would be desirable. In two subsequent studies [3,4]
of the validity of the dispersion relation constrained op-
tical potential for n- SPb scattering it was again found
that an L-dependent imaginary potential W was desir-
able so as to make the extension to negative energies
more uniformly feasible. Because of the dispersion rela-
tions, the real part of the optical potential deviates &om
a conventional Woods-Saxon shape in an L-dependent
fashion also. In an additional study [5] of the validity of
the dispersion-relation optical potential for both neutron
and proton scattering &om Pb in an energy interval
Rom —17 to +40 MeV, L dependence was again found
desirable. An analysis of n- Ar total cross sections and
single-particle binding energies [6] found evidence for a
parity-dependent optical potential. The physical origin
of the L dependence in the above studies is either at-
tributed [2,4,7,8] to the coupling to inelastic excitations,
or to the inadequacy of using Woods-Saxon-shaped opti-
cal potentials [2,9], but not to the exchange nonlocality.

On the other hand, the optical potential for nucleon-4He
scattering, obtained [10]by inversion of theoretical phase
shifts calculated by the resonating-group method (RGM)
[11],was found to be parity dependent, whether coupling
to rearrangement channels was included or not. Cou-
pling to rearrangement channels does make a substantial
contribution to nucleon-nucleus scattering [12], and it is
possible that this eKect may lead to additional L depen-
dences [13].

Although an L dependence of the total optical poten-
tial is expected on general theoretical grounds [14,15], it
is very dificult to make a clear prediction of what that
L dependence should be for practical applications. The
purpose of the present study is to investigate what L de-
pendence one should expect in the optical model due to
exchange eEects alone. We consider only the "knockon"
exchange terms, which are included in the Hartree-Fock
potential. For nuclei as heavy as 0, the core exchange
terms can be ignored [16]. We first examine the behavior
of the direct and exchange microscopic matrix elements of
the effective nucleon-nucleon interaction &om which the
Hartree-Fock potential is obtained. Based on this result
we introduce a new local L-dependent optical potential
which reHects the properties of the matrix elements, and
6nally we compare the results of this new optical po-
tential with those of an L-independent local equivalent
potential obtained by inversion [17] of the Hartree-Fock
scattering phase shifts for the case of n- 0 scattering
at 20 and 50 MeV [1]. Our new potential differs from
another type of I-dependent potential which is based on
the Wronskian [18,19] technique. Indeed we find that the
L dependence of our potential is much milder and of a
difFerent nature than that of Ref. [19].

Our method is based on the observation that, for low

values of the incident nucleon's angular momentum I,
a local folding potential can be found [20], called V~

(~)
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which, as will be explained below, is near to being phase
equivalent to the complete Hartree-Fock potential. For
large values of L, the exchange effects become negligible,
and the conventional Hartree part VH of the potential
suffices. Our overall L-dependent local potential V~(r) is
obtained as a linear superposition of both these poten-
tials:

Vg(r) = NgVH(r) + N&' VH' (r) .

nucleus interaction, which, in turn, produces
dependent effects. This can be seen by examining the
Hartree-Fock potential [15]. The local, or Hartree, part
is given by

vH~,.) = &-f,.yx)'va;, (~ rx —io l)y (ra)d ~x

a

(2.1a)

The phenomenological coefficients N, which are L depen-
dent but r independent, are determined such that (1) the
phase shifts obtained Rom Vg are the same as those of
the exact Hartree-Fock potential, and (2) the "error" in
the wave function is as small as possible, i.e., it mini-
mizes the mean difference between the wave functions of
the nanlocal exact potential, and that obtained from our
local I-dependent potential for each value of L. This
requirement has apparently not been introduced previ-
ously. It eliminates ab initio all those families of poten-
tials in which the wave function has a different number
of nodes than the nonlocal wave function.

The implementation of these tmo conditions is de-
scribed in Sec. III, after a definition of the potential
V&' has been given in Sec. II. The justification for this
potential is based on the properties of the matrix ele-
ments of the complete nonlocal potential evaluated over
the scattering wave function. These matrix elements oc-
cur because in our treatment of the solution of the non-
local Schrodinger equation, the scattering wave function
is obtained, as an expansion on a set of Sturmian ba-
sis functions, a procedure which naturally leads to the
matrix elements mentioned above. In Sec. III, the po-
tential Vg will be obtained numerically for the case of
n- 0 scattering, using the same procedures for calculat-

ing V~ and V~' &om a microscopic N-N interaction as
described in a previous study [1]. In Sec. IV, the various
partial wave functions will be compared, and finally, in
Sec. V, we give a discussion plus a summary.

We also compare the resulting potential VJ. with Mack-
intosh's inversion potential [1]. The fact that the wave
functions resulting &om our Vg approximate the exact
nonlocal wave functions as nearly as well as the wave
function based on the inversion potential is a useful re-
sult of the present study, because it shows that it is diffi-
cult to improve upon the inversion potential, which is L
independent and simpler than our Vg.

and the exchange part for the knockon process is given
by the integral kernel

K(ro, r'o) = —) .ya(ro)'~e. ch(l ro —r o l)y-(r o) .

(2.1b)

0'(ro) = ).Oz, M(&o)
L,M

(2.2a)

with

1
vga, M(ro) = Rr, (ro)Y~M(—ro),

rp
(2.2b)

then integration over the YgM s results in the definition
of the projected kernel [1,20]

Kr, (ro, ro)

rp K Tp& r p YgM rp rprpdQpdQp

The fact that the microscopic N-N effective interactions
vg;, and v,„,h are also density dependent is not only ex-
plicitly indicated in the above, but is taken into account
in what follows. The procedure for doing so is described
in Refs. [1,20]. Only the central part of the N Nintera-c-
tion is included here, i.e., spin-orbit and tensor effects are
left out. The single-particle bound-state wave functions
are denoted by p, where a represents the bound-state
quantum numbers. The exchange kernel is not L de-
pendent, but its projection onto the angular-momentum
space, Kr, (ro, ro) becomes L dependent. This can be seen
as follows. When the Schrodinger equation is solved by
first decomposing the scattering wave function 4(rp) into
partial waves,

II. MICROSCOPIC MATRIX ELEMENTS
AND THE JUSTIFICATION FOR V~

In this section we show that the matrix elements of
VH, taken between the scattering wave functions, are
close to the matrix elements of the nonlocal Hartree-Fock
potential, for low values of the scattering angular mo-
mentum n»mbers L. The examination of the properties
of such matrix elements is what leads to the definition of

(e)VH-
The exchange effects give rise to a nonlocal nucleon-

Even though K(ro, r o) is rotationally invariant, Kr, is
nevertheless L dependent since it depends on the direc-
tion between rp and r p. As an illustration, Kg for n- 0
scattering is shown in Figs. 1 and 2 for an incident energy
of 20 MeV. The L dependence is illustrated more clearly
in Fig. 2, which shows the diagonal value of the real
part of Kg, i.e., the result when rp ——rp, as a function
of rp for various values of L. The effective microscopic,
density-dependent, interaction is taken from Ref. [21] and
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where ELM represents the incident plane wave part of(o)

the scattering wave, i.e. , it is of the form

ELM
——gL(&ro)&r M(ro), (2.5a)

c6

25 —' with k the wave number of the incident wave, and the

QLM's are the Sturmian basis functions of the form

a.o

0.0 2.5 5.0 0.0
I I I I

I
I I I I

2.5 5.0

r (fm) r (fm)

FIG. 1. Real part of the exchange kernel KL(rp, rp) for
n Osca-ttering at an incident energy of 20 MeV (lab). This
kernel has been defined in Eq. (2.3).
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the bound nucleon states are obtained in a harmonic-
oscillator well in the absence of a spin-orbit interaction,
as is explained in detail in Ref. [1].

There are several methods for solving the nonlocal
Schrodinger equation [19,22—24]. Our method consists

4LM =i L(K, ro)&LM(~o)(j) (2.5b)

where the K~'s are complex Sturmian wave numbers de-
termined by the boundary conditions, as is described in
Ref. [25]. With the expansion (2.4), the solution of the
Schrodinger equation leads [25] to matrix equations for
the coeKcients C~~), which involve matrices whose matrix
elements, when generalized to the Hartree-Fock potential
case are of the type [20]

M"' = (V (ri)4 "(r2)~dirx a(ri)0' '(r2))
-I

('pa (r 1)0LM (r 2)&exchgLM (r1)'pa (r2) ) (2 6)

The brackets () denote integration over dsrq and dsr2
together with complex conjugation of the bra functions
(with the exception that the Sturmian wave numbers K~
are left unaltered).

The steps which lead to the de6nition of VH' will now
be described. The subscripts L and M are suppressed in
the discussion which follows. Since the microscopic direct
and exchange interactions are not equal, it is convenient
to rewrite Eq. (2.6) in the form

l0
II

0
(Pa4 (Udir Oexch)'Jag )

() (i')

+(V 0"'~. .h(V o4' ' —O' 'V )) . (2.7)

-1
O

II
O

-3

I . I . I

I
'

I
'

I
'

I

- Imag.

I . I . I

The terms in the second line above contain only angu-
lar momentum components of relative motion between
particles 1 and 2 which are odd. This can be seen by
rewriting Eq. (2.7) in the coordinates of relative mo-
tion between particles 1 and 2, i.e., if one changes to the
variables r = rq —rq and R = (ri + rq)/2, and if one
decomposes the product of the two wave functions into
even (E) and odd (0) components under the change of
r into —r:

0 1 2 3 4 5

r (fm) ya(r~)g' (r2) = E, (r, R) +0, (r", R),. .(2.8a)

FIG. 2. Diagonal part (rp —1'p) of the exchange kernel
displayed in Fig. 1. The upper and lower panels show the
real and imaginary parts, respectively. The solid, dotted,
dashed, dash-dotted, and dash-double-dotted curves corre-
spond to values of the angular-momentum number I of 0,
1, 2, 3, and 4, respectively.

@"(r~)V-(r2) = E-~(r R) —O:(r R) .

The second equation follows kom the fact that if rq is
interchanged with r2, then r m —r. With that no-
tation, the second line of Eq. (2.7) can be written in
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Ue —nadir &exch & (2.9)

we can rewrite Eq. (2.7) in the form

M(,) = (y g(')v, y g~' )) + 2(O ~v,„,i,O; ) . (2.10)

A careful study was made [20] of the size of the odd
component 0 in the product wave function y yb of two
nucleons, where yb approximates the single-particle scat-
tering wave function Q&(M). The result was found to de-
pend on the angular-momentum value L (relative to the
center of the nucleus) of the scattered wave ps. For small
values of L, the 0 part was found to be considerable less
than the E part. This is illustrated in Table II in the
Appendix, which lists the contribution to M~~, &om the
various components of relative angular momentum l con-
tained in the wave function y yb. A result of this type
is illustrated in Fig. 3. However, in this case the scatter-
ing wave function is represented by a Sturmian function

0

-30

' -60

-90

the form 2(O ~v,„,hO ~ ), if one remembers that the ma-
trix element between an even and an odd state vanishes,
(EvO) = 0, since v is an even function of r. Finally
defining the microscopic interaction

as given by Eq. (2.5), and the value of the ma-
trix elements are calculated in the laboratory frame &om
Eq. (2.7) by using the analytical expressions developed in
Ref. [20]. Furthermore, the matrix elements are summed
over the occupied single-particle states in 0,

(~)M,,'=) M, , (2.11)

In Fig. 3, the Sturmian momenta K~ and K~ are both
equal to the value (0.908—0.096i) fm i, which is near the
center of the range of discrete values which are needed in
the expansion (2.4) of the scattering wave for an incident
energy of 20 MeV. The dashed line represents the first
term in Eq. (2.10), the solid line is the complete result
for M~~~ given by Eq. (2.6), and the dotted line is the
direct part of M~~ given by the first line of Eq. (2.6). The
difference between the dotted and solid lines represents
the contribution from the exchange term [second line of
Eq. (2.6)] and the difference between the dashed and
the solid lines is the contributions &om the term given
by the second line of Eq. (2.7). The dashed line lies
considerably closer to the solid line than the dotted line,
which shows that the first term in Eq. (2.10) provides
a better approximation to the matrix element than the
direct term alone, for low partial waves. Beyond L = 4,
the reverse is seen to be the case. The logarithmic scale in
the lower panel of Fig. 3 illustrates this large L behavior
more clearly. When the two Sturmian functions are not
the same, i.e. , when K~ g K~, the agreement between
the dashed and solid lines becomes less good. , as is shown
in Fig. 4, but the values of these nondiagonal matrix
elements are not as large as the diagonal ones. Thus for
the low partial waves, the local potential

10

v&' (ro) = ) f~.(ii)v, (l 6 —io l)to (rx)d ri,
a

(2.12)

0.1

001
0 2 4 6 8

L (Projectile)

which arises from the first line of Eq. (2.7) and which
is obtained by folding the even part of the microscopic
nucleon-nucleon efI'ective interaction over the nucleon
wave functions of the target nucleus, gives a better ap-
proximation to the nonlocal Hartree-Fock potential than

FIG. 3. Matrix element M~~I for n- 0 scattering as a
function of the projectile's angular-momentum L. The lower
panel, apart &om the sign, represents the same matrix ele-
ment (ME) on a logarithmic scale. The solid lines illustrate
the complete matrix element (direct —exchange) as defined in
Eqs. (2.6) and (2.11). The dotted lines illustrate only the
direct part of this ME. The dashed lines represent the direct
ME of the component v of the nucleon-nucleon interaction,
defined in Eq. (2.9). The wave function @z of the nucleon in
the continuum is given by the Sturmian function de6ned in
Eq. (2.5b), and K~ = K~i has the value 0.97 —0.10i fm
which is at the center of the important range. The bound
nucleons are represented by harmonic-oscillator functions, as
described in the text. Only the real parts of these matrix
elements are shown. The units are in MeV fm .

5
I

K1-K3
Re

-15
0 2 4 6 8

L (Proj.)

FIG. 4. Similar to the top panel of Fig. 3. However, the
two Sturmian functions have diferent wave numbers, Kq is
as in Fig. 3, and K3 ——1.99 —0.03i fm
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(9 TQ+ 3 sE+ 3 TE+ sQ)/4 (2.13a)

(9v 3v 3v + v )/4 (2.13b)

one obtains for v, the result

v. = (3vs~+ 3VT~)/2, (2.14)

i.e., v, contains only the contribution from the even states
of the relative nucleon-nucleon motion. If an "odd" in-
teraction is similarly defined as v = vp;, + v,„,h, then
one obtains

(9 TQ + SQ)/2 (2.15)

In this notation, the complete matrix element defined in
Eq. (2.6) is given by

the Hartree part, based on vd;, . The subscript "e" of
the microscopic potential defined in Eq. (2.9) stands for
"even. " This is because if one expresses vd;, and v „,h in
terms of the pieces which act on the even and odd, singlet
and triplet components of the interacting pair of nucle-
ons, averaged over spin and isospin degrees of freedom of
these nucleons,

complex, N N interaction [21] is given by a sum of Gauss-
ian functions, and the harmonic oscillator bound-state
single-particle wave functions are given in terms of pow-
ers of r times Gaussian functions. Details and the values
of all parameters are given in Ref. [1]. The two Hartree

potentials VH and VH' are illustrated in Figs. 5 and 6,
for the two energies 20 and 50 MeV, respectively. The
inversion potentials obtained &om the scattering matrix
elements SL, in Ref. [1] are also shown for comparison.
As is illustrated in the figures, the inversion potential is
bracketed between the two Hartree potentials for the real
part, but not for the imaginary part.

The four parameters contained in the two complex phe-

nomenological coeScients NL, and NL are determined
by a numerical Newton-Cotes procedure so as to satisfy
two requirements: (1) The scattering matrix elements SL,
obtained rigorously Rom the microscopic nonlocal (nl)
Hartree-Pock potential and those obtained &om the local
(1) potential VL, should agree for each value of I; and (2)
the radial partial wave function Bl based on VL„should
approach the one obtained Rom the nonlocal Hartree-
Fock potential, B&", in the mean, i.e., the deviation

(3.1)

M,I, ,
) = (EV,E) 4- (Ov 0), (2.16)

which shows that the exchange effect automatically sorts
out the even (odd) pieces of the wave function with the
even (odd) pieces of the nucleon-nucleon interaction, as
is to be expected. -10

III. THE L-DEPENDENT LOCAL POTENTIAL

In Sec. II, the matrix elements of the Hartree-Fock po-
tential were decomposed into the direct matrix elements
of the even part of the N-N interaction, plus a remain-
der which comes &om a nonlocal piece of the interaction,
as is described by Eq. (2.7). For small values of I,, the
former part provided the major contribution to the total
matrix element and gave rise to the local potential V~',
and the latter could be considered. as a small L-dependent
correction. For large values of I the exchange contribu-
tion becomes small, and the conventional Hartree part
VH of the potential gives the major contribution. It is
thus natural to define the I-dependent potential VL, as a
linear combination between these two:

VL, (r) = NI, VH(r) + N~' V~ (r),

-20

-30

-50

I
I
I
I
I
I

I
I
I
I

I . I, I, I . I

0 1 2 3 4 5 6 7

r (fm)
as was already described in the Introduction in Eq. (1.1).
The numerical implementation of the above procedure
will now be described for the case of n- 0 scattering.

The Hartree potentials VH and VH', defined in Eqs.
(2.la) and (2.12), respectively, are calculated analytically
using the same methods developed [20] for calculating the
matrix elements MII. defined in Eq. (2.6). The analytic
evaluation is possible because the functions involved in
the integrals are simple: The effective density dependent,

FIG. 5. Comparison between two Hartree potentials V~,
V~, and an inversion potential for n- 0 scattering at 20
MeV. The solid and dashed lines represent the Hartree poten-
tials, defined in Eqs. (2.la) and (2.12), obtained, respectively,
with the full direct part of the N-N interaction and the even
part only of this interaction. The dotted line represents the
potential obtained by "inversion" [1] of the scattering phase
shifts. The upper (lower) panel represents the real (imagi-
nary) part of these potentials.
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FIG. 6. Same as Fig. 5 for a neutron incident energy of 50
MeV.

should be a minimum. This condition ensures that the
number of nodes in the local equivalent wave function be
the same as that of the rigorous nonlocal wave function.
The numerical values obtained in our searches turned out
to be unique.

The results for the 1VI, 's are listed in Table I, and
the corresponding L-dependent potentials are plotted in
Figs. 7 and 8. In these 6gures the values of the poten-
tials are suppressed in the radial interval where the cor-
responding radial wave functions have a magnitude less
than 0.1, so as to emphasize only the region where the
potential has a signi6cant eEect. The normalization of
the wave functions is such that asymptotically they are

FIG. 7. Angular-momentum-dependent potential for n- 0
scattering at 20 MeV. This potential is defined by Eq. (1.1).
The real and imaginary parts are represented in the upper
and lower panels, respectively. The solid, dotted, dashed,
dash-dotted, dash-double-dotted, and long-dashed lines rep-
resent the potentials for the angular-momentum L of 0, 1, 2,
3, 4, and 5, respectively. For each value of L the potentials
are shown only in the radial region where the absolute value
of the corresponding wave function is larger than 0.1 ~ The
inversion potential is shown also for the imaginary part.

of the form exp(ibr, )sin(kr —L7r/2+ hL, ), where bL, is the
complex phase shift. One sees &om these figures that the
real part of VL, is not strongly L dependent, in contrast
to what is the case when the potential is determined by
means of the Wronskian method [19). Also of interest is
the result that the L dependence for the imaginary part

TABLE I. CoefFicients NL, for the determination of the angular-momentum-dependent potential VL, (r), according to Eq.
(1.1).

20 MeV

L

50 MeV 50 MeV

NL,

L
0
1
2
3
4
5
6
7
8
9
10

Re
0.842

—0.425
0.785
0.116
1.190
1.305
1.137
1.061

Im
0.674
0.298
1.022
0.460
1.056
0.424
0.223
0.135

Re
0.357
0.712
0.463
0.596
0.104

—0.022
0.009
0.016

Im
—0.233
—0.049
—0.335
—0.149
—0.451
—0.200
—0.105
—0.062

Re
0.305

—0.113
—0.321

0.916
0.571
0.201
1.358
1.164
1.078
1.042
1.025

Im
0.669
0.362
0.451
0.551
0.225
0.548
0.268
0.077
0.031
0.013
0.005

Re
0.464
0.564
0.642
0.318
0.347
0.464

—0.071
—0.025
—0.007
—0.003
—0.003

Im
—0.186
—0.064
—0.066
—0.208
—0.083
—0.191
—0.151
—0.058
—0.031
—0.018
—0.012

Re
0.826
0.805
0.801
0.790
0.771
0.712
0.626
0.508
0.350
0.170

—0.001

Im
0.112
0.092
0.087
0.088
0.005

—0.042
0.022
0.164
0.329
0.475
0.579

For this case VII in Eq. (1.1) is replaced by the 20 MeV Woods-Saxon potential of Petler et al. [26], and V~~'l is replaced by
zero.
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FIG. 8. Same as Fig. 7 for a neutron energy of 50 MeV.

is more pronounced at the lower energy (20 MeV) than
at the higher one (50 MeV), and that the nature of their
ondulatory shape is similar to that of the inversion po-
tential. The average over L of the real part of the VL, 's is
not in good agreement with the real part of the inversion
potential. For E = 50 MeV, the latter is shallower than
VI, by about 8 MeV near the origin, and deeper by about
5 MeV near 3 fm. At 20 MeV this difference is of the
same nature and a little more pronounced.

At 20 MeV the inversion potential was found [1] to be
quite close to the phenomenological Woods-Saxon optical
potential of Petler et al. [26], especially its real part. One
can obtain a measure of how the shape of the potential
changes with energy, if one uses the same Woods-Saxon
potential of Ref. [26] at 50 MeV, but multiplied by a fac-
tor NJ. determined such that the resulting phase shifts
agree with the microscopic results for the Hartree-Fock
potential. If Nl. changes weakly with L, then the shape
of the 20 MeV Woods-Saxon potential would also be suit-
able at 50 MeV. The result is shown in Fig. 9. One sees
that the imaginary part of the potential changes quite

significantly with L, and the real part of the potential
changes visibly once L is larger than 4. This shows that
if the data are fit with a Woods-Saxon potential, then the
microscopic calculation suggests that the shape of this
potential should change with energy. It is premature to
investigate whether the changes found here are compat-
ible with experimental studies [9], because the dynamic
polarization efFects are left out of the present investiga-
tion.

-20

-30

-40 — 0123
-50

0

4
5

50MeV

0 1,2,3

-15

0 1 2 3 4 5 6 7

r (fm)

FIG. 9. An L-dependent Woods-Saxon potential at 50
MeV which gives the same phase shifts as the exact
Hartree-Fock potential. It is the product of a complex fac-
tor Nr, times the Woods-Saxon potential of Ref. [26j which
fits n- 0 scattering at 20 MeV. The numbers near the arrows
indicate the value of the angular-momentum L. The tips of
the arrows are located at the points where the absolute value
of the wave functions is larger than 0.1, i.e., only the por-
tion of the curves to the right of the tip of the arrow are of
importance.

IV. COMPARISON BETWEEN LOCAL
AND NONLOCAL WAVE FUNCTIONS

It is well known [27] that if two wave functions have
the same asymptotic behavior (i.e. , they are phase equiv-
alent) and also have the same number of nodes in the
interior of the nuclear region, but if one wave function is
the solution of a nonlocal potential, while the other is the
solution of a local equivalent potential (LEP), then the
two wave functions will dier in the nuclear interior. The
ratio of two such wave functions is the Percy damping fac-
tor, which is an important ingredient in distorted-wave
Born approximation calculations. Since our L-dependent
potential is determined by the requirement that the lo-
cal and nonlocal wave functions be as close to each other
as possible, an illustration of these wave functions is of
interest.

The comparison between two local equivalent wave
functions and the exact nonlocal wave function is illus-
trated in Figs. 10—12, for various values of L, for n- 0
scattering at an incident energy of 50 MeV. The exact
nonlocal wave function is shown by means of the solid
lines, the functions generated by VL„and the inversion
potential are shown by dotted and dashed lines, respec-
tively. The general trend of the real part of the wave
functions is shown in Fig. 10. An enlarged view of the
real and imaginary parts is given in Figs. 11 and 12,
respectively. The amplitude of the imaginary parts is
larger than that for the real parts (note the suppressed
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FIG. 10. Real part of the scattering wave functions for var-

ious values of the angular-momentum L. The solid curves il-

lustrate the wave functions based on the exact Hartree-Foe%
potential, the dotted curves represent the results for the
L-dependent potentials VL„and the dotted curves are for
the L-independent inversion potential. The normalization of
these wave functions is described in the text.

scale in Fig. 12), but the percent deviation between the
amplitudes of the local and nonlocal wave functions is
approximately the same, of the order 10—15% for small
values of the radial distance r. It is interesting that the
two local wave functions nearly coincide with each other,
which is especially the case for the imaginary parts. For
the real parts, the function obtained with VL, gives only a
slightly better approximation to the exact nonlocal wave
function than does the local function based on the inver-
sion potential. This shows that the inversion potential
not only produces the correct phase shifts for all values
of L, but it also reproduces the nonlocal wave functions
nearly optimally.

V. SUMMARY AND CONCLUSIONS

A new local Hartree potential V&~'l was defined, such
that for low angular-momentum values L of the scattered
wave the matrm elements of V~ taken between scatter-(e)

ing wave functions provide a better approximation to the
matrix elements of the exact Hartree-Fock potential than
do the matrix elements of the conventional Hartree po-
tential V~. This result is based on two observations [20]:
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FIG. 11. Same as Fig. 10 in an enlarged scale.

FIG. 12. Same as Fig. 11 for the imaginary part of the
wave functions.

(1) The product of two single-particle wave functions, the
one bound, the other in the continuum, has components
of relative motion which are predominantly of even par-
ity. This can be seen by expanding the product of two
such wave functions as a superposition of states of rela-
tive angular momenta l'. One finds that the component
with largest amplitude occurs for l' = 0. However, the
components with I' g 0 increase relative to the t' = 0
component as the angular momentum (relative to the
nucleus) of the continuum nucleon increases compared to
the angular xnomentum of the bound nucleon. (2) The
matrix elements described above can be reorganized into
two parts, one which is the direct matrix element of a cer-
tain piece, v„of the microscopic N-N interaction and a
second part which contains only the odd components of
the relative motion of the two interacting nucleons. In
view of observation (1) the second part of the matrix el-
ement is small compared to the first part and hence the
Hartree potential based on v„namely, VH', plays a ma-
jor role in the determination of the optical potential for
nucleon-nucleus scattering for the low partial waves. For
large values of L the exchange terms become relatively
unimportant and the conventional Hartree potential gives
the major contribution to the optical potential.

Based on the above insights, an L-dependent local opti-
cal potential is defined as a linear combination of the two
Hartree potentials mentioned previously. The coefficients
N&' and NL, are independent of the radial distance r but
depend on L, so as to express the fact that the relative

importance of V~' and VH depends on L. These two co-
eKcients are complex and therefore represent four param-
eters. These are determined numerically by a Newton-
Cotes procedure from the requirements that (1) the scat-
tering phase shifts obtained &om VL, be numerically the
same as those for the exact nonlocal Hartree-Fock po-
tential, and (2) the local and nonlocal partial wave func-
tions be as close to each other in the mean as possible.
It should be kept in mind that the present study leaves
out the L dependence which is expected to occur due to
rearrangement processes [28] or to dynaxnic polarization
effects [7,8,29].

A numerical example for the potentials Vi. is given for
n- 0 scattering at two energies. The Hartree-Fock po-
tential is obtained by folding the density-dependent ef-
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fective nucleon-nucleon interaction given by Yamaguchi,
Nagata, and Matsuda [21] over the harmonic-oscillator
wave functions of the target nucleons, similarly to what
was done in a previous study of the equivalent inversion
potential [1]. The real part of Vl, turns out to depend on
L very mildly, in contrast to what was found [19] to be
the case for a different L-dependent potential based on
a Wronskian method [18]. The imaginary part of VL, is
more L dependent than the real part, and the I depen-
dence is more pronounced at the lower energy. The radial
wave functions of the exact nonlocal potential were com-
pared with those of VL„and also with those of a second
local equivalent, but L-independent, potential obtained
from the scattering phase shifts by an inversion method
[1]. The two local wave functions differ from the nonlocal
wave function in approximately the same manner. Nei-

ther VI. nor the inversion potential is of a Woods-Saxon
shape. If a Woods-Saxon shape is nevertheless used to fit
the data, then our Fig. 9 shows that, in order to simulate
the exchange process, an L dependence may well be ex-
pected. Our study thus provides some basis for the use
of L-dependent imaginary potentials, found necessary in
a study of n-Pb scattering at low energies [2—5].

In summary, we have introduced a new L-dependent
local potential which is phase equivalent to a microscopic
nonlocal Hartree-Fock potential, and which minimizes
the difFerence between the corresponding (local and non-

local) scattering radial wave functions. This potential is
compared with an L-independent potential determined
previously [1] by an inversion method for the case of n

0 scattering. The comparison between these two po-
tentials shows that L dependence is not required in order
to simulate the exchange nonlocality and still obtain good
scattering wave functions, provided that the radial shape
of the L-independent potential is carefully chosen.
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COMPONENTS TO THE MATRIX ELEMENTS

The solution of the nonlocal Hartree-Fock Schrodinger
equation by the method of expansion of the scattering
wave into a basis set of functions @&~ according to Eq.
(2.4), requires the calculation of the matrix elements M~~
given by Eq. (2.6). The functions p represent the single-
particle bound states, which are given by the expression

p~(ri) = ~~r, 'exp( —4ri)YI. M (i"1), (A1)

while the functions vP&iMl are given by Eq. (2.5b). For the
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calculations [20] reported in this appendix, QLM will be
approximated by a Gaussian function of the type given
by Eq. (Al),

~ p&(r2) = N&r, 'exp( —b&r,')YL„M, (i=,), (A2)

where the Gaussian parameter bg has a different value
from the one for the bound-state wave function, b . The
quantities Lz and L2 represent the angular-momentum
numbers of each particle relative to the center of the nu-

cleus, and the normalization factors N are determined
such that the integral over all space of the absolute value
squared of each wave function is unity.

With the Gaussian choice for both wave functions y
and ps given by Eqs. (Al) and (A2), it is possible to
carry out analytically the decomposition of the product
of the two wave functions into states of relative angular
momentum t in the space of the coordinates r = rq —rq

and R = (r, + rp)/2,

V' (r i)V's("~) = ).&i (» ")&~ (") .
Lm

(A3)

The quantities y depend on the values of Lq and L2, as
well as on the Gaussian parameters 6 and bg. This de-
composition requires a great deal of angular-momentum
algebra plus the use of Moshinsky brackets [20]. In
terms of this expansion the matrix elements (2.6) de-
scribed in Chap. 2 of Ref. [20] can be obtained as a sum
over the contributions from the various relative angular-
momentum components t. The analytical expressions are
given in Chap. 2 of Ref. [20]. A computer code was
written and the total result for the matrix element, cal-
culated in terms of the relative angular-momentum con-
tributions, was compared numerically with the calcula-
tion done in the "laboratory" coordinate space rz and rq.
Agreement to four significant figures was obtained. In the
numerical results given in the tables below, the angular
momentum Li (relative to the nucleus) of the "bound"
particle is set to zero, the value of L2 for the "scattered"

0
1
2

3
Total

L, =o
—2.7614
—0.0556
—0.0006

—2.8177

L2 ——1
—1.8774
—0.2279
—0.0047

—2.1100

L, =4
—0.5929
—0.2511
—0.0388
-0.0031
—0.8861

TABLE II. Contribution of various relative angu-
lar-momentum components to the matrix elements P q de-

fined in Eq. (A4). The units are in MeV. The single-particle
states are represented by harmonic-oscillator wave functions,
Eqs. (Al) snd (A2). The X %potential is-a Gaussian func-

tion of the relative distance between the two interacting par-
ticles. The angular-momentum Lq of the particle in state a is
set equal to zero, that in stable 6 is Lq, and / is one of a set
of the relative angular momenta between the two interacting
particles, which occur in the expansion of the wave function
product given by Eq. (A3). The values of all parameters
defining the wave functions and the potential are given in the
text.
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TABLE III. Contribution of various relative angular-momentum components to the real part of
the matrix elements M b defined in Eq. (A5). Direct and exchange terms are both present. The
units are in MeV. The microscopic N-N potential is a superposition of Gaussian functions given in
Ref. [21], which depend on the energy of the incident particle, 20 and 50 MeV. Everything else is
the same as in Table II.

l

0
1
2

3
Total

L, =o
—5.3963

0.0152
—0.0008

—5.3825

20 MeV
L2 ——1
-3.7111

0.0591
—0.0061

0.0002
—3.6578

L2 ——4
—1.2111

0.0326
—0.0479

0.0084
—1.2183

L2 ——0
—3.8777

0.0152
—0.0005

50 MeV
L2 ——1
—2.6672

0.0591
—0.0039

0.0002
—2.6118

L, =4
—0.8701

0.0326
—0.0308

0.0084
—0.8599

particle ranges &om 0 to 4, and the Gaussian parameters
have the values p = 0.04 fm 2 and pb = 0.10 fm

The results for a matrix element which does not involve
exchange

4 b = (~ (~i)V'b(r2)&oe
"

V -(~~)V'b(r2)) (A4)

is given in Table II for the following values of the param-
eters: Vo ———66.92 MeV, a = 0.415 fm . This table
shows that the importance of the contributions &om the
high values of relative angular-momentum l increases as
the angular-momentum L2 of the "scattered" particle in-
creases.

Table III lists the l contributions to a matrix element
which has direct and exchange terms:

Mab = (iPn(rl) Pb(r2)+dirga(rl) Pb(r2))

(Ãa(rl) 'Pb(r2)UexchiPb(rl ) tPa(r2)) (A5)

M g
——M'~+ M"~,

where the first term has no exchange contributions,

(A6)

The microscopic potentials v~;, and e,„,h are taken &om
Ref. [21], however, no density dependence is included for
the calculations in this appendix. The result is similar to
that of Table II, i.e., the importance of the contributions
&om the high-t values increases with L2.

In the presence of exchange terms, it useful to decom-
pose the matrix element M g into two parts, as is dis-
cussed in connection to Eq. (2.7),

Mob (IP (~&)'Pb(r2)U. ~Po(~1)Pb(~2)) (A7)

(&Pa(rl) Pb(r2)Uex h[Pc( nl)r'Pb( 2)r'Pb(rl)Pa(r2)]) (As)

In Table IV, the contributions from the various rela-
tive angular-momentum components l to both M' and
M" are listed. As expected, the importance of the high
values of l increases with L2 for both M' and M". As
a result, the contribution of M" to M is small for small

values of L2, which is the basis for the definition of the
L-dependent potential VL, in Eq. (1.1). In all the results
above the scattering wave function was approximated by
a Gaussian, Eq. (A2). That approximation is removed
in Sec. II, and the Sturmian functions of Eq. (2.5b) are

TABLE IV. Contribution of various relative angular-momentum components to the real part of the matrix elements M'&
and M"b, de6ned in Eqs. (A7) and (AS), respectively. The units are in MeV. The energy of the incident particle is 20 MeV.
Everything else is the same as in Table III.

l
0
1
2
3

Total

M'~
—5.3969
—0.0839
—0.0008

—5.4817

20 MeV

0.0991

0.0991

L, =4
M.',
—1.2111
—0.3896
—0.0479
—0.0057
—1.6548

0.4222

0.0141
0.4364

M'q
—3.8777
—0.0597
—0.0005

—3.9379

50 MeV

0.0749

0.0749

L2 ——4
M'g
—0.8701
—0.2811
—0.0308
—0.0033
—1.1853

0.3137

0.0118
0.3255
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used instead. The values of M' and M" are given, respec-
tively, by the first and second lines in Eq. (2.7), whose
evaluation does not require the decomposition into rel-
ative angular-momentum states. The numerical results

displayed in Figs. 3 and 4 shower that M' is a better ap-
proximation to M than the term given by the 6rst line
of Eq. (2.6), for small values of the angular momentum
of the projectile.
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