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Analyzing power in neutron-deuteron elastic scattering at Ei"b——3 Mev
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A measurement of the analyzing power A„(e)in neutron-deuteron (n-d) elastic scattering below
the deuteron breakup threshold is described, including a detailed discussion of the experimental
apparatus and the treatment of systematic errors. The data provide a precise test of Faddeev
calculations of the three-nucleon system and of the nucleon-nucleon interaction models used as inputs
to these calculations. A„was measured at six angles from 44.5' c.m. to 145.7' c.m. to a precision
of (7—13)x10 . Polarized neutrons, produced by the H(p, n) He reaction, were incident upon
the target, a deuterated organic scintillator. Scattered neutrons were detected in fast coincidence
with the recoil deuterons in the target. A computer simulation of the experiment was used to
compensate for a number of systematic errors. Particularly important were corrections for neutron
multiple scattering, accidental coincidences, and Gnite geometry effects. The A„data have a 2.2%
scale factor uncertainty associated with uncertainty in the polarization of the incident neutron beam.
The incident neutron polarization was measured in a separate experiment using n- He scattering
from a liquid helium scintillator. The neutron polarization measurement also yielded an improved
value for the polarization transfer coeKcient [K„"(0')= 0.650+0.019] in the H(p, n) He reaction at
E&"b

——3.80 MeV. A comparison of the A~ data to Faddeev calculations shows that the discrepancy
in A„observed previously at higher energies continues below the breakup threshold. A comparison
of the A~ data to a recent phase shift analysis of proton-deuteron (p-d) scattering indicates that
observed difFerences between n-d and p-d analyzing powers are only partially explained by Coulomb
efFects.

PACS number(s): 25.10.+s, 24 70 +s, 2.9.2.5.Dz, 25.40.Dn

I. INTRODUCTION

In recent years, Faddeev calculations of the three-
nucleon (3N) systexn have in most cases been successful
in reproducing observables in the 3N bound state and
in nucleon-deuteron (N d) scatterin-g [1,2]. One ixnpor-
tant discrepancy which has received significant attention
is the observed difference between calculations and mea-
surements of the vector analyzing power A„(e)in Nd-
elastic scattering at low energies ((50 MeV). The ana-
lyzing power A„is consistently underestimated in both
proton-deuteron (p-d) and neutron-deuteron (n-d) scat-
tering. The size of this discrepancy is 25—

30%%uo of the
value of A„near 8, 125', where A~ has a maximum
[2]. Prior to the current work, this discrepancy had been
observed in n dscattering dow-n to Ex"b——5.0 MeV [3].
Further study of this discrepancy is of interest in that
it may shed light on elements of the 3N and N-N sys-
tems, such as the size of three-nucleon force effects and
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uncertainties in the nucleon-nucleon (N N) models u-sed

as inputs to the 3N calculations [1,2].
Because of difficulties encountered in neutron scatter-

ing experiments, the N-d data have traditionally been
weighted toward p-d, in quantity and in precision. Calcu-
lations, on the other hand, have typically been restricted
to n-d, because of difficulties encountered when includ-
ing the Coulomb force. A recent exception are the p-d
calculations of Berthold, Stadler, and Zankel [4] in the re-
gion below the deuteron breakup threshold (Exurb

——3.33&
MeV). The importance of the Coulomb force in the p-d
analyzing power has also been explored by Tornow et al. ,
[5] who used an optical model calculation to show that
Coulomb force effects were of approximately the correct
magnitude to account for the observed difference between
the p-d and n-d analyzing powers.

The current measurements were undertaken to extend
the range of precision n-d A„data to below the deuteron
breakup threshold. As an n-d measurement, the data
allow comparison to 3N calculations without the need for
Coulomb corrections. In addition, the data can be used
to check the possibility that the A„discrepancy could be
related to an incorrect treatment of the breakup channel
in 3N calculations.

In the following sections, we describe the experimen-
tal procedure and analysis. The treatment of system-
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atic errors is discussed in detail. In addition, we report
the measurement of the polarization transfer coefFicient
K&(0') in the H(g7, n) He reaction at Et~b ——3.80 MeV,
which was performed to lower the scale factor uncertainty
in the A„data which arises &om the uncertainty in the
incident neutron polarization. The paper concludes with
a presentation of the A„data, which are compared to cal-
culations based on a recent phase shift analysis of proton-
deuteron (p-d) scattering.

The present measurements were previously reported
[6]. As discussed in more detail below, the values re-
ported here differ from those in Ref. [6], primarily be-
cause of the new, more accurate measurement of the po-
larization transfer coefFicient in the neutron producing
reaction.

II. APPARATUS

tritium

gas cell
p

Shielding-
poiyethylene

on Detector-
NE102a

n

Target / Recoil Detector-
deuterated plastic

The measurements were made at the University of Wis-
consin tandem accelerator laboratory. Polarized neu-
trons were produced by bombardment of tritium gas
with polarized protons from a colliding-beam polarized
ion source [7]. The neutrons were incident upon a tar-
get made of deuterated scintillating plastic, which served
also as recoil deuteron detector. The scattered neutrons
were detected in coincidence with the recoil deuterons
using scintillators placed symmetrically to the left and
right (Fig. 1). The polarization direction, perpendicular
to the scattering plane, was reversed every 250 ms at the
ion source to cancel possible systematic errors caused by
left-right asymmetries in the apparatus. Coincidence n-d
events were sorted according to detector (left or right)
and polarization direction (up or down), and the mea-
sured analyzing power A„was extracted &om the num-
bers of events using the usual cross-ratio method [8]:

Ay ——

Pn

r —1 f NI, &Nrt& )
r + 1 t,NL, gNR~j

where the N is the number of recorded scatterings and
p is the magnitude of the neutron polarization.

The tritium gas cell consisted of a welded stainless
steel tube, 1 cm diam by 10 cm long, closed at the
downstream end and lined along its length with O. l-mm-
thick tantalum. The entrance foil was made of 2.5-p,m-
thick molybdenum. The beamstop was a gold disk, 0.5
mm thick, placed at the downstream end. The entrance
foil, liner, and beamstop materials were chosen to reduce
background &om p rays. The tritium cell was at room
temperature, and the pressure was kept at approximately
0.9 atm, of which 0.7 atm was tritium gas. The amount
of tritium was confl. rmed by another experimenter who
measured the absolute neutron flux using neutron acti-
vation of fluorine samples placed in the neutron beam [9].
The nontritium component is assumed to be either hy-
drogen or deuterium. Whatever the additional gas was,
no contaminant neutrons were observed.

The proton beam axis was de6ned by collimating slits,
5 mm wide by 10 mm high, located 1.3 m upstream of the
entrance foil to the tritium cell, and a 2-mm-diam tanta-
lum collimator, 16 cm upstream. The proton energy at
the center of the tritium cell was 3.80 MeV. Neutron flux
at the target was (2—4) x104 neutrons/(scm2) for typical
proton currents of 100—200 nA. The average energy of
neutrons incident on the target was 3.01 MeV with a to-
tal spread of +0.08 MeV. The uncertainty in the proton
energy was estimated to be +7 keV.

The target, which also served as recoil deuteron detec-
tor, was made of deuterated scintillating plastic. The
cylindrical target, 8.5 mm diam by 48.7 mm, was ori-
ented with its axis perpendicular to the scattering plane.
The diameter was chosen to strike a balance between the
n-d single scattering rate and the increase in double scat-
tering associated with a larger target. The target was
cemented to a Lucite light guide, 10 mm diam by 25 mm
long, which was attached to a photomultiplier tube. Be-
cause of the relatively long, thin geometry of the target,
the transmission of light to the phototube tends to be
nonuniform along the length of the target. The light col-
lection efBciency was measured with a collimated beam
of p rays &om a Co source which was scanned along
the length of the target scintillator. It was found that
Te6on tape tightly wrapped around the target enhanced
the response &om the far end of the target and increased
transmission. Aluminum foil, which has a lower reflec-
tivity than Teflon tape, was used to wrap the 15 mm of
the target nearest the phototube. In the final configura-

20 cm

FIG. 1. Scale drawing of the apparatus.
Bicron BC436, purchased from the Bicron Corporation,

Newbury, OH.
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tion, the response varied by no more than 15% along the
length of the target.

Knowledge of the atomic densities in the target was
ixnportant for the calculation of the neutron multiple
scattering corrections. Atomic densities were checked by
comparing the measured ratio of n-p events to n-d events
to the ratio calculated by the computer sixnulation of the
experiment (see Sec. IVB). The comparison indicated
that the atomic densities in the target differed signifi-

cantly &om the values quoted in the specification sheet.
The atomic ratios given by the supplier were H: H=20.4,
(2H+~H):C=1.09. The simulation required a much larger
hydrogen density (2H:~H=4. 7) to reproduce the intensity
of the n-p single scattering. The required hydrogen den-

sity was consistent for different scattering angles, even
though the cross sections, neutron attenuation factors,
and neutron detection eKciencies differ significantly &om
n-p to n-d, and vary &om angle to angle.

The neutron detectors, made of NE102a scintillating
plastic, 2 were 75 xnm high and 40 mm wide. Four neu-
tron detectors were used, allowing measurement of the
analyzing power at two angles simultaneously. Angle
pairs, in laboratory angles, were (30', 60'), (45', 75'),
and (90', 120'). The depth of the neutron detectors, as
measured along the scattered neutron direction, was 90
mm for 30', 45', and 90', and was 40 mm for 60', 75,
and 125 . The target was placed 30 cm &om the cen-
ter of the tritium cell, and the &ont faces of the neutron
detectors were placed 30 cm &om the target. Root-mean-
square angular acceptance was 2.2' in the laboratory.

The photomultiplier tubes were typically run at or
above maximum rated voltages ( 3 kV), and constant
&action discriminator levels were often set to minimum
values ( 3 mV). This was necessary to allow clean de-
tection of recoils at forward angles, to maximize the ef-
ficiency of the neutron detectors at back angles, and to
minimize the sensitivity to phototube gain shifts (see Sec.
IVA). At these settings, pulses associated with photo-
multiplier dark current become significant. With RCA
8575 phototubes, noise rates of 20—100 kHz were seen,
overwhelming the rates &oxn neutrons. The rates were
found to be highly sensitive to the placement of nearby
conductive materials, for instance, the magnetic shield-
ing surrounding the tube. The rates were reduced to less
than 200 Hz by wrapping the phototubes tightly with
aluminum foil, in direct contact with the glass. The foil
was attached electrically to the photocathode pin of the
tube. In addition, some of the phototubes were replaced
with Hamamatsu R329-02 phototubes, which were sup-
plied with conductive coatings.

Polyethylene shielding blocks (Fig. 1), 15 cm by 18
cxn by 7.6 cm high, were placed between the tritium cell
and the neutron detectors to attenuate the direct neutron
flux, thereby lowering dead time in the electronics and
background rates from accidental coincidences.

Purchased from Thorn EMI Gencom Inc. , Plainview, NY.

III. DATA ACQUISITION

Coincidences between pulses in the target and neutron
detectors were collected in event mode. For each coin-
cidence event, the integrated anode pulses in the target
and neutron detector and the time delay between the
pulses (the neutron time of flight) were recorded. The
events were sorted off line into two-parameter histograms
of recoil pulse height versus neutron time of flight (up-
per panel, Fig. 2) and one-parameter histograms of neu-
tron detector pulse height. The two-parameter spec-
tra were used to sum the n-d events, to separate n-d
events &om backgrounds, to measure accidental coinci-
dence background, and for comparison to simulated spec-
tra which were used to determine the multiple scatter-
ing background. The one-parameter (scattered neutron)
spectra were used to monitor and correct for gain shifts
in the neutron detector photomultiplier tubes.

For summing and gating purposes, we had the ability
to set arbitrary cuts on the two-parameter spectra. Re-
ferring to the labels in the lower panel of Fig. 2, the
purposes of the cuts were as follows. Cut No. 1 was used
to measure the accidental coincidence background. Cuts
Nos. 2—6 (shown in Fig. 7) were used to study the vari-
ation in measured analyzing power across the n-d peak
(discussed further below). Final results were calculated
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FIG. 2. Upper panel: Distribution in two-parameter spec-
trum (deuteron recoil pulse height vs neutron time of Bight) of
events taken at a laboratory angle of 60' (85.7' c.m. ). Events
types are the following: nd, neutron-deuteron single scatter-
ing; np, neutron-proton single scattering; MS, neutron multi-
ple scattering background; Acc, accidental coincidence back-
ground; 7, photons. Lower panel: windows (cuts) applied to
two-parameter spectra to analyze the events. Cuts Nos. 4
and 6 were used to sum the n-d events and to examine the
variation in measured analyzing power across the n-d peak
(see also Fig. 7). Cut No. 1 was used to measure accidental
coincidence background. Cut No. 7 was used to make the
projection on recoil pulse height displayed in Fig. 3.
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for individual runs were compared for statistical consis-
tency. The consistency was within expected values for all
scattering angles. Reduced y values for the weighted av-
erages were &1.11, with corresponding confidence levels
)0.26, for all angles.

IV. CORRECTIONS

0. 1-
~ ~

~ ~ ~

+0.0

~ ~
~ \

~ ~

~ ~ ~ ~ ~

~ ~ ~

~ ~

F»:
-0.1—

~ 8
60 120

Recoil Pulse Height (chan)

FIG. 3. Recoil pulse height spectrum for events included
in cut No. 7 of Fig. 2 (60' lab). Upper panel: intensity vs

recoil pulse height. Lower panel: measured analyzing power
vs recoil pulse height (two-channel bins). The peaks in the
spectrum correspond to n-d and n-p single scattering events,
and the continuum background consists of multiple scattering
events. Accidental coincidences have been subtracted from
this spectrum.

from cut No. 4. A recoil pulse height spectrum (upper
panel, Fig. 3), gated on cut No. 7, illustrates the rela-
tive intensities of the n-d and n-p peaks and the back-
ground continuum of multiple scattering events. Also
shown (lower panel, Fig. 3) is the variation in measured
analyzing power across the spectrum for the same events.

Data were taken in approximately 2 h runs with typi-
cally 50—60 runs for a given scattering angle. After cor-
rection for run-dependent eH'ects such as accidental coin-
cidence background and neutron polarization, the results

Special attention was given to sources of systematic
errors (summarized in Table I). Significant corrections
were made for accidental coincidences (Sec. IV A), finite
geometry (Sec. IVB), neutron multiple scattering back-
ground and an additional, empirically determined back-
ground (Sec. IVB1), and polarization-dependent neu-
tron detection efficiency in the neutron detectors (Sec.
IVB2). Other corrections which were considered but
determined to be less than 0.2 times the statistical uncer-
tainty in Az were detector dead time, possible gain shifts
in neutron detectors &om count rate changes associated
with polarization reversal (Sec. IV A), and polarization-
dependent variation in neutron Aux across the scatterer
[10j (Sec. IVB 3). The latter corrections are combined
in Table I under the heading "other corrections. "

A. Measured corrections

Corrections for accidental coincidence background and
gain shifts in the neutron detector photomultiplier tubes
were determined directly &om the measured spectra.

Accidental coincidence events result when otherwise
unrelated pulses in the target and neutron detector oc-
cur at nearly the same time (i.e. , within the coincidence
window). The accidental coincidence rate is approxi-
mately equal to the product of the pulse rates in the
target ( 20 kHz) and neutron detector ( 20—70 kHz),
and the timing window considered (-5 ns for the n-d
peak). The variation of the accidental rate with time
of flight was checked and found to be less than 5% over

TABLE I. Final results for and corrections to the analyzing power in n-d elastic scattering at E&"b——3.01 MeV. These values

supersede the values given in Ref. [61 for reasons given in the text. All values are in units of 10 . Laboratory angles refer

to the nominal detector setting. Center of mass angles refer to the average scattering angle for detected events. Corrections

are described in the text. The uncertainties listed here do not include the 2.2'FD scale factor uncertainty associated with the

uncertainty in the incident neutron polarization. Values in parentheses give the uncertainties in rightmost digits.

Laboratory angle
c.m. angle
Corrections (10 ):

alignment uncertainty
accidental coincidences
finite geometry
DS in target, shielding
additional background
polarization-dependent e8ect
other corrections

Total correction b.A„(10 )
Uncorrected results
Corrected results, A„(10 )

30'
44.5

o.ooo(16)
—0.002(3)
—0.011(1)

0.280 (34)
0.043(15)
0.042(11)

—o.oo7(1o)
0.345(43)
1.160(52)
1.505(69)

45'
65.8'

o.ooo(30)
—0.006(4)

0.021(2)
0.166(16)

—0.015(26)
0.028(9)

—0.039(10)
0.155(45)
2.638(69)
2.793(83)

60'
85.7'

o.oo(2)
—0.01(0)

0.05 (0)
O.13(2)
0.04(2)

—0.01(1)
—0.02(1)

0.18(4)
4.58(10)
4.76(11)

75'
104.0'

0.00(0)
—0.02(1)

0.04(0)
0.08(2)
0.10(3)

—0.02(1)
—0.02(1)

0.15(4)
5.81(12)
5.96(13)

90'
120.1'

0.00(2)
0.02(1)
0.02(0)

—0.02(4)
0.00(4)

—0.01(1)
0.00(2)
0.00(7)
4.74(11)
4.74(13)

120'
145.7

0.00(2)
—0.25(1)
—0.01(0)

0.01(4)
0.02(2)
0.00(0)
0.02(3)

—0.21(6)
1.81(11)
1.60(12)
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FIG. 4. Effect of a gain shift in the neutron detector photo-
multiplier tubes on the number N and centroid x of detected
counts. The upper panel shows the spectrum of scattered
neutron pulse heights for coincidence events gated by cut No.
4 of Fig. 2 (60' lab). Because of the discriminator threshold,
set at channel ~0, low pulse height neutrons are not detected.
The lower panel shows the same spectrum, but with a gain
shift (exaggerated for demonstration) applied. A shift in gain
by a factor (1+8) lifts some of the undetected events above
threshold (solid black region).

the two-parameter spectra for all scattering angles. The
recoil pulse height spectrum of the accidentals was mea-
sured directly &om the two-parameter spectra using cut
No. 1 (lower panel, Fig. 2). Specifically, the events in
cut No. 1 were used to determine the number of acciden-
tals per two-parameter channel, as a function of recoil
pulse height. Accidentals were then subtracted channel
by channel &om the two-parameter spectrum. Measure-
ment and subtraction of accidentals were performed for
each side (left or right) and polarization state separately,
so that the polarization dependence of the background
was included implicitly. Accidentals accounted for 1—5%
of the events under the n dpe-ak (cut No. 4), depending
on the scattering angle.

Gain shifts in the neutron detector photomultiplier
tubes change the efficiency for the detection of scattered
neutrons and therefore the measured n-d coincidence
rate, which can lead to a systematic error in the measured
analyzing power when the shifts are correlated with re-
versal of the neutron polarization. Phototube gain shifts
can be caused by variation in pulse rates. In the neutron
detectors, the pulse rates are correlated to polarization
reversal because the neutron production reaction has a
significant analyzing power, which causes a polarization-
dependent fiux of background (noncoincidence) neutrons
at the detectors.

Changes in the detection efficiency for scattered neu-
trons arise from gain shifts when pulses are "lifted" above
(or "dropped" below) the threshold, as illustrated in
Fig. 4. In the upper panel, events below the discrimina-

¹(1+ b) + ANzp(1 + b/2)
N+ AN (2)

Here N is the number of counts detected without the
gain shift, and the other variables are defined above.

Relative gain shifts between the two polarization states
were measured to be h ( 4 x 10 s. The resulting cor-
rections to the measured analyzing power (included in
Table I under "other corrections") were less than 20% of
the statistical uncertainty in A„atall angles.

B. Calculated corrections

A computer simulation of the experiment was used to
determine corrections for systematic effects which are not
directly measurable and which, because of complications
inherent in neutron scattering, are not readily examined
by simpler methods. Systematic effects calculated us-
ing the simulation were (a) finite geometry, (b) neutron
multiple scattering in the target and shielding blocks, (c)
polarization-dependent efficiency in the neutron detec-
tors caused by neutron double scattering [11], and (d)
polarization-dependent variation in the incident neutron
fiux across the target [10]. The calculated corrections
and details of the simulation are discussed below.

f. Multiple scattering in the target and shielding

Neutron multiple scattering, primarily double scatter-
ing, is the largest and most complicated systematic error
in the measurement. Multiple scattering in this context
refers to events in which the neutron scatters one or more

tor threshold, set at channel zp, are not detected. (For
the current measurement, 5—20% of n d-events were re-

jected by the hardware threshold, with the larger rejec-
tion levels occurring at the back angles. ) The lower panel
shows the same spectrum, but with a gain shift (exag-
gerated for demonstration) applied. A shift in gain by
a factor (1+6) lifts some of the undetected events above
threshold (solid black region), increasing the number of
detected counts by b,N = fzpb, where f is the number of
counts per channel in the threshold channel. The result-
ing polarization-dependent efficiency causes a systematic
error in A„.

Gain shifts, and the resulting effect on A„,were de-
termined directly &om the spectra of scattered neutron
pulse heights for events gated by cut No. 4 (the n d-
peak) of the two-parameter spectra. Gain shifts were
determined by comparing the centroids of the neutron
spectra for the two polarization states. The effect of a
gain shift on the centroid can be seen in Fig. 4. The
centroid of the unshifted spectrum (upper panel) is at
channel x. In the lower panel, the gain shift has moved
the centroid of the initially detected counts (the gray re
gion in the figure) to z(1+ b). The centroid z' of the
entire spectrum —all detected counts —is more complicated
because of the additional low-channel counts, located at
roughly zp(1+ b/2), so that
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times Rom nuclei in the target or other nearby materials,
before or after an n d-scattering in the target (Fig. 5).

Multiple scattering events represent a background
which must be subtracted &om the data. The eH'ect

of a background on the measured analyzing power can
be determined from Eq. (1) by adding a polarization-
dependent background to the numbers of counts ¹ The
result is

~bkg
gmeas g ~ (gbkg&+ ~n-d

Here N "s and N" are the numbers (N = NL, & +
Nl. g+N~y+N~~) of background and n dsing-le scattering
events, respectively, and A""g is the polarization depen-
dence, or "analyzing power, " of the background [in the
sense of applying Eq. (1) to the background events]. An
order-of-magnitude estimate of the eHect of backgrounds
(of which multiple scattering events are a significant com-
ponent) can be made using Eq. (3) and the data shown
in Fig. 3. Near the n-d peak, it can be estimated that
N~"s/N" " 5—10%%u~ and that ~A~"s —A„~could be as
large as 0.10, implying a possible correction on the or-
der of a few times 10

%bile the majority of multiple scattering events are ex-
cluded by the cuts on the two-parameter spectra, a signif-
icant number remain within the n-d peak. These remain-
ing events are experimentally indistinguishable &om n-d
single scattering events. To account for this, a computer
simulation of the experiment was used to estimate the
intensity and polarization dependence of multiple scat-
tering, and thereby the correction for multiple scatter-
ing. Similar calculations have been made for other ex-
periments [10—13].

Multiple scattering is a complicated process, in that
multiply scattered neutrons which reach a given detector

FIG. 5. Examples of detectable neutron multiple scattering
events. Neutrons from the tritium gas cell enter from the
left (see Fig. 1), scatter twice, and then are detected in the
neutron detector. To be detected as coincidence events, there
must be a detectable pulse in the neutron detector which is
associated with a detectable recoil pulse in the target. This

figure is not to scale.

will have undergone scatterings at a wide range of angles
and from a variety of nuclei. In addition, the allowed
combinations of angles and nuclei depend strongly on the
geometry and other constraints (discriminator thresholds
and cuts on the data) applied in the experiment. The
resulting distribution and polarization dependence of de-
tected multiple scattering events are therefore highly sen-
sitive to these constraints, since they depend on the cross
sections, analyzing powers, neutron attenuation factors,
and neutron detection efBciencies involved, which them-
selves depend strongly on neutron energy and scattering
angle. Particularly troublesome are scatterings involving
carbon, present in the target and shielding blocks, be-
cause of the 1arge n-~~C analyzing power, which varies
rapidly with neutron energy and angle [14].

The computer simulation performed an integration by
random sampling. So that the simulation would be as
realistic as possible, the following effects were included:
fiiute geometry; finite detector resolution; neutron atten-
uation in the target, shielding blocks, and neutron de-
tectors; and angle and energy dependence of di8'erential
cross sections and analyzing powers. Factors affecting
the absolute intensity, such as integrated beam current,
pressure in the tritium cell, and dead time in the elec-
tronics, were explicitly included as inputs to the calcu-
lation. Detector gains, discriminator threshold, and res-
olutions were matched to the experimental conditions,
so that the simulated events were subject to the same
kinematical constraints as the measured. events. Sorting
and binning of the simulated angle and double scattering
events were identical to that of the measured events, to
permit channel-by-channel subtraction of the calculated
double scattering from the experimental data. The simu-
lation covered n-d and n-p single scattering in the target
and double scattering from H, 2H, and ~2C in the target
and shielding.

Measured and simulated spectra are compared in the
upper panel of Fig. 6 for events recorded at 65.8' c.m.
The variation in the measured analyzing power across
the spectrum is given in the lower panel. This angle was
chosen for display because in many respects it is a worst
case. The measured data are represented as crosses. The
simulated spectra are shown as follows: simulated n-
d single scattering (dash-dotted line), simulated double
scattering (long dashed line), total simulated spectrum
(short dashed line), additional background —discussed be-
low (thin solid line), and simulated plus additional back-
ground (bold solid line). The shaded region shows the
uncertainty in the bold solid curve.

The simulated spectra (short dashed curve in Fig. 6)
accurately described the absolute intensity of n-d single
scattering events (better than 5% at all angles), indicat-
ing that factors such as cross sections, neutron attenua-
tion, detector response, and. discriminator levels were well

represented in the simulation. The simulation accounted
for about half of the observed background in the vicinity
of the n-d events. This is similar to results seen in other
calculations (see, for instance, Weisel et al. [13]).The re-

maining backgrouDd may be the result of a combination
of triple and higher order scatterings, scatterings from

nearby objects, and accumulated error in the simulation
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due to uncertainties in the input cross sections and nu-

clear densities (see discussion of uncertainties in the sim-

ulation below). Several attempts were made to reproduce
the remaining background by including additional types
of events in the simulation (for instance, triple scatterings
and scatterings from other nearby objects), but the effect
on the simulation was small. Weisel et al. [13] suggested
that these events may come partly &om inelastic n-~ C
scatterings in which the deexcitation p rays are detected
in the target and the associated neutrons are detected in
the neutron detector. Because the incident neutron en-

ergy in the current experiment is below the first excited
state of zC, this explanation is not applicable here.

To better represent the observed spectra, an empirical
estimate was made of the unaccounted-for background.
The assumption that this additional background has a
constant analyzing power (independent of recoil pulse
height) gives a reasonable representation of the observed
analyzing power to the left and right of the n-d peak
(bold line, bottom part of Fig. 6). The analyzing power
of these additional events (A""s) is nearly the same as
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FIG. 6. Comparison of measured and calculated spectra at
s laboratory angle of 45' (65.8' c.m.). Upper panel: intensity
vs recoil pulse height. Lower panel: analyzing power vs recoil
pulse height (two-channel bins). The measured data are rep-
resented as crosses. Curves are the following: simulated n-d
single scattering (dash-dotted line), simulated double scatter-
ing (long dashed line), total simulated spectrum (short dashed
line), additional background (thin solid line), and simulated
plus additional (bold solid line). The shaded region shows
the uncertainty in the bold solid curve. The double ended ar-
row marks the approximate region of events used for the 6nal
results (cuts Nos. 2—4 of Fig. 7). The agreement between
calculated and measured spectra was as good or better at all
other angles.
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FIG. 7. "Ring" cuts applied to n-d single scattering peak
in the two-parameter spectra (see also Fig. 2). The specific
cuts shown were applied to the events at 45' lab (65.8' c.m. ;
see Fig. 6). These cuts were used to examine the variation in
measured analyzing power across the n-d peak, which gives
an indication of the accuracy of background corrections. In
the innermost cut (No. 2), the ratio of background events to
n devents was typically 0.02, w-hile in the outer ring (cut No.
6) the ratio was 0.5—1.5. The final results for A„included
events in cuts Nos. 2, 3, and 4.

the n d-analyzing power (A„);therefore, the inclusion of
this background has little effect [see Eq. (3)] on the fi-

nal result .The validity of the background corrections is
further discussed below.

The resulting spectrum, including the simulated events
and the additional background, is shown in Fig. 6 for
65.8 c.m. The bold line includes simulated single and
double scattering events and the additional background
(represented by the horizontal line). The shaded region
indicates the estimated uncertainty (discussed below) in
the simulation and additional background. The agree-
ment between calculated and measured spectra was as
good or better at all other angles.

Uncertainties in the corrections for double scattering
included estimated uncertainties in the inputs to the sim-
ulation (cross sections, analyzing powers, threshold lev-

els, etc.). The uncertainty in each data input was propa-
gated through the calculation to determine the resulting
uncertainty in the correction.

To evaluate the quality of our corrections, we com-
pared the corrected results for Az using difFerent parts of
the spectrum. In the tails of the n dpea-k, where back-
grounds dominate the spectrum, the systematic correc-
tion is dramatically increased. For a valid correction, the
corrected results in the tails should agree with the results
at the center of the peak. The degree of agreement there
fore gives some measure of the quality of the correction.
In our analysis, we performed this evaluation using the
two-parameter histograms. Concentric, approximately
elliptical cuts were placed on the n dpeak, rou-ghly fol-
lowing its contours (Fig. 7). This provided a series of
five independent "rings" of data {the areas between the
contours), each of which could be analyzed separately. In
the innermost cut, the ratio of background events to n d-
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events was typically 0.02, while in the outer ring it was
0.50—1.50.

The quality of the corrections proved to be high, in
that corrected results for the five rings were statistically
consistent for each angle measured. The comparison is
shown in Fig. 8 for 44.5' c.m. , the angle with the largest
correction for a multiple scattering background. The
variation in uncorrected measured analyzing power with
cut is shown as open circles, which is compared to the
variation expected from the calculation discussed above
(solid line). The corrected values (solid diamonds) were
statistically consistent —the total y for the 6ve points was
2.66 for a confidence level of 62'%%uo —even though the cor-
rection for backgrounds for cut No. 6 was over 20 times
larger than the corrections for cuts Nos. 2 and 3. This y
result does not include uncertainties in the background
corrections (which would lower the y2 result). For the
final A„data (Table I), events in cuts Nos. 2, 3, and 4
were included. This choice was made as a compromise
between increased statistical uncertainty caused by using
a smaller subset of the events, and increased systematic
correction and uncertainty caused by using a larger sub-
set.

Double scattering contributed 2—4% of the intensity
in the n-d peak of the simulated spectra. Typically
three-quarters of these events involved target nuclei only,
with the remaining events involving one scattering in the
shielding blocks. However, because of a larger polariza-
tion dependence in the latter events (~A "s~ as large as 0.9
at some angles), the two event types led to approximately
equal corrections to A„. Similarly, increased polariza-
tion dependence at forward n-d angles led to a larger
correction. The additional, empirically determined back-
ground contributed up to 3'%%uo of the intensity in the n A-
peak, but, as stated above, its polarization dependence
(~A "s~ (0.05) was similar in magnitude to that of the
n-d events, and so the associated correction to A„was
typically less than one-fifth the size of the correction for
the simulated double scattering events.

2. Polav isation-dependent
neutron detection ecieucy

Double scattering (specifically, double scatterings in
which an n- C scattering is followed by an n-p scat-
tering) in the neutron detectors causes a polarization-
dependent neutron detection eKciency, as Erst pointed
out by Holslin et al. [11]. For the present measure-
ment, double scattering events in the neutron detectors
accounted for 13—19% of detected n de-vents, as calcu-
lated by the computer simulation. For the most forward
angle, the detection eKciency for these double scattering
events varied by approximately 0.4% between the two po-
larization states, while the variation was less than 0.1%
at the four back angles. The resulting corrections to A„
were significant only at the two most forward angles (see
"polarization-dependent effect, " Table I).

The efFect of double scattering in the neutron detectors
is proportional to the polarization of the neutron beam
which is incident on the detectors. Knowledge of the po-
larization of scattered neutrons in n-d is therefore crucial
to the accurate determination of the correction. In the
original presentation of the A& data [6], the scattered
neutron polarization was assumed to be equal to that of
the incident neutron beam. After the publication of Ref.
[6], we obtained calculations of the polarization trans-
fer Ki'(8) for the H(n, n) H reaction at EPb ——3.0 MeV
from Witapa [15]. The calculations were made by solv-

ing Faddeev-like 3N integral equations using as input the
Bonn B nucleon-nucleon potential [16]. The calculated
K" values ranged from 0.58 to 0.90. The largest change
in the n-d analyzing power caused by including K„"is at
44.5' c.m. where K"=0.58. Taking into account the po-
larization transfer, the systematic correction to A„atthis
angle changes from 7.3+1.9 x 10 to 4.2+1.1 x 10 —a
change of approximately 0.6 times the statistical uncer-
tainty in A„.The uncertainty in the correction for double
scattering in the neutron detectors does not include the
uncertainty in the n-d polarization transfer coefBcient,
but this uncertainty was expected to have negligible ef-
fect.

cg 0.00-
3. Variation iu incident neutron ffus:

act oss the tax get

-0.02

3 4 5 6
Cut Number

FIG. 8. Variation in measured A„across the n-d peak at
30' lab (44.5' c.m. ). Cuts are similar to those shown in Fig.
7. The measured variation in uncorrected A„(open circles) is
compared to the expected variation (solid line) and its uncer-
tainty (dashed lines) as determined from the simulated spec-
trum and the additional, empirically determined background.
The corrected values (solid diamonds) and their weighted av-

erage (dotted line) are also shown. The consistency in cor-
rected values gives an indication of the accuracy of the cor-
rections (see text). Final A„results included the data in cuts
Nos. 2, 3, and 4.

The fact that the neutron production reaction has a
nonzero analyzing power at small angles leads to a sys-
tematic error in the measured n-d analyzing power as
first reported by Sromicki et al. [10]. The sH(p, n)sHe
analyzing power causes the neutron intensity at the tar-
get to vary linearly &om left to right, and the slope of
this variation changes sign with reversal of the incident
proton polarization. This intensity variation combines
with a second effect to create the systematic error. The
second effect is a shift of the effective center of the target
(i.e., the weighted center of the distribution of scatter-
ing sites in the target for detected n devents) away from-
the geometric center, which is caused primarily by atten-
uation of the scattered neutron beam while exiting the
target. The direction of this shift is toward the neutron
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detector; therefore, the offset is to the left for scatterings
to the left detector and to the right for scatterings to the
right detector. Because of this, the effective neutron flux
seen by the target varies both with polarization direc-
tion and with detector. This variation does not cancel in
the calculation of the measured analyzing power [see Eq.
(1)], so that

+~~ (dA

p„d8 (4)

V. PROTON POLARIZATION

The polarization of the proton beam was measured
using p- He elastic scattering at laboratory angles of
+112.3'. The average proton energy at the center of
the polarimeter was 3.70 MeV. The polarimeter was lo-
cated on a separate beam line, requiring dedicated runs
to measure proton polarization. Nearly 70 such runs, at
approximately 8 h intervals, were made over the course of
the experiment. Relative statistical uncertainty in the in-
dividual polarization measurexnents was typically +0.3%%uo,

and absolute variations with time were less than +0.015.
The average proton polarization was p„=0.87. The p-4He
analyzing power was calculated &om the phase shifts re-
ported by Schwandt, Clegg, and Haeberli [18]. The rel-
ative uncertainty in the p-4He analyzing power was esti-
mated in Ref. [18] to be +2.0%%uo at this energy. The same
proton polarimeter was used in both the n-d analyzing
power measurement and the measurement of the neutron
polarization (see below); therefore, this uncertainty does
not enter into n-d analyzing power results.

VI. NEUTRON POLARIZATION
AND K" IN sH(p, ra)sHe

The neutron polarization was measured in a separate
experiment using n- He elastic scattering. The measure-
ment was made simultaneously at n-4He laboratory an-
gles of 54.0 and 120.5, where the n- He analyzing power
[19] is —0.452 and +0.960, respectively, to allow tests of
the systematic corrections. The techniques used in the
polarization measurement were similar in most respects

Here Al& l is the H(p, n) He analyzing power; pz and p
are the magnitudes of the proton and neutron polariza-
tions, respectively; r is the distance &om the tritium cell
to the target; and {z) is the displacement of the weighted
center from the geometric center, with positive {z)imply-
ing displacement toward the respective neutron detector.

The slope of the sH(p, n)sHe analyzing power for for-
ward angles at 3 MeV is 1.5x10 /deg (see Ref. [17]),
which causes a relative variation of the neutron flux
across the target of 2.5xl0 4/mm. The displacements

{x) were determined from the computer simulation to
be small (0.09—0.16 xnm), primarily because of the small
diameter of the target. For the present measurement,
the corrections to A„for this effect were negligible [(4—
7)x10 s].

to those used in the measurement of the n-d analyzing
power.

The target/recoil He detector was a liquid He scin-
tillator on loan &om Kernforschungszentrum Karlsruhe,
described in Ref. [20]. The cylindrical scintillating cell,
40 mm diam by 50 mm high, was made of thin walled

(0.3 mm) stainless steel. The bottom of the cell was a
5-mm-thick quartz window. The inside walls of the cell
were coated with reflecting paint, and diphenylstilbene
was evaporated onto the walls and window to shift the
ultraviolet scintillation light into visible wavelengths for
detection by a photomultiplier tube. The diphenylstil-
bene layer was 200—300 pg/cm thick on the walls and
10—20 yg/cm2 thick on the inside surface of the quartz
window. The choice of wavelength shifter and its thick-
ness is described in Ref. [21].

The neutron detectors were the same as those used for
the n-d analyzing power measurement. The liquid He
target was placed 55 cm from the center of the tritium
cell, and the &ont faces of the neutron detectors were
placed 50 cm from the liquid He target.

Because of the large mass associated with the liquid
helium Dewar, it was necessary to collimate the neutron
beam to reduce neutron multiple scattering. The most
significant mass was the liquid helium reservoir, located
immediately above the scintillating volume, which had a
filled capacity of approximately 10 E. The collimator was
made of heavy metal (primarily tungsten). The collima-
tor was 45 cm long, with an outside diameter of 10 cm.
The bore consisted of a straight section, 2 cm diam by 23
cm long and approximately centered along the length of
the collimator, with conical end sections to reduce neu-
tron scattering &om the inside surface of the bore. The
collimator was located with its upstream end aligned with
the center of the tritium cell. Additional polyethylene
shielding (replacing the shielding blocks used in the n-d
measurement) was placed around the upstream end of
the collimator to reduce the direct neutron flux at the
neutron detectors.

The analysis of the neutron polarization data is sum-
marized in Table II. The corrections are similar to those
described above for the n-d analyzing power measure-
ment. The measured asymmetry s' [see Eq. (1)] was cor-
rected for accidental coincidences and gain shifts in the
neutron detectors. The nominal n- He analyzing pow-
ers at 54.0' and 120.5' were calculated &om the phase
shifts of Bond and Firk [19]. Average analyzing powers
(A„")were calculated using a computer simulation, in-
cluding finite geometry and neutron double scattering in
the target. A contribution for additional background not
reproduced by the simulation, similar to that used in the
n-d measurement, was also included. The neutron polar-
ization was calculated by dividing the corrected asym-
metry of the averaged analyzing power. All corrections
considered in the n-d measurement were considered in

In Ref. [20], the target was con6gured as a liquid He
scintillator. For the current measurement, the apparatus for

handling He was removed.
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TABLE II. Measurement of the incident neutron polarization and the polarization transfer coef-
ficient K„"(0')in the H(p, n) He reaction at Er~b ——3.80 MeV. The analysis is explained in the text.
Values in parentheses give uncertainties in the rightmost digits.

Measured asymmetry c
Corrections

accidental coincidences
gain shifts in neutron detectors

Corrected asymmetry c' "
—0.0050 (1)

o.oooo(4)
-0.2409(19)

Nominal n- He scattering angle (lab) 54.0'
Contributions to n- He asymmetry, e

—0.2359(19)

120.5'

0.4715(46)

0.0178(3)
0.0000(20)
0.4893(50)

Contributions to the
A„atnominal energy, angle
Uncertainty in n- He energy (+10 keV)
Uncertainty in n- He angle (+0.25')
Corrections

finite geometry
double scattering in target
additional background

Total correction
Averaged analyzing power A„"

averaged n- He analyzing power
—0.4523(50)

0.0000(25)
0.0000(0)

0.0013(4)
0.0007(0)
0.0062(70)
0.0082(70)

—0.4441(90)

0.9596(18)
0.0000(9)
0.0000(3)

-0.0027(4)
—0.0356(50)
-0.0327(115)
—0.0710(125)

0.8886 (12?)

0.5424(118)
0.8343(24)

0.8660(26)
0.5630(125)

Neutron polarization in n-d A„measurement
Neutron polarization measurement (ii)

neutron polarization p'„'—:s' "/A„"
proton polarization p„"

n-d analyzing power measurement (i)
proton polarization p~
neutron polarization p'„=(p„'/p")p'„'

0.5506 (97)

H(p, n) He polarization transfer at E&~b ——3.80 MeV
Proton polarization p~, incl. +2.0'%%uo scale uncertainty 0.8343(169)
Polarization transfer, K„"(0')= p'„'/p„" 0.6501(193)

this case, and those corrections not specifically listed in
Table II were determined to be insignificant.

The relative uncertainties in the calculated n- He an-

alyzing powers, included in Table II, were taken to be
+1.1% and +0.2% at 54' and 120.5', respectively. 4 Also
listed in Table II are uncertainties caused by uncertain-
ties in the incident neutron energy (+10 keV) and in the
n- He scattering angle (+0.25'). The uncertainties in the
averaged analyzing powers were dominated, however, by
uncertainties in the background correction (see below).

Significant corrections for backgrounds were applied
to the n-4He analyzing powers (see Table II). For the
54.0' measurement, the correction (equal to 1.4% of A„),
was dominated by the additional, empirically determined
background (i.e., background not reproduced by the com-
puter simulation). As in the n dmeasuremen-t, the in-
tensity and analyzing power of this background was es-
timated &om the two-parameter spectra. However, be-

Calculated analyzing powers and the corresponding uncer-
tainties were tabulated in Ref. [19]. Because of questions
about the exact meaning of the tabulated uncertainties (dis-
cussed in the reference), those uncertainties were multiplied
by 2 for the current work (Table II).

cause of the poor resolution of the 4He scintillator at
these recoil energies, it was diKcult to estimate the po-
larization dependence of the additional background &om
the outer cuts. The uncertainty in the correction for
this background was therefore the dominant uncertainty
in the determination of the neutron polarization in the
54.0' measurement. The total relative uncertainty in the
A„",determined by adding in quadrature the contribut-
ing uncertainties listed in Table II, was +2.0% for 54.0
and +.1.4% for 120.5'.

Much larger corrections for backgrounds were applied
to the measurement at 120.5'. This can be loosely un-
derstood in terms of Eq. (3) by considering the angle
dependence of the n- He differential cross section and an-
alyzing power (see Ref. [19]).At EPb ——3 MeV, the n- He
difFerential cross section in the laboratory system drops
rapidly from nearly 900 mb/sr at 0' to 100 mb/sr at
8~ b = 90' and then levels off at 80 mb/sr from 100' to
180 . Furthermore, the analyzing power is generally large
and negative for angles less than 80, while it is large
and positive for back angles. The double scattering back-
ground is therefore dominated by events which involve (as
one of the two scatterings) forward angle scatterings with
a negative analyzing power. This combined with the fact
that the laboratory differential cross section is 4.5 times
larger than 54.0 than at 120.5 causes a background
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at 120.5' which is both much larger (Nb"s/N" ') and

much more different in analyzing power (]A "s—A„" ']),
leading to a much larger systematic error. It is also worth
noting that the larger cross section at 54.0' makes up for
the reduced analyzing power, so that, &om a statistical
standpoint, the scattering at 54.0 is a somewhat better
polarization analyzer than the scattering at 120.5 .

In spite of the large corrections (2% of A„"for 54.0'
and 8%%uo for 120.5'), the neutron polarization results for
the two angles were consistent to within 1.5'%%uo. However,
since the uncertainties were dominated by uncertainties
in the systematic corrections and since the corrections
at the two angles came &om the same source and were
of the same sign (in p„),a weighted average of the two
results would probably underestimate the uncertainty in
the neutron polarization. Since the total correction to
A " was significantly smaller at 54.0 than at 120.5, we

have chosen to use only the result at 54.0' to determine
the neutron polarization and the H(p, i)sHe polariza-
tion transfer coefficient.

The neutron polarization for the n-d A„measurement
(p„' of Table II) was calculated by scaling the neutron
polarization in the polarization transfer measurement by
the ratio of the proton polarizations in the two measure-
ments. The result is p'„=0.563+0.013. The same proton
polarimeter was used in both the polarization transfer
measurement and the n-d analyzing power measurement;
therefore, the uncertainty in the analyzing power of the
polarimeter (+0.2% relative) does not enter into the un-

certainty in p'„.The relative uncertainty (k2.2%) in p'„
was calculated by adding in quadrature the relative to-
tal uncertainty in the neutron polarization determined
by n-4He scattering (p'„') and the relative statistical un-

certainties in the two proton polarizations (p' and p„").
The updated value of the H(g7, n)sHe polarization

transfer coeKcient at E&"b
——3.80 MeV is X„"(0')

0.650+0.019, where the uncertainty includes the uncer-
tainty in the analyzing power of the proton polarimeter.
This result is in good agreement with an earlier value

(0.661+0.033 at 3.90 MeV) reported by Donoghue et al.
[22].

VII. n-d A„RESULTS

Results for the n-d analyzing power are included in
Table I. The final uncertainty was calculated by adding
in quadrature the statistical uncertainty and the individ-
ual systematic uncertainties. The uncertainties listed do
not include the 2.2% scale factor uncertainty associated
with the neutron polarization uncertainty. The values in
Table I supersede the values reported in Ref. [6]. The
values differ for two reasons. The current results include
the recent measurement of the polarization of the inci-
dent neutron beam and therefore are larger by a factor
of 1.017 than the previously reported values. In addi-
tion, the correction for polarization-dependent efBciency
in the neutron detectors now includes an estimate of the
scattered neutron polarization, which somewhat lowers
the size of the correction at the forward angles.
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In Fig. 9 the data are compared to theoretical predic-
tions of the Bochum group [6] using the Bonn B N N-
potential [16]. The analyzing power predictions underes-
timate the data by 28% in the region of the maximum

(8, —105'), similar to the discrepancy observed at
higher energies. This verifies that the discrepancy is not
related to the deuteron breakup channel. The predictions
for A„using the Nijmegen [23] and Paris [24) potentials
are nearly indistinguishable from the Bonn B prediction
(see Ref. [6]).

VIII. COMPARISON
OF n-d AND p-d ANALYZING POWERS

We now compare the current n-d A„data to the p-d
data of Knutson, Lamm, and McAninch [25]. In that
work p-d phase parameters at E&"b

——3 MeV extracted
from a fit to p-d difFerential cross section data [26] and
a complete set of first order p-d polarization observables
(A„,iTqq, T2o, T2q, and T22) [25]. The phases thus ob-
tained were compared to phase shifts determined &om
a momentum space Faddeev calculation of p-d observ-
ables made by Berthold, Stadler, and Zankel [4,27]. That
calculation used the PEST 16 nucleon-nucleon potential
[28] and included Coulomb contributions. Because of dif-
ficulties inherent in momentum space calculations, cer-
tain approximations were utilized in the treatment of the
Coulomb interaction (see Refs. [4,25] for further discus-
sion .

The comparison made in Ref. [25] showed that there
was generally good agreement between the empirical and
calculated p-d phases, except for significant discrepancies
in the Szy2 phase shift and the S-D mixing parameters.
The Sqy2 discrepancy was presumed to be related to the

FIG. 9. The n-d analyzing power at 3.0 MeV. The solid
curve is the prediction of the Bochum group using the Bonn
B N Npotent-ial model [6,15]. The remaining curves use

phase shift parameters from the following sources. "Berthold,
nd": (dotted line) calculated n dpha-ses of Refs. [4,27]. "pd
phases": (short dashed line) nuclear phases of Ref. [25]
(Coulomb phases set to zero). "derived nd": (long dashed

line); see text.
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known inability of the PEST 16 potential to reproduce
the He binding energy. It was suggested that the dis-
crepancies in the S-D mixing parameters may result from
known deficiencies of the Sq- Dq mixing in the PEST
16 potential.

For the comparison of n-d and p-d results, we exam-
ined how well the n-d data were described by the em-
pirical p-d phase shifts, after the p-d phases had been
corrected for Coulomb contributions. The Coulomb cor-
rections were determined &om the calculated phases of
Berthold, Stadler, and Zankel [4,27] by taking the dif-
ference between the p-d phases, which included Coulomb
contributions, and the corresponding n-d phases, which
were calculated using the same N-N potential. The re-
sulting n-d phases, derived by subtracting the calculated
Coulomb corrections &om the empirical p-d phases, were
then used to calculate the expected n-d A„.

The analyzing power curve calculated from the de-
rived n dphase-s is included in Fig. 9 ("derived nd, " long
dashed line). Two other curves are also included to show
the effect of the Coulomb corrections. These were gen-
erated from the empirical p-d phases (with the proton
charge set to zero) and from the Faddeev calculated n d-
phases of Berthold, Stadler, and Zankel.

While the n-d phases derived from the empirical p-
d phases come closer to reproducing the n-d A„data
than either of the Faddeev predictions, a discrepancy of

9% at the A& maximum remains. This is a difference of
3 standard deviations when the scale factor uncertainty

is combined with the uncertainty in the individual data
point.

The remaining discrepancy indicates one (or a com-
bination of) the following possibilities: (a) the discrep-
ancy may be a signature of charge symmetry breaking
in the 3N system; (b) the discrepancy could indicate
a problem with the inclusion of the Coulomb interac-
tion in the Faddeev calculation and the associated ap-
proximations which were involved; or (c) the discrepancy
could be caused by the approach used here to make the
Coulomb correction, which assumes that the effect of the
Coulomb interaction on the nuclear phases is insensitive
to the magnitude of the phases. The last possibility could
be checked by varying the N-N potential used as input
to the Faddeev calculation, with the aim of more closely
reproducing the empirical p-d phases and observing the

change in the difFerence between the n-d and p-d phases.
To further examine the remaining discrepancy, we at-

tempted to fit the n-d A„data and the n-d differential
cross section data of Ref. [29]. Using the derived n d-
phases as initial values, the Szg2 and P~ were allowed
to vary to minimize y . While significantly improved fits
could be obtained, the results were mostly inconclusive
because of the limited n-d data set.

IX. SUMMARY

We have presented a measurement of the n-d analyzing
power A„(0)at EPb ——3.0 MeV, including a discussion of
the experimental procedure and analysis and the treat-
ment of systematic errors. We also report a measure-
ment of the polarization transfer coefficient K„"(0')in
the H(p, n) He reaction at E&"b

——3.80 MeV, which pro-
vided an improved calibration of the neutron polarization
for the A„data.

The A„data represent the first precision measurement
of the n-d analyzing power below the deuteron breakup
threshold. The data are significantly underestimated by
theoretical calculations of the 3N system using modern
nucleon-nucleon potential models, similar to discrepan-
cies seen at higher energies. A comparison of the n-d
A„data to p-d data taken at the same energy showed
that available Coulomb corrections were not suKcient to
account for the observed difference between the n-d and
p-d analyzing powers.
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