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The vector analyzing power A„(8)of the H(p, p) H scattering has been measured at Er = 5,
6, 6.5, 7, 8, 8.5, 9, 10, 12, 14, 16, and 18 MeV with a typical statistical accuracy of 0.0009 and an
uncertainty in the beam polarization of less than 0.7'%%uo. The differential cross section o(8) of the
H(p, p) H scattering has also been measured with a typical uncertainty of 0.8% using unpolarized

beams of the same energies and of 2, 2.5, 3, and 4 MeV. A large discrepancy of about 25% between the
experiment and the Faddeev calculation with the Paris NN potential is observed at the maximum
of A„(8)around 8, . = 120'. This discrepancy is shown to be reduced by modifying LS force in the
NN potential, though a discrepancy still remains in the energy dependence of the A„(8)maximum.
At the minimum of cr(8) around 8, = 120', a large discrepancy ranging from —19%%uo at 2 MeV to
+24% at 18 MeV is observed between the experiment and the calculations with either of the original
and the LS-modified NN potentials. This indicates that an improvement is also necessary in the
scalar part of the potential. The difference in the A„(8)maximum between the p+ d and the n+ d

scatterings is discussed.

PACS number(s): 25.10.+s, 24.70.+s, 25.45.De

I. INTRODUCTION

Recently, three-body Faddeev calculations for the n+
d scattering have been performed [1,2] using realistic
nucleon-nucleon (NN) potentials in their original forms.
This progress has enabled an examination of various
types of realistic NN potentials by contrast of the pre-
dictions with the experimental data on the N+ d scatter-
ing states. Precise measurements of the vector analyzing
power A„ofthe n + d scattering have also been made
recently at incident neutron energies of 3—14 MeV [3—7]
with accuracies (3—6%) comparable to those of the ex-
isting A„data for the p + d scattering below 20 MeV
[8-12].

Comparisons of the Faddeev calculations with these
data have revealed the presence of a large deviation
(about 25%) of the calculation from the experiment
around the maximum of the angular distribution of A„
(hereafter referred as A„peak) below 20 MeV. Witala
and Glockle [13] have found that this discrepancy can
be removed by introducing strong charge independence
breaking (CIB) in the P~-state NN interactions, while
Takemiya [14] has proposed a modification of the short
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range part of the IS force in the NN potential with-
out CIB. Both the results indicate a necessity of improv-
ing the P-state NN interactions. To 6nd the true cause
for this discrepancy, however, further systematic and de-
tailed comparison of theoretical predictions with more
precise experimental data are necessary. For this pur-
pose, high precision data for A„below 20 MeV are of
fundamental importance.

The difFerence in A& peak heights between the n+ d
and the p+d scatterings is about 10%%up in the energy range
below 14 MeV. If it is not fully attributed to Coulomb
force in the p+ d system, the difFerence means a presence
of charge symmetry breaking (CSB) in the nuclear inter-
actions. Witala and Glockle [13]have reproduced the dif-
ference by introducing strong CSB in the PJ-state NN
interactions without including Coulomb force in the cal-
culation. Berthold, Stadler, and Zankel [15]have recently
succeeded in treating Coulomb force nearly correctly in
the p+d scattering below the deuteron breakup threshold
(E„=3.3 MeV), and found that the Coulomb force effect
is significant for A„even at backward angles around 120
where the A„peak appears. As the energy increases, it
is expected that the Coulomb force effect becomes less
important and the CSB effect, if existed, becomes rela-
tively conspicuous. Hence, the development of a correct
treatment of Coulomb force above the threshold is highly
desired. Also to be mentioned is that the accuracy of the
existing A„data of both the p+ d and the n+ d scatter-
ings is still insufBcient for the quantitative study of the
CSB effect. An accuracy of about 1'%%uo is required.

Large discrepancies between the calculation and the
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experiment such as found for A„have not been reported
so far for the cross section and other analyzing pow-
ers. However, it is also very important to make precise
and systematic measurements on these observables over a
wide energy range for comparisons with the Faddeev cal-
culations. Such comparisons would enable improvements
of the various parts of the NN interaction.

In order to facilitate stringent examinations of the NN
potentials in the 3N system, we have initiated system-
atic measurements of all the vector and tensor analyzing
powers and the differential cross section for the p + d
scattering below 18 MeV with accuracies down to 1%.
In this paper, the first experimental results on A& and
the cross section are presented and are compared with
the Faddeev calculation [16] based on the Paris NN po-
tential. The p+ d A„data are also compared with the
existing n + d A„data to see the CSB effect.

II. EXPERIMENT ON ANALYZING POWER

The angular distribution of A„ofthe 2H(g7, p)2H scat-
tering was measured at E„=5.00, 6.00, 6.50, 7.00,
8.00, 8.50, 9.00, 10.00, 12.00, 14.00, 16.00, and 18.00
MeV. These energies were chosen to see the systematic
behavior of A~ and to enable a direct comparison with
the existing 2H(n, n)2H data at 5.0, 6.5, 8.5, 10.0, 12.0,
and 14.1 MeV.

A. Polarized proton beam

A polarized proton beam was produced in a Lamb-shift
type ion source at the Kyushu University tandem acceler-
ator facility. After the polarized beam was accelerated up
to 30 keV, the polarization axis was rotated into the ver-
tical direction in a Wien-filter type spin precessor. The
beam was accelerated by the tandem accelerator, mo-
mentum analyzed by a 90' bending magnet, and focused
on a target placed at the center of a scattering chamber
of 1 m in diameter. The maximum beam current on the
target was 0.3 pA. The spin direction was Hipped upward
and downward every 10 s by changing the magnetic field
in the spin filter of the ion source.

The beam polarization was measured throughout the
experiment by a proton beam polarimeter [17] placed at
the downstream end of the scattering chamber. The po-
larimeter had a 4He gas target and four (left, right, upper,
and lower) counters to detect protons elastically scattered
at 113 . The left and right counters were used to measure
the asymmetry of the p+ He scattering caused by the
beam polarization. The upper and lower counters were
used to monitor the beam charges so as to determine the
polarizations of the spin-up and spin-down beams sepa-
rately. The typical polarization was 75% for the spin-up
beam and 53'%%uo for the spin-down beam. The beam po-
larization was determined within a statistical accuracy of
0.5'%%uo in a typical experimental run of 10 min measure-
ment.

The effective analyzing power of the beam polarime-
ter was calculated based on the three sets of the p+ He

phase shifts [18—20] taking the finite sizes of the counter
slits into account. The three calculated results coincided
with each other within O. l%%uo at E„=6.5—15 MeV, while
the difference among them increased up to 0.7% at 5 and
18 MeV. We adopted the result &om the phase shifts
of Ref. [20] because it showed an overall consistency with
the other results in the whole energy range of present con-
cern. The energy dependence of the effective analyzing
power of the beam polarimeter was checked in a separate
experiment. The beam polarization was measured using
the p+4He scattering in the scattering chamber, and the
analyzing power of the polarimeter was measured simul-
taneously for the beam energies degraded by metal foils
placed in &ont of the polarimeter. For the same beam
polarization, the ratio of the two p+4He analyzing pow-
ers was obtained in the energy range of 5—18 MeV. The
results were in good agreement with the adopted calcu-
lation. The overall uncertainty in the effective analyzing
power of the polarimeter was estimated to be 0.7'%%uo for
the beam energy of 5 MeV, 0.5% for 6—6.5 MeV, 0.4%%uo for
7—9 MeV, 0.3% for 10—12 MeV, 0.4%%uo for 14 MeV, 0.5'%%up

for 16 MeV, and 0 7%%uo fo. r 18 MeV.

B. Experimental setup

A gas cell for the D2 target, shown in Fig. 1, was
placed in vacuum at the center of the scattering cham-
ber. The cell was equipped with two sets of windows
for the forward-angle (8~ b & 16') and backward-angle
(16' & 8~ b) measurements. The angular spread of parti-
cles due to multiple scattering in a window foil is roughly

5cm

FIG. 1. Perspective view of the target gas cell. The thick
and thin arrows indicate the incident beams and scattered
particles, respectively. The upper and lower windows on
the side were used for the measurements at forward angles
(8& b & 16') and backward angles, respectively. Through the
window at the top, the elastic scattering was measured to
monitor the target gas pressure. For the details of the win-
dow foils, see text. The shaded areas show the metal foils.
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proportional to QZt/E, where E is the particle energy,
Z and t are, respectively, the atomic number and the
thickness (surface density) of the foil material. To re-
duce the spread, thin and low-Z foils were adopted for the
target cell windows, i.e., 4-pm-thick aluminum foils for
the beam entrance windows, a 2.2-pm-thick Havar foil,
and a 4-pm-thick aluminum foil for the upper and the
lower beam exit windows, respectively, and 6-pm-thick
mylar foils for the side windows (see Fig. 1). The an-
gular spread (FWHM) was estimated [21] to be +0.41'
for 5 MeV protons in the beam entrance window, and
+0.51' (+0.54') for 2.5 MeV protons (deuterons) in the
side windows. The Havar and Mylar foils were found to
withstand the inner gas pressure of up to 2 atm. A pres-
sure limit was placed by the aluminum foil at 1.2 atm
which was achieved by curving the window kame in a
small radius of curvature of 6 mm. The experiment was
performed at the target gas pressure of 0.3—0.8 atm.

Two particle counters were placed in the scattering
chamber symmetrically to the left and the right of the
beam axis in the horizontal plane to detect the scattered
protons as well as the recoil deuterons &om the p+ d
scattering. Surface barrier Si detectors of 1 mm in thick-
ness were used for the counters in the measurements at
beam energies below 9 MeV. At higher beam energies,
counter telescopes each consisting of a 0.1-mm-thick Si
detector and a 3-mm-thick Si(Li) detector were used to
separate the recoil deuterons &om protons coming from
the deuteron breakup reaction.

Double slit systems were used to define the effective
target thickness viewed by the counters, and the target
height was determined by the width of the beam itself.
In the forward angle (8~ b ( 24') measurements, each
of the double slit systems consisted of a vertical slit of 2

mm width and a 4-mm-wide and 9-mm-high slit aperture
placed at 5 cm and 40 cm apart from the target center,
respectively. In the backward angle measurement, 1.5
times large slit apertures both in width and height were

used. The effective angular spreads (FWHM), defined

by the slit systems and the finite extension of the tar-
get gas volume, were calculated in the horizontal plane
to be +0.33' and +0.49' in the forward and backward
measurements, respectively. The direction of the beam
axis was determined to +0.1' by measuring the Ruther-
ford scattering at very forward angles on both sides of
the beam axis.

C. Measurement and data reduction

Both the scattered protons and recoil deuterons from
the H(p, p)2H scattering were measured in the angular
range of 10 —52 . The c.m. angular range covered was
14.98'—75.20 in the proton measurement and 160 —76'
in the deuteron counting in the nonrelativistic limit. To
confirm the consistency between the proton data and the
deuteron data, measurements were made at several back-
ward angles (8~ b ) 52'). Consistency checks were also
made at 0) b ——16 for the measurements with the dif-
ferent (the upper and the lower) windows of the target
cell (see Fig. 1) and at 8~ b = 20' —24 for the difFerent

apertures of the double slit systems.
The beam intensity was controlled so as to keep the

counting rate in each detector below 6 x 10 counts/sec
which caused a counting loss of about 2.5%. The dead
time in the polarimeter was always less than 0.3%. Both
the contributions in the corrections of the analyzing
power were negligibly small. At most of the angles, more
than 2 x 10 events of protons as well as of deuterons were
accumulated in both the left and the right counters.

The analyzing powers &om the left and the right coun-
ters, Ai. and A~, were calculated as

AL, = 2z/[(p+ + & ) —(&+ —& )z],

where + and —suffices correspond to the spin-up and
spin-down beams, respectively, and p denotes the beam
polarization. The experimental asymmetries z and y are
defined as

T = (L+ —L )/(L++ L ),

y = (R —R+)/(R++ R ),
with L and B being the particle counts per unit beam
charge in the left and the right counters, respectively.

The proton and deuteron counts were obtained by in-

tegrating the energy spectra of the particles around the
respective peaks. To see the effect of the background in
the spectra, the integration range for a peak was changed
systematically from the full width at 1/50 maximum to
the full width at half maximum. The resulting asymme-
try was found to increase by 0.0002 or less, which was
well within the statistical error, except at a few forward
angles where Rutherford peaks &om the target contami-
nants (C, N, and 0) interfered with the proton peak. The
integration range of the width at 1/20 maximum was gen-
erally adopted to calculate the final asymmetry, and the
range was reduced, if necessary, to eliminate contaminant
contribution, down to the width at half maximum.

The derived Al, and A~ agreed with each other within
statistical errors and were averaged to give the final an-
alyzing power A„. The typical statistical error in A„
was 0.0009, including the contribution of less than 0.0006
from the beam polarization measurement. The uncer-
tainty in the scale of A„came from the uncertainty in
the polarimeter analyzing power which was estimated to
be 0.3—0.7% as described in Sec. II A.

III. EXPERIMENT ON DIFFERENTIAL CROSS
SECTION

The difFerential cross section of the H(p, p) H scatter-
ing was measured using an unpolarized proton beam at
16 points of energy in the range from 2 to 18 MeV in-

cluding those in the A„measurement. The experimental
setup was basically the same as described in Sec. IIB.
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A. Experimental setup
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For the lowest beam energy of 2 MeV, the scattered
protons and deuterons of energies down to 1 MeV were to
be measured. To cope with the large multiple scattering
effect for such low energy beams and scattered particles,
thin foils were used for the target cell windows; 2 pm
aluminum foils for the beam entrance windows and 1.5
pm Mylar foils for the side windows (see Fig. 1). The
target D2 gas pressure was 0.2 atm. Since the target gas
was observed to leak through the Mylar windows at a rate
of about 0.3% per hour, the gas pressure was monitored
by counting elastically scattered protons with a counter
placed above the target cell.

The incident beam was collimated by a slit of a 2 mm
x3 mm aperture placed at 12 cm upstream position &om
the target center, and collected by a Faraday cup of 7 cm
in diameter at 50 cm downstream &om the target cen-
ter. It was confirmed in a separate experiment that the
full beam charge was collected by the Faraday cup for
the beam energies above 4 MeV, while 1.9+0.2% and
3.8+0.4% of the beam charge escaped the measurement
at 3 and 2 MeV, respectively, due mainly to the mul-
tiple scattering effect in the target cell windows. The
measured charge was corrected for the effect in the beam
energy range below 3 MeV.

To reduce the experimental errors, two counters were
placed symmetrically to the left and the right of the
beam axis as in the A„measurement. The counters were
equipped with double slits of the same geometry except
for the apertures. A pair of a vertical slit of 2 mm in
width and a 4-mm-wide and 9-mm-high slit aperture (A
system) was used for the measurement at the beam en-
ergies of 5—9 MeV, while a pair of the same vertical slit
and a 6 mmx6 mm aperture (B system) was used at the
other beam energies. Consistency of the measurements
was confirmed using both the systems at several angles in
the energy range 5—9 MeV. The effective angular spread
of the A (B) slit system was calculated to be +0.33'
(+0.49') in the lab system.

10

Z:
Z
z
O

z 100'

00

10

1

300 350 400 450
CHANNEL NUMBER

500

FIG. 2. Typical proton energy spectrum for the H(p, p)
scattering observed at 8) b

——20' for the beam energy of 10
MeV. The peaks from the target contaminants of hydrogen
snd heavier elements X (C, N, snd 0) sre seen st the shoul-
ders of the main peak. The spectrum was decomposed into
Gaussian-like peak functions and exponential tail functions
(see text). Recoil deuterons have been separated out in the
figure using a counter telescope.

and by measuring proton spectra &om the p+ p scatter-
ing at some scattering angles at several incident energies.
It was found that the tail shape was well expressed by
an exponential function, and the relative height of the
tail was a slowly varying function of the incident beam
energy and the laboratory angle. Based on these obser-
vations, the shape and the relative height of the tail were
estimated for the whole angles and energies as well as for
the slit geometries employed.

The particle counts in the main peak was obtained by
subtracting the tail and the contaminant contributions
from the spectrum in the following procedure. First, the
shape of the peak above 1/20 of the maximum was fit-
ted to a function of the channel E, which resembles the
Gaussian function, as expressed as

B. Measurement and data reduction f(E) =&o 1+) C„(E—Ep) "

Both the scattered protons and the recoil deuterons
&om the p+ d scattering were again measured using the
left and the right counters. The deuterons were separated
&om the continuum proton spectra due to the deuteron
breakup reaction using the counter telescopes. Measure-
ments were made in the lab angular range 16 —52 at
incident beam energies below 10 MeV for protons and
below 4 MeV for deuterons, and in the range 10 —52 at
higher energies.

A typical energy spectrum of the protons is shown in
Fig. 2. The main peak from the 2H(p, p) scattering
and two peaks due to hydrogen and heavy contaminants
(C,N, O) are seen together with the continuum spectrum
due to the deuteron breakup. The main peak has a long
tail at its low energy side. The shape and the relative
height of the tail were investigated in the single peak
spectra of deuterons detected by the counter telescopes,

where Eo and Yo are, respectively, the position and the
height of the peak. The coefBcients C„were determined
separately for the low-energy and the high-energy sides
of the peak. Next, the exponential tail function, whose
slope and relative height were already estimated, was
convoluted by the fitted peak function to give the ex-
perimental low-energy tail. When other peaks &om the
target contaminants appeared near the main peak, their
heights were estimated by fitting the spectrum assuming
the same peak-tail shape for all the peaks as shown in
Fig. 2. The peaks and tails from the contaminants and
the tail of the main peak were then subtracted &om the
energy spectrum. Finally, the counts in the main peak
were obtained by summing directly the counts in the re-
sulting spectrum within the width at 1/20 maximum and
by adding the counts outside the width which were esti-
mated from the fitted peak functions. The counts outside
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the width were about 1% of the total counts.
The nuclear reactions in a detector decrease the peak

counts and increase the tail counts. Prom the detec-
tion efficiencies for protons [22] and for deuterons [23],
the reduction of the peak counts was estimated to be
0.6+O. l%%uo for 18 MeV protons and 0.55+0.l%%uo for 16 MeV
deuterons, and 0.1+O.l%%uo for 9 MeV protons and 8 MeV
deuterons. The peak counts obtained above were cor-
rected for the reduction using the estimated detection
eKciency.

The background caused by the contaminant peaks was
less than 0.4'%%uo of the main peak counts at Hi b & 20'
for the incident beam energies above 5 MeV. However, it
increased up to 3.5% in the 16' spectrum at the lowest

energy of 2 MeV where protons scattered in the target
window foils were observed to contribute to the back-
ground. At the incident energies of 2—9 MeV where the
counter telescopes were not used, the tail of the elasti-
cally scattered protons was estimated to make the back-
ground of up to 1.5% in the recoil deuteron counts. The
uncertainty in the cross section due to the background
subtraction was estimated to be 0.7% at the maximum.

The beam charge collected by the Faraday cup was
measured by a current integrator (Ortec 439) which was

calibrated to 0.2'%%uo. The measured charge was corrected
for the low-energy component of the beam (hereafter
temporarily called beam halo) which was mainly caused
by the edge-scattering at the beam collimating slit. Since
the observed particle spectrum includes the information
on the energy distribution of the beam and especially the
beam halo contributes to the tail part of the spectrum,
the relative fraction of the halo was estimated from the
integrated tail counts in the following way.

The small amount of the tail counts caused by the nu-

clear reactions in the detector was estimated as the peak
reduction as described above, and was subtracted from
the total tail counts. The edge scattering at the counter
slits (both A and B systems) was found, from the sep-
arate measurements using counter slits of various aper-
tures, to make a 25+10% contribution to the remaining
tail counts. The double scattering in the target cell win-

dows and in the target gas also contributes to the tail
and the amount was estimated to be less than 10%. The
contribution of the beam halo was therefore estimated
to have a 65+20'%%uo fraction in the tail counts. These re-

sults were in accord with the estimations based on the
formulas for the edge scattering [24]. From the ratio of
the halo contribution in the tail to the peak counts, the
low-energy component of the beam (beam halo) collected
in the Faraday cup was estimated to be 1.0+0.5% at 5
MeV and 1.2+0.6% at 18 MeV. This estimation caused
the largest error for the final cross section except for the
background subtraction procedure at very forward an-

gles.
The dead time in the counter was kept at a level be-

low 0.4% by controlling the beam intensity. For the dead
time estimation, pulser signals generated at a rate pro-
portional to the beam intensity were counted in the coun-
ters together with the particle events.

The isotopic enrichment of the target gas was 99.75%.
The target gas pressure was measured with a mercury

manometer to an accuracy of +0.2% when the gas was
charged into the target cell, and the relative variation
was monitored during the experiment by measuring the
elastic scattering as described in Sec. III A.

The solid angle times the efI'ective target thickness for
the counter was calculated at every angle. The correction
due to the finite size of the beam was suKciently small,
and the uncertainties of +0.2% of the calculated values

mainly came Rom those in the slit geometry.
The cross sections measured by the left and right coun-

ters agreed within about +0.3%, and were averaged to
give the final results. The total uncertainty in the final
cross section was in the range &om 0.6% to l. l%%uo and
typically 0.8'%%uo.

In order to check the present experimental procedure,
the differential cross section of the p+ p scattering was
measured by the same method at several angles at the
beam energies of 5, 9.85, and 12 MeV. The experimen-
tal results were 0.4'%%uo

—0.9%%uo higher than the results calcu-
lated from the Paris potential [25] at 5 MeV and 0.5—0.7%
lower at 9.85 and 12 MeV. The difFerences were within
the experimental errors.

IV. EXPERIMENTAL RESULTS

The present data on the p+ d cross section at E„=2—

18 MeV were compared with the previous data at 1—
10 MeV [26], 8.5—22.7 MeV [9], 10—14.1 MeV [10], 10.04
MeV [27], 12.18 MeV [28], and at 13.93 MeV [29]. The
whole data showed excellent agreements except at a few
forward angles. Examples of the data at 5 and 10 MeV
are shown in Fig. 3. The present d.ata have as consis-
tently small errors as 0.6%%uo

—1.1%.
The p+ d A„data at E„=5—18 MeV were compared

with the previous ones at 5—22.7 MeV [8,9], 10—14.1 MeV
[10], 11.1 MeV [11], and at 14.1 MeV [12]. As partly
shown for 5 and 10 MeV in Fig. 4, the A„data also
agreed within experimental errors. The A& peak appears
around 120' as seen in the figure. The experimental peak
heights are compared in Fig. 5, where one may again see
good agreements among the whole data, together with
the high accuracy and the smooth energy dependence in
the present data. It is to be mentioned that the accura-
cies of A„(typically of 0.0009) in the present measure-
ment are factors of 3—5 smaller than those of the previous
reports.

The angular distributions of the cross section and an-
alyzing power are presented in Figs. 6—9 at 1 MeV inter-
vals for the incident energies of 5—9 MeV and at 2 MeV
intervals for 10—18 MeV. Most of the experimental errors
are within the sizes of the data points. The data may
be seen to vary quite smoothly with angle and systemat-
ically with energy. As the incident energy increases, the
cross section decreases monotonically and the minimum
around 120 gradually moves backward (Figs. 6 and 7).
The A„peak becomes higher with the energy and moves
backward as well, as seen in Figs. 8 and 9.

Since the A„peak has a broad width, the peak height
can be well determined experimentally Rom the angu-
lar distribution of A„.The same is true for the cross-
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FIG. 11. The same as in Fig. 10 at E„=12 (top), 14, 16,
and 18 MeV (bottom).

FIG. 13. The same as in Fig. 12 at 12, 14, 16, and 18 MeV.
The n + d data are from Refs. [5,6].
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FIG. 12. Analyzing power A„in the p+ d (closed circle)
and the n + d (open circle) scatterings at 5, 6.5, 8.5, and 10
MeV. The solid (dashed) curves are the results of the Faddeev
calculation [16] for p+d (n+d) scattering using the Paris NN
potential. The n+ d data are from Refs. [4,7].

the calculated values for the heights of the p+d and n+ 0
A„peaks are about 25'%%up smaller than the experimental
ones at all the energies. Third, the experimental di8'er-

ence in the A„peak heights between the p + d and the
n+ d scatterings is much larger than the calculated dif-
ference.

The Erst discrepancy may be attributed largely to the
approximate treatment of Coulomb force as discussed
above. The third one might suggest the charge symmetry
breaking in the nuclear interactions and is discussed in
more detail later.

The second discrepancy for the A„peak height has
been pointed out [32,331 to originate from the inadequate
PJ state NN interactions used in the calculation. As de-

scribed earlier, Witala and Glockle [13] have shown that
the discrepancy can be removed if one assumes strong
charge independence breaking in the strengths of the PJ
state NN interactions. The breaking they supposed is of
the order of 10%%uo. An attempt to reproduce the experi-
mental data without symmetry breaking has been done
by Takemiya [14] who introduced an increased strength
for the short range ( 1.5 fm) part of the LS force in the
Paris NN potential. The results of his calculation for A„
are shown in Fig. 14, where the modification of the po-
tential is the same for all the incident energies. The large
discrepancy around the A„peak almost disappears at 5
and 10 MeV, though an appreciable discrepancy still re-
mains at 18 MeV. At low energies as in the present case,
the effect of the short-range force is expected to arise
mainly from the ofF-energy-shell interaction. The above
results may therefore indicate that the A„peak height
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FIG. 17. Fractional discrepancy of the cross-section mini-
mum, Acr = (o' ' —o'"~)/cr'"~. The present p+ d data are
compared with the Faddeev calculations [16] using either the
original Paris NN potential (solid circle) or the Paris NN
potential whose LS force is modified (open circle).

sible for the discrepancy. At 2.5 MeV, Coulomb force in
the p+d scattering has been treated nearly correctly [15].
The "correct" height of the p+ d A„peak is about 12%
lower than that calculated in the approximate treatment
of Coulomb force. Hence, AA„in a correct Coulomb cal-
culation using the modified potential at 2.5 MeV would
become —6% which is 12% below the value predicted
in the approximate Coulomb calculation. The "correct"
AA& at 18 MeV is expected to be even smaller than the
"approximate" value of —15% (see Fig. 16), because the
correct treatment tends to lower the A„peak height in
the present energy region as discussed in the next sec-
tion. Hence, it is certain that there remains an energy-
dependent discrepancy which cannot be attributed to the
inadequacy of the treatment of Coulomb force. Existence
of the energy-dependent discrepancy for the n + d scat-
tering can also be seen in Fig. 16, though the situation
is not so clear due to the long error bars of the n + d
data [3—7]. To eliminate the energy-dependent discrep-
ancy in the A„peak, some other improvements on the
NN potential would be necessary.

The fractional discrepancy for the cross-section mini-
mum, b,o = (o' l' —o'"~)/n'"~, was also evaluated in
the same manner as shown in Fig. 17. It is to be noted
that 40 takes even large values at both the ends of the
energy range of the measurement, and is strongly energy
dependent. The width of the variation in the range 2—
18 MeV is 43'%%uo which is larger than the width for AA„
(27%%uo) calculated from the original NN potential. The
approximate Coulomb calculation is not considered the
main cause for this discrepancy, because the cross-section
minimum predicted in the "correct" Coulomb calculation
[15] deviates &om the approximate Coulomb calculation
only by about 5% at 2.5 MeV and the difference is ex-
pected to be within several % in the whole energy range
2—18 MeV. The modification in the short range part of
the LS potential, which has been effective for AA„,seems

to have essentially no effect on A0 as shown in Fig. 17.
The large discrepancy in the cross section might indicate
that some improvement is necessary also in the scalar
part of the NN potential.

VI. COMPARISON MITH n+ d DATA

The difference between the n+ d and the p+ d systems
is in the presence of different pairs of interacting particles
of nn and pp. If the difference in the physical observables
between the n + d and the p+ d systems cannot be fully
attributed to the presence of Coulomb force in the p +
d system, it necessarily indicates the charge symmetry
breaking (CSB) in the nuclear force. The comparison
between the heights of the n+ d and the p+ d A& peaks
is of special interest in studying the difference between
the n + d and the p + d systems, because (a) the two A„
peaks appear at almost the same scattering angles, (b)
the difference between the peak heights is large, and (c)
the peak heights can be measured accurately.

The p+ d A„peak heights have already been evaluated
&om the Legendre fit to the present experimental data
in Sec. IV. The n+ d peak heights were evaluated from
the n + d A„data in Refs. [3—7] in the same manner as
used for deriving the p+ d A„peak heights. In this fit,
the present p+ d cross section data were used for o. in
Eq. (7), because the n + d cross-section data are lacking
and have large experiment errors. An excellent fit was
obtained for the n + d A„.The differences between the
n+d and the p+d A„peakheights evaluated for the same
beam energies are shown in Fig. 18. Since the present
experiment provides enough accurate data on the p+ d

A„,the errors in the differences come mainly from the
scale uncertainties (3—6%) of the n + d A„data. Figure
18(a) shows that the absolute value of the difference has
a tendency to increase with the energy, while Fig. 18(b)
shows that the relative value seems to be nearly constant
above 5 MeV.

The difference predicted by the Faddeev calculation
with the approximate Coulomb treatment for the p +
d system in Ref. [31], is also shown by dashed curves
in Fig. 18. Although the relative energy dependence
seems to be qualitatively reproduced. by the calculation,
the absolute value is much smaller than the experiment
in the whole energy range 3—14.1 MeV. The difference
at 2.5 MeV predicted by the Faddeev calculation with
the nearly exact Coulomb force [15] is also shown by the
open circles in Fig. 18. The predicted value is much
larger than the approximate Coulomb calculation, and
seems to be close to the experimental value. However,
the large experimental uncertainty at 3 MeV obscures
the conclusion to be drawn on CSB.

VFhen the NN potential used in the calculation is

changed from the original Paris potential to the IS-
modified potential, the A„peak height is increased by
about 23% as described in the pre~ious section. How

ever, the difference between the n + d and the p + d A„
peak heights was found to remain essentially the same.
This might indicate that CSB can be most effectively
studied from the peak height difference.
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For further investigation, accurate experiments on the
A„peak height difference below the deuteron breakup
threshold are of great use, because the nearly correct
treatment of Coulomb force has already been developed
in this energy range. However, if similar calculations were
available above the threshold, CSB can be investigated
more clearly at higher energies where the effect is con-
sidered relatively conspicuous. It is evident that the ex-
perimental accuracy of Fig. 18 is not satisfactory. Since
the precise data have been provided for the p + d A„in
the present experiment, equally precise data on the n+ d

A„in the same energy range are of great interest. At
the same time, correct Coulomb calculations above the
threshold are highly desired.

FIG. 18. Difference in the peak height between the n+d A„
and p+ d A~. In the lower figure, the difference is normalized

by the p+ d A„peak height. The closed circles indicate the
experimental values obtained from the present p+ d data and
the n + d data from Refs. [3—7]. For the comparison with the
n+ d A„data at 14.1 MeV, an interpolated value of the p+ d
A„was used. The dashed curve denotes the calculation in
which the Coulomb force is treated approximately as in Ref.
[31]. The open circles show the result of the nearly correct
treatment of Coulomb force [15].

accuracy was much improved especially for A~. The data
show sufficiently smooth dependence on both angle and
energy, and on the whole agree with the previous data.

The data were compared with the Faddeev calculation
using the Paris NN potential together with the conven-
tional approximation for Coulomb force. The angular
distributions of A„and the cross section were fairly well
reproduced. However, the calculation underestimates the
As peak height by 23% at Ez ——5 MeV and by 40% at 18
MeV, and the prediction for the cross-section minimum is
19% above the experiment at 2 MeV and 24%%uo too small
at 18 MeV. These large and energy-dependent discrepan-
cies seem not to be fully attributed to the approximate
nature of the Coulomb force treatment.

The discrepancy in A„is largely reduced if the short
range part of the LS force in the Paris NN potential
is modified [14]. This means that the off-energy-shell
LS interaction plays an important role for A„. How-
ever, the energy dependence of the discrepancy in A„
was found to still remain unchanged, which suggests that
some other improvement on the NN potentials is neces-
sary. Although a definite conclusion cannot be made at
this moment, an introduction of strong charge indepen-
dence breaking and charge symmetry breaking (CSB) in
st state NN interactions [13]might be one of the direc-
tions of the improvement. The large discrepancy at the
cross-section minimum was noticed in the present work.
The modification of the LS potential has no appreciable
effect on this discrepancy. An improvement of the scalar
part of the NN interaction would be necessary to reduce
the discrepancy.

The present J7+ d A„data were compared with the
n + d A„data at 3—14.1 MeV [3—7]. The difference in
the A„peak height between the p + d and the n + d
scatterings was several times larger than the prediction of
the Faddeev calculation with the approximate treatment
of the Coulomb force. To extract a definite conclusion
on CSB, precise n+ d A„data of about 1'%%uo accuracy are
necessary together with the correct Coulomb calculations
above the deuteron breakup threshold.

One of the aims of the study on the 3N systems is
to extract information on the nuclear interactions which
are hardly or never obtained Rom the 2N observables.
The precise and systematic data presented in this report
on the p+ d A„and the cross section would serve as
experimental data standards in this kind of study. Our
further measurements of the vector and tensor analyzing
powers of the p+d scattering below the deuteron breakup
threshold will be reported elsewhere [30].
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