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Determination of the asymptotic D- to S-state ratio
of the triton from sub-Coulomb (d, t) reactions
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Angular distributions of the tensor analyzing power A, have been measured for ground state
transitions in Sn(d, t) Sn and Sm(d, t) Sm and the first excited state (0.263 MeV) in

Pb(d, t) Pb for deuteron energies well below the Coulomb barrier. Exact, finite-range distorted-
wave Born approximation analyses of these data have been made to establish the asymptotic D-
to S-state ratio for the triton, gt. These calculations include a deuteron-nucleus tensor potential
determined from the folding model and a long-range tensor potential arising from the Coulomb
interaction. Previously obtained A„(9) data for the ground state transitions in Mo(d, t) Mo,

Sn(d, t) Sn, and Sm(d, t) Sm at different sub-Coulomb energies have been reanalyzed. Also
a careful investigation of possible uncertainties in the value of gt is presented. A best fit to the data
gives gt ———0.0411 + 0.0013 + 0.0012, somewhat lower than previous experimental determinations.

PACS number(s): 21.45.+v, 24.50.+g, 24.70.+s, 25.45.Hi

I. INTRODUCTION

The three-nucleon problem has been the subject of
extensive experimental and theoretical studies for more
than two decades. Within the last few years consid-
erable progress has been made in understanding prop-
erties of the bound-state system. Exact Faddeev-type
equations for realistic Hamiltonians based on two- and
three-body forces aimed at determining the properties
of three-nucleon systems were solved. This enables one
now to attempt meaningful comparisons between the-
ory and experiment and makes possible an investigation
of the fundamental physics that underlies the structure
of the three-nucleon system. In spite of recent progress
in experixnental and theoretical work a complete under-
standing of the three-nucleon system has not yet been
achieved.

Measurements of tensor analyzing powers (TAP's) as
described in the present paper provide unique infor-
mation about few-nucleon systems, especially the ten-
sor force component of the nucleon-nucleon (NN) in-

teraction. TAP's calculated for (d, t) reactions at sub-
Coulomb energies strongly depend upon the D-state am-
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plitude of the n+d component in the triton wave function
and have magnitudes roughly proportional to g&, the ra-
tio of D- to 8-state asymptotic wave functions for the
triton [1]. Since the percentage D state is not a physical
observable, an accurate gq deterxnination is an important
measure of the D-state amplitude and a test of calcula-
tions of few-nucleon systexns using "realistic" two-body
and three-body forces [2—4].

A determination of gq using transfer reactions at sub-
Coulomb energies has been made by this group previously
[5]. Angular distributions of the TAP's A„and A» for
three different targets and four incident energies were an-
alyzed using a finite-range distorted-wave Born approxi-
mation (DWBA) analysis. In the present work we extract
g& using an enlarged data set and an improved analysis
method. This new determination is based on previously
reported angular distributions of A, as well as three new
A„measurements, including two obtained at much lower
energies than before (41%%uo and 43% below the Coulomb
barrier). The analysis of the new low-energy data is more
precise and more reliable due to the reduced sensitivity
of DWBA calculations to optical model parameters. The
ambiguities inherent in optical-model-based analyses as
well as experimental errors and beam polarization insta-
bility were carefully investigated for all data sets analyzed
in the present work. Some minor improvements of exper-
imental techniques over those used in Ref. [5] provided
cleaner spectra, reducing the uncertainty in the experi-
mental A values.

The next section contains the suxnmary of previous ex-
perimental and theoretical determinations of gq. Section
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III contains the description of the experimental proce-
dure. The DWBA analyses together with the final result
are presented in Sec. IV. Results are discussed in Sec. V.

II. OVERVIEW

One of the most interesting manifestations of the two-
nucleon tensor force is the presence of an l = 2 component
in the ground states of light nuclei. The existence of the
quadrupole moment for the deuteron (Qg) is associated
with the presence of a D state and has been known for
decades. Analyses of low-energy n-p scattering experi-
ments reveal that the tensor force accounts for 70% of
the binding interaction in the deuteron [6].

Measurements of cross section and vector and tensor
analyzing powers in (d, p) reactions were successfully ap-
plied by the Wisconsin group [7—10] to determine the
asymptotic D- to S-state normalization ratio for the
deuteron, qg Calcu. lated values of Q~ and rl~ agree with
experiment within a few percent when only the one-pion-
exchange part of the nucleon-nucleon tensor interaction
is considered. The same force is responsible for approxi-
mately 50% of the binding energy of sH and sHe [6] and
generates significant D-state components in these nuclei.
However, unlike the deuteron, H and He have spin 2
and do not possess a quadrupole moment, so normal-
ization constants remain as the only D-state-dependent
observables to be investigated.

The first experimental studies of a D-state component
in the triton wave function were carried out using (d, t)
reactions with deuteron energies both above and below
the Coulomb barrier [11—13]. The DWBA calculations
were made using the local energy approximation (LEA)
which approximates the finite-range effects at the H —+

d + n vertex. The first attempt to evaluate the range of
validity of the LEA was made by Ioannides, Nagarajan,
and Shyam [14]. They showed that predicted values of
the tensor analyzing power T2p for backward angles are
reduced by almost 30% when one uses the LEA instead
of a full finite-range calculation and therefore the use
of this approximation is not adequate for precise TAP
calculations.

The eKect of the deuteron-nucleus tensor force was first
included in calculations of analyzing powers in (d, t) re-
actions by Karban and Tostevin [15]. They found that
in general the addition of an optical model (OM) tensor
potential does not change the shape but increases the
magnitude of calculated TAP angular distributions and
concluded that this term cannot be neglected for either
sub-Coulomb or near-barrier incident deuteron energies.
Some recent studies involve full finite-range DWBA cal-
culations together with an OM tensor potential, although
the experiments were carried out with beam energies well
above the Coulomb barrier [16,17].

A more recent attempt at establishing a precise value
of re was made by Das et al. [5]. Angular distributions
0f Az~ and A&„were measured in the Mo, Sn, and
i4sSm (d, t) reactions for deuteron energies below the
Coulomb barrier. An exact finite-range DWBA analy-

sis was performed which included a complex tensor po-
tential. The possible e6'ects of the Coulomb field of the
target on the deuteron and triton wave functions were
estimated to give a contribution of 4% to the total error,
resulting in gq

———0.043 + 0.002. Results of another re-
cent determination of g& using an experimental method
and theoretical calculations similar to those of Das et al.
were published by George and Knutson [18]. They mea-
sured T2p and T2i for four diferent target nuclei at ener-

gies Rom 46% to 21% below the Coulomb barrier. They
performed an extensive evaluation of the uncertainty in

gq and obtained a value for gq ———0.0431 +0.0025. A de-

termination from the extrapolation method of TAP's to
the nucleon-transfer pole was made by Vuaridel et al. [19]
yielding a value of gq

———0.050 6 0.006. However, Lon-
dergan, Price, and Stevenson [20] have questioned this
technique as one which underestimates the actual errors.

Theoretical predictions of gq have improved dramati-
cally in precision over the last decade [2—4]. Modern cal-
culations of fundamental three-nucleon properties such
as binding energy g, electromagnetic form factors, and
charge radii have been performed using realistic NN po-
tentials, with and without the 3N interaction, by nu-

merically solving the Faddeev equations. The results of
those calculations are often presented as plots of pre-
dicted low-energy observables as a function of predicted
binding energy (E~) for difFerent NN potentials (so-
called Phillips line). A linear dependence of gi, as well as
other observables, on binding energy is found [2,4] &om
which a best value of g& can be obtained by least-squares
fitting at the experimentally determined E~( H)= 8.48
MeV. In such a way Ishikawa and Sasakawa [2] found

re —— —0.0432 + 0.0015 and Friar et al. [4] obtained

gq
———0.046 60.001. Therefore a precise experimental gq

determination is of considerable importance since it can
discriminate between difFerent theoretical wave functions
obtained by solving the Faddeev equations and hopefully
provide information about eKects of 3N forces.

III. EXPERIMENTAL PROCEDURE

The tensor analyzing power A„(e) was measured in

(d, t) reactions on ii@Sn, i4sSm, and 2osPb targets. Ex-
periments were performed at the Triangle Universities
Nuclear Laboratory (TUNL) using the high-intensity
Atomic Beam Polarized Ion Source (ABPIS) [21]. In or-
der to obtain a theoretical tensor polarization p, = —1
(state 3), a strong field transition unit was used while

p, = +1 (state 2) was obtained using a medium field
unit. The atoms were ionized in an electron-cyclotron
resonance ionizer and negatively charged in a cesium
oven. The desired spin precession was obtained in a Wien
filter. The ABPIS provided the negatively charged po-
larized deuterons with typical polarizations p, = +0.70.
After acceleration in the 10 MV FN Tandem, the beam
was sent to a 62 cm scattering chamber. After passing
through the target the beam polarization was analyzed

in a polarimeter utilizing the sHe(d, p)4He reaction [22].
Beam currents on target were typically in the range 0.5—

1.0 pA.
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Targets used in the experiments were self-supporting
foils made &om isotopically enriched materials. The
isotopic purity for all targets was in a range of 99.4—
99.8%. Particles scattered from the target were detected
and identified using LE-E telescopes consisting of sili-
con surface-barrier detectors. The telescopes consisted
of LE transmission detectors with thicknesses in a range
50—300 pm depending on the energy range of the tri-
tons, followed by an E detector, thick enough to stop
the tritons. Three pairs of telescopes were symmetrically
placed with respect to the incident beam direction. The
telescopes subtended a solid angle of 3 msr and were sep-
arated by 10' or 15' in difFerent experiments in which
angular distributions were taken in steps of 5' or 7.5'.

An improvement over the experimental techniques de-
scribed in Ref. [5] was made by using a shorter coinci-
dence resolving time (50 ns as opposed to 500 ns) to pro-
duce cleaner charged-particle spectra. Also fast (( 0.5
s) spin-state switches between states 2, 3 and the unpo-
larized state were carried out under computer control in
contrast to the manual changes made previously at in-
tervals of about 45 min. With this new method, data for
each spin state were acquired almost simultaneously so
slow changes in experimental parameters such as beam
position on target, amplifier gain, and target thickness
aHect the spectra for each state in the same way.

To obtain experimental values of the tensor analyzing
power A„, peak sums for left and right detectors were
added together. This procedure has the advantage that
it compensates to first order for the effects of left-right
shift of the beam position on target. A„was calculated
&om the expression

IV. ANAIVSIS

A. DWBA calculations
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The analysis of (d, t) reactions on medinm-weight and
heavy nuclei using exact, finite-range DWBA calculations
has been described previously [5,17]. Since DWBA the-
ory is utilized to determine gz, it is important to maintain
certain conditions to maximize the reliability of the the-
ory. Reactions at sub-Coulomb energies with Q values
close to zero tend to provide these conditions since parti-
cles at sub-Coulomb energies stay well outside of the nu-
clear surface. Choosing reactions for which the Q value
is close to zero assures that the elastic-scattering wave
functions are well matched in the region of the turning
point of the classical Coulomb trajectories. Also at these
energies the observed TAP results almost entirely from
the triton D state and not &om nuclear spin-dependent
forces.

A systematic investigation of j dependence of TAP's
in single nucleon transfer reactions was made by Bhat
et al. [17]. They found that TAP's for j = l + 2 trans-
fers exhibit significantly more pronounced D-state eEects

where
L(2) + R(2)

L( )+R( ) '

0.05

0.00

-0.05
A

-0.10

149S (d ()148S

for the left (I ) and right (R) detectors placed at the same
angle in the scattering chamber. The superscript denotes
the polarization state. The 5—10% uncertainties in the
TAP's result primarily &om counting statistics.

Although for most of the experiments the tritons in
the mass spectra were well separated &om deuterons,
they were not &ee &om background produced by pro-
cesses such as pulse pileup. In addition to statistical un-
certainties, the uncertainties in analyzing powers include
small contributions &om statistical uncertainties in the
beam polarization. There was also an overall scale er-
ror of 3% from polarimeter calibration uncertainties [22].
The contribution of this uncertainty to the determina-
tion of gq is considered separately. The results of the
tensor-analyzing-power measurements for Sn, Sm,
and Pb targets are presented in Fig. 1. The solid lines
are the results of finite-range distorted-wave Born ap-
proximation calculations which are described in the next
section.
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FIG. 1. Angular distributions of A for the Sn, Sm,
and Pb (d, t) reactions at sub-Coulomb incident energies.
The solid curve is an exact, Snite-range DWBA calculation
using the best St value of g~ given in Table III belovr.
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than those for j = l —
2 transfers and therefore only

those were investigated in the present work. Moreover,
in order to avoid the ambiguity of summing multiple-l-
transfer spectroscopic amplitudes in the DWBA calcula-
tions, only reactions with unique l transfers were investi-
gated. These reactions, three from the present work and
four from Ref. [5], with their Q values and j transfers
are listed in Table I.

The tensor analyzing power A„was calculated for re-
actions listed in Table I using the finite-range DWBA
code p TQLEMY [23] which allows the inclusion of
deuteron-nucleus optical-model tensor potentials in the
entrance channel. The real and imaginary central poten-
tials (V and W) and spin-orbit potential (Vso) in the
entrance channel were calculated ft.om the global poten-
tial formulas of Daehnick, Childs, and Vrcelj [24], and
exit channel potentials were taken &om the work of Bec-
chetti and Greenlees [25].

In addition to the central and spin-orbit parts of the
deuteron potential, the nuclear tensor potential UTR was
also considered. The tensor potential has the form [26]

U'rR = [VTR(r) + tWTR(r)]T»

where

T„= (s r")

to the (d, p) channels is taken into account, without any
use of the FM tensor potential. Since there were no cal-
culations done for the elastic scattering from other tar-
gets for which elastic-scattering data exist [9,28,29] or for
those used in the present experiments, it is diKcult to
judge whether the coupled-channels effect is also present
in these cases. However, some favorable conditions, such
as low Q value for the (d, p) reaction, high spectroscopic
factors for transitions going to several excited states, or
low angular momentum transfer, may enhance the eHects
of channel coupling.

Since the existing set of (d, d) data at energies of inter-
est here is very limited and the conclusions about the size
and even presence of the tensor potentials inconsistent, it
is not possible to adjust them to each individual reaction.
Therefore, instead of arbitrarily scaling the parameters of
the FM as has been done in Ref. [18],we have attempted
to establish a simple procedure for generating the UTR
parameters in a consistent way. We follow here the pre-
scription of Santos [31]. Neglecting the contribution of
the Coulomb force to the nucleon-nucleus potentials, he
proposed that the tensor interaction part of the OM po-
tential be calculated as

UTR(r) = QgDV(r)T„,

where

The proper determination of the parameters of UTR is
particularly important since calculations of tensor ana-

lyzing powers in the (d, t) reactions are quite strongly af-
fected by its choice. Unfortunately there are not enough
data available to guide one in an unambiguous selection
of UTR. The folding model (FM) as proposed by Keaton
and Armstrong [27] is commonly used to generate the
tensor-potential parameters. There are, however, varia-
tions in the magnitudes of the parameters providing best
fits to (d, d) polarization observables. In certain cases
the full values from Keaton and Armstrong are used [28],
while in others VTR and WTR are reduced by a factor of
2 [9], or one or the other is set to zero [29].

On the other hand, work by Tostevin [30] shows that
the necessity to adjust arbitrarily the FM parameters
to describe adequately TAP data in elastic scattering
might result from a neglect of channel coupling. Tostevin
showed that in the case of Pb) the deuteron elastic-
scattering data could be very well described if coupling

is the second-order diff'erential operator in r, and V(r)
is the nucleon-nucleus optical potential. The V (r) values
at a neutron energy equal to half of the incident deuteron
energy were taken &om the extensive fits of Rapa-
port [32], obtained by optical-model analyses of neutron
elastic-scattering data. Using this global parametrization
for V(r), the nuclear tensor-potential parameters were
calculated for all reactions of interest and are listed in
Table II.

TABLE II. The optical-model tensor-potential parameters
used in the incoming channel. The radius and difFuseness
parameters for all reactions are kept 6xed at rTR ——1.198 fm
and aTR = 0.663 fm for the real part and rTR,. = 1.295 fm
and aTR,.=0.59 fm for the imaginary part. The depths VTR
and WTn are as defined in the folding inodel of Ref. [27]. For
comparison, the folding model depths in Ref. [27] are VTa=7.0
MeV and WTR ——1.0 MeV.

TABLE I. Sub-Coulomb (d, t) reactions investigated, with

Q value and angular momentum transfer.

Target
"Mo
119S
149S
206Pb

(MeV)
7b

5.25, 6 and 7
6 and Sb

10

2
5+
21+
2
7
2
3
2

Q value

(MeV)
—1.11
—0.23

0.38
—2.10

% below V~

13
41, 33, and 22

43 and 24

21

V~ represents the Coulomb barrier for deuterons calculated
as Vc = Z~'1.44/r, (A~ + 2 ~ ) MeV.

Measurements of Das et al. (Ref. [5]).

Reaction

d+ Mo

1498

d + 206Pb

Eq
(MeV)
7.00

5.25
6.00
7.00

6.00
8.00

10.0

VTR
(MeV)
7.219

7.110
7.100
7.080

7.077
7.034

6.880

WTR
(MeV)
0.600

0.470
0.490
0.520

0.477
0.534

0.525
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In addition to UTR there exist two long-range tensor
potentials which arise &om the interaction between the
electric field of the target nucleus and the deuteron. The
first one arises &om the interaction of the quadrupole
moment of the charge distribution of the deuteron with
the gradient of the electric field [29] and is expressed by

V = QqZe T„.= 3 2

2r3

The second tensor potential arises from the electric
polarization of the deuteron in the Coulomb field of the
target nucleus. This potential consists of the central and
tensor terms and is given by [29]

1V„= — Z'e2(a + 3~T,),2r4

where a and v are the central and tensor polarizations,
respectively. Only the tensor term is included in the
present calculation since the central one has negligible ef-
fect on the analyzing powers and the value of w was taken
to be 0.0343 fms following the prescription of Ref. [33).
Including these two potentials causes a change of a few
percent in the calculated A, at sub-Coulomb energies.

B. Determination of gt from the
individual angular distributions

The quantity used to judge the quality of the agree-
ment between calculated and measured observables is the
function g2 defined by

) ff (z) —y
l~

where x is the parameter being varied, f; are calculated
observables, y; are data, Ay; is the uncertainty in y, ,
and N is the number of measurements. The results of
the parameter variation and resulting uncertainties in gq
are described in the next section.

The values of g& are extracted by minimizing the y2
paraxneter between calculated and measured TAP's for a
given value of the parameter x. In this case, the param-
eter z is the value of the asymptotic D-state amplitude
N~ (normalized with the S-state amplitude by the con-
dition Nsz + N&~ ——1), the quantity f(z) is the tensor
analyzing power A, and the y2 expression is given by

-0.020

-0.030

~t -0.040--

-0.050

-0.060
1 2 3 4 5 6 7

FIG. 2. Results of the gt values obtained from the seven
individual measurements, plotted in the same order as in Ta-
ble III. The solid line represents the Snal gt value obtained
as the weighted average of the individual measurements, with
the dashed lines the limits on the error of the Snal value.

(2)

where A'",~ are the measured TAP's with statistical
uncertainties AA'",~ and A,", are the corresponding
DWBA calculations of A, using the global parameters of
Daehnick, Childs, and Vrcelj [24], along with the tensor-
potential parameters &om Table II for the entrance chan-
nel, and OM potentials from Ref. [25] for the exit chan-
nel. The asymptotic D- to S-state ratio g& was calcu-
lated for the D-state axnplitude at which y2 was mini-
xnized. The results are summarized in Table III along
with statistical uncertainties Ag~ and the minimuxn y
per degree of freedom (y2/N). It must be specified that
each y2/N value results from the statistical uncertainty
in the background subtraction and a 3%%uo uncertainty in
the overall normalization of the beam polarization. Fig-
ure 2 shows a comparison of the seven gq determinations
obtained &om the seven individual measurements of A„
(four from Ref. [5] and three from the present experi-
ment). The values are plotted in the same sequence as
they appear in Table III.

C. Uncertainty in the calculations

In addition to statistical errors listed in Table III, sys-
tematic errors in the determination of the gq can arise
from uncertainties in the theoretical calculations of A„.
In order to assure the reliability of the DWBA calcula-

TABLE III. Results of the individual gt measurements and the uncertainties associated with
each measurement.

Target
"Mo
119S
119S
119S
149S
149S
206Pb

Eq
(MeV)

7
5.25

6
7
6
8
10

below V~

13
41
33
22
43
24
21

gt
—0.0444
—0.0374
—0.0426
—0.0466
—0.0400
—0.0423
—0.0450

0.0037
0.0020
0.0037
0.0031
0.0026
0.0020
0.0041

y /N
0.86
1.42
1.33
1.41
1.09
0.90
1.63

CSO
It

0.0020
0.0006
0.0006
0.0020
0.0006
0.0012
0.0010

UTR
gt

0.0025
0.0004
0.0010
0.0026
0.0005
0.0013
0.0003

0.0013
0.0011
0.0013
0.0014
0.0012
0.0013
0.0014

O.OO51

0.0024
0.0041
0.0047
0.0030
0.0030
0.0045
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tions and to estimate resulting uncertainties it is nec-
essary to test their sensitivity to the choice of optical-
model potentials. To perform these tests the real and
imaginary central, spin-orbit, and tensor-potential pa-
rameters were varied extensively and their effects on the
elastic-scattering data were carefully studied. As men-
tioned above, the largest uncertainty is due to the choice
of optical potentials used in the DWBA calculations and
therefore in what follows the uncertainties in the calcu-
lations due to the real and imaginary central and real
spin-orbit parts of the potential (b,gPso) and that due
to the choice of tensor potential (6gP+R) are considered
separately.

The uncertainty by~ is given by

(3)

where x; are the parameters varied in the calculations,
i.e., real and imaginary central and real spin-orbit depths.
To determine Lg~ it is necessary to assign an uncer-
tainty to each of the parameters used in the DWBA cal-
culations.

The choice of central and spin-orbit potentials re-
sulted &om an analysis of differential cross-section
n(8) and vector-analyzing-power (iTqq) data for the
2ospb(d, d)2osPb scattering at Eg=10 MeV [34]. This
case has been selected &om a limited set of measurements
of elastic scattering at sub-Coulomb energies available in
the literature, because the target is very similar to Pb
and the 20sPb(d, t)2osPb reaction is expected to be the
most sensitive to variations in the OM parameters. Our
measurements of this reaction were made at the high-
est deuteron bombarding energy (only 21'%%uo below the
Coulomb barrier) studied as part of the present work and
provide the upper limit of the relevant uncertainties.

Calculations of elastic-scattering observables were per-
formed using the optical-model code DDTP [35]. Optical-
model parameters &om the global 6t of Daehnick, Childs,
and Vrcelj yielded a good description of the cross-section
data (y /N2= 1.6) but a poor description of vector-
analyzing-power data. The calculated iTqq were about
an order of magnitude smaller than the data.

The next step, in an effort to determine the valid-
ity of OM parameters, was to study the uncertainty in
the deuteron V, W, and Vso parameters (as defined in
Ref. [24]) by varying their values &om those of the global
6t and 6nding the magnitude of the parameter which
doubled the calculated y for o(0). This corresponded
to a 20% variation in the depth of W and a 30% change
in V. At the same time no changes were found for iTqq
and only small changes were observed in T2p predictions
(differences in the g2/N were less than 0.5). Applying
as much as a 50% change to the Vs~ depth parameter
changes y /N for iTqq by 1.0. Simultaneously, no change
was noticed in the cross section and T2p 6ts. In view of
the above results, in the subsequent (d, t) reaction anal-
ysis allowance for variations of 20% were made for the
imaginary term W, 30% for the real term V, and 50%
for the spin-orbit term Vs~. Because of the lack of ex-

perimental triton elastic-scattering data at sub-Coulomb
energies, the same uncertainty was adopted for both in-
cident and outgoing channels.

The wave function of the neutron in the target nu-
cleus was generated using the separation-energy method,
where the neutron is assumed to be bound in a Woods-
Saxon (WS) well. For a given value of well radius and
diffuseness the potential depth was adjusted to give the
correct binding energy of the neutron with the residual
nucleus. The sensitivity of gz to the choice of well ge-
ometry was tested by varying the well radius. The TAP
predictions were insensitive to these parameters although
the overall magnitude of the predicted cross section var-
ied somewhat.

The radial form factors at the projectile vertex for the
lighter system (which in this case is the deuteron with
the neutron) were calculated using the same separation-
energy method. It was assumed that for both the S and
the D state the geometry is kept the same but potential
depths are different. Different WS potential geometries
produce bound-state neutron wave functions which dif-
fer inside the nuclear radius. At large radii they become
appropriately normalized Hankel functions. The assump-
tion that at sub-Coulomb energies the TAP's are sensi-
tive only to the asymptotic region of the wave functions
was found to be valid when WS geometrical parameters
were varied by 20'%%uo and no effect in the calculated TAP's
was observed. The net uncertainty in g& was obtained by
adding in quadrature the uncertainties due to individ-
ual parameter variations described above and is listed in
Table III as A&cso

Since the OM tensor potential has an effect larger than
the combination of all other OM parameters on the cal-
culated analyzing powers, the uncertainty arising &om
its choice is considered separately. As mentioned in Sec.
IV A the nucleon-nucleus potential V(r) is obtained from
global OM analyses [32] of neutron scattering from tar-
gets of interest in a range 0 ( E„& 5 MeV. In order
to determine the uncertainty arising &om this specific
choice of global neutron-nucleus potential, the calcula-
tions were also done for values of V(r) taken from fits
to neutron elastic-scattering data for individual target
nuclei. Therefore, additional potentials for Mo were
taken from [36,37], for @Sn from [36,38], for ~4 Sm from
[36,38], and for Pb from [39,40]. From the variations in
the calculated gq due to the different U~R potentials gen-
erated we obtained deviations of the gq values &om those
calculated using the parameters listed in Table II. These
deviations, which are an estimate of the uncertainty re-
sulting from the choice of tensor potential parameters,
are listed in Table III as Ag&

The uncertainty in the Coulomb tensor potential and
the stretching potential has a negligible effect on the un-
certainty in the calculated gz. The quadrupole moment
of the deuteron as determined by atomic physics meth-
ods is more than adequately precise [Q& = 0.2859(3) fm ]
and does not introduce an appreciable error in gq. The
4% uncertainty in the tensor polarizability 7 introduces
less than 0.1'%%uo uncertainty in the calculated g& and thus
is also neglected.

An overall additional uncertainty of 3% in g, was as-
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sumed to take into account effects that were not investi-
gated due to lack of reasonable input, such as virtual exci-
tations in the triton wave function. A study of this effect
on TAP's for sub-Coulomb (d, p) reactions was made by
Tostevin and Johnson [41] who found that it contributes
about 3% to the TAP magnitudes. One might expect
smaller effects in (d, t) reactions since the triton wave
function alone strongly influences the TAP and tritons
are less sensitive to Coulomb distortions than deuterons
because of their larger binding energy. However, since
these effects were never investigated for SN systems, we
assuxne the same uncertainty as for deuterons. The con-
tribution to the uncertainty in gq which arises &om this
effect is shown in Table III as Ag~.

Summarizing, Table III lists the statistical uncertain-
ties (Grip), uncertainties in the DWBA calculations
(b,gtcso) excluding the tensor potential, uncertainties
arising from the choice of tensor potential (b,riPTR), and
the uncertainty due to other effects (b,@to).

D. The Snal ~ result

The final value of the asymptotic D- to S-state ratio
is obtained by combining together the seven individual
results listed in Table III. As each result contains four
different sources of uncertainty these were combined first
to obtain a total uncertainty in each measurexnent by
adding all individual errors in quadrature:

(4)

It is interesting to note how the individual uncertain-
ties contribute to Agq for each measurement. The biggest
uncertainty arises from statistics which varies from 5% of
the value of re (for the present data) to about 10'%%up (for
data from Ref. 5]). The uncertainty due to the tensor
potential, Lg~ T", increases with the deuteron boxnbard-
ing energy. It varies from 1.4'%%up to almost 15'%%up of the
extracted value of gq for the xneasurements taken at en-
ergies 43'%%up below the barrier to 13'%%up below the barrier,
respectively. This uncertainty therefore strongly inQu-
ences the weight given to different individual results in
the final computation of gq. Sixnilar energy dependence is
observed in Ag~ . However, this uncertainty does not
contribute very strongly to the overall uncertainty Agz
because the DWBA calculations are not very sensitive to
the choice of the central and spin-orbit potential param-
eters. In the worse case for Sn at Eg ——7 MeV this
uncertainty is about 3%. The last source of uncertainty,
b,rit, is assumed to be 3% for all individual measure-
ments, as was discussed in the previous subsection.

The final value of gz, gz, is obtained by computing a
weighted average of the seven individual results, with the
weighting factor being the inverse square of the error in
each gt measurement (b,gt). The error in gt is calculated

using standard error propagation formulas. There is an
additional contribution to the error in gq which arises
from the uncertainty in the polarimeter calibration [22].
This is found to introduce an error of 3% in the value of
gq. We thus obtain

gg
———0.0411 + 0.0013 + 0.0012 )

where the first error is the combination of the errors in
the individual measurements and the second error is due
to the uncertainty in the beaxn polarization. This final
result is shown by the solid line (with the dashed lines the
error limits) in Fig. 2 together with the seven individual
gq determinations.

V. CONCLUSIONS AND SUMMARY

-0.030

-0.040
[present]

-0.050
[2j

[4l

-0.060
2 3 4 5

FIG. 3. Summary of recent experimental determinations
and theoretical calculations of g~. Reference [19] is the re-
sult obtained by Vuaridel et aL, [18] is the result obtained by
George and Knutson, [2] is the Sendai group calculation, and
[4] is the Los Alamos group calculation.

From comparison of the tensor analyzing powers mea-
sured from (d, t) reactions at sub-Coulomb energies with
full finite-range DWBA calculations, gq for the triton
wave function is obtained. The value of gq is equal to
—0.0411 + 0.0013 6 0.0012. The uncertainty in the g&

determination includes statistical errors, theoretical cal-
culation errors, estimates of errors due to effects not cal-
culated, and the error in the beaxn polarization due to the
polarimeter calibration uncertainty. The goal of the anal-
ysis has been to determine re with accuracy sufficient to
be of use in distinguishing between various realistic NN
interactions [3,4].

The experimental data sets used in the analysis in-
cluded, in addition to data of Ref. [5], new measurements
made mainly at lower incident energies (41%%up and 43%%up

below the Coulomb barrier) to minimize the inHuence of
the nucleon-nucleus interaction. Another improvement
over the previous work comes from changes in the ex-
perixnental technique used. The use of fast-coincidence
electronics improved the quality of the charged-particle
spectra, and the use of fast spin-state switching improved
the accuracy of the measurements.

Considerable effort was made to estimate realistically
the error arising Rom the uncertainty in tensor-potential
parameters used in the DWBA calculations and a con-
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sistent approach was adopted to determine these param-
eters using the folding model. A careful study was per-
formed in evaluating other sources of error which con-
tribute to the uncertainty in gq.

The present high-precision result disagrees with a
weighted average of previous experimental determina-
tions [19] (riq

———0.054 + 0.0013), but is in agreement
with the recent measurement of George and Knutson [18]
(rid ———0.0431+0.0025). In addition, it is close to the av-
erage of experimental determinations made of g for He
(risH = —0.037 + 0.003) [19].

The present re value is in agreement within errors with
the theoretical value gq ———0.0432 6 0.0015 obtained
by the Sendai group [2] and is somewhat smaller than
gz ———0.0460 + 0.001 determined by the Los Alamos
group [4]. Both groups extracted riq by performing exact
Faddeev-type calculations for several different two-body

and two-body plus three-body interactions. The results
of recent experiments and calculations are summarized
in Fig. 3. It is hoped that this result will contribute to
better understanding of the three-body system.
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