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H(cx, p)7Li reaction at lour energies
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The absolute cross section of the H(n, p) Li reaction has been measured for 50 ( E,
1200 keV. Specially prepared H targets were bombarded with an n+ beam, and p rays were detected
using an 85'%%uo high-purity germanium detector. Total S factors and the branching ratios for radiative
capture to the two 6nal bound states are reported for the entire energy range. Angular distributions
of the capture p rays were measured for nine energies in the range 115 & E, & 1200 keV. Legendre
coefBcients extracted from Sts to the angular distributions are also reported. The energy dependence
of the measured S factors is found to be in agreement with existing theoretical calculations. The
new results are used to calculate the thermonuclear reaction rate for temperatures below 10 GK,
required for computing the Li abundance in primordial nucleosynthesis.

PACS number(s): 25.55.—e, 23.20.En, 27.20.+n, 98.80.Ft

I. IN'PRODUCTION

The standard big-bang model of the universe is very
successful in accounting for the observed abundances (rel-
ative to iH) of 2H, sHe, 4He, and 7Li [1—4]. The calcu-
lated abundances agree with observations only for baryon
densities significantly lower than the critical density, in
the range 0.01 & O~ & 0.1. In addition, primordial-
nucleosynthesis calculations provide some stringent tests
of several of the assumptions underlying the standard
big-bang model. Ixnportant input data include the known
particles (e.g. , three neutrino species), nuclear reaction
rates, and the neutron lifetime (used to determine the
rates for weak n ++ p processes).

The two-body thermonuclear reaction rate N~(harv)
used in astrophysical calculations is calculated from the
cross section cr using
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where N~ is Avogadro's number, p, is the reduced mass
in the entrance channel, k is Boltzxnann's constant, T is
temperature, and E is the center-of-mass energy. The
uncertainties in the abundance calculations arising &om
nuclear-data input have been studied in detail by Krauss
and Romanelli [1] and Smith, Kawano, and Malaney [4].
Reference [4] identifies 12 reactions which significantly af-
fect light-element production. Of the 12, the sH(n, p)rLi
reaction is by far the xnost uncertain; the authors esti-
mated a 2o uncertainty of up to 55'Fo in the cross section.

Present Address: Ruhr-Universitat Bochum, Experimen-
talphysik III, Postfach 102148, D-4630 Bochum 1, Germany.

The H(n, p)"Li reaction (Q = 2467.9 keV [5]) pro-
ceeds by p emission to the two bound states: the

ground state (pp) or the z first excited state (pi). The
first excited state decays by p emission (p2) to the ground
state. The (n, p) cross section is expected to be non-
resonant for E ( 2100 keV, since there is no energy level

between the first excited state and the 2 state at an
excitation energy of 4630 keV. At low energies, the reac-
tion cross section is conveniently parametrized in terms
of the S factor S(E), defined by

S(E) ( E~ l
E E )

where E is the center-of-mass energy (hereafter, ener-
gies without a subscript label refer to the c.m. system),
and E~ is the Gamow energy (E~ ——6735.0 keV for
sH+ a). The S factor for a nonresonant reaction such
as sH(a, p)7Li is expected to be a slowly varying func-
tion of energy. The cross sections o; for producing p; are
then determined by S (the S factor summed over both
transitions) and the branching ratio R = oi/np'

It has been shown [6] that standard big-bang cal-
culations of the Li abundance are sensitive to the
sH(a, p)7Li reaction rate for 0.1 & Tp & 0.6, where
T9 is the temperature in GK. These temperatures corre-
spond to efFective energies [i.e., most important energies
in Eq. (1)] in the range 50 + Ep + 165 keV.

Previous direct measurements have been made by Grif-
fiths et al. [7], Schroder et al. [8], and Burzynski et al.
[9]. The measurements of S are in reasonable agree-
ment over the range of their mutual overlap, if the re-
spective systematic errors (quoted between 14 and 25%)
are taken into account. However, only the experiment of
Schroder et al. reaches the low energies needed to de-
terxnine big-bang Li production. The xneasurements of
GrifBths et al. and Burzynski et al. are consistent with
a constant value, S 0.064 keVb. The data of Schroder
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et al. show a significant increase with decreasing energy,
leading to S(0) = 0.13 —0.16 keV b, depending upon the
extrapolation used. The measured values of the branch-
ing ratio are consistent with a constant value, but they
are in poor agreement: GrifFiths et al. find R = 0.40,
Schroder et al. find R = 0.32+0.01, and Burzynski et al.
find R = 0.51. Griffiths et al. reported limited angular-
distribution measurements at E = 241 and 567 keV.

A disturbing development is the new measurement by
Feldman et al. [10] of the sH(p, p) cross section used by
Griffiths et al. and Schroder et al. to determine the
H areal density of their targets. The new data cover

2 & E„(15 MeV, and are = 30% lower than the cross
sections found by Perry and Bame [11] (who quoted an
uncertainty of 7'%%). The ramifications of this measure-
ment for the absolute normalization of the Griffiths et al.
and Schroder et al. S factors are not clear, as the new
measurement has not been independently confirmed, and
it only covers higher energies than used in the (a, p) ex-
periments. A possible systematic error in the NaI scintil-
lator efficiency used by Perry and Bame is discussed by
Griffiths et al.

Indirect measurements of the energy dependence of
the S factor using the Coulomb breakup of Li have
been reported by Utsunomiya et al. [12]. Absolute
cross sections were not determined; they normalized to
S(500 keV) = 0.060 keV b. The measured energy depen-
dence is in agreement with that of Schroder et al. , but the
low-energy uncertainties are very large. Further breakup
measurements were reported by Gazes et al. [13],but no
attempt was made to extract H(n, p) cross sections.

The existing theoretical calculations of the energy de-
pendence of S(E) [14—19] predict an increasing S(E) at
low energies. None of the calculations predicts as large an
increase in the low-energy S factor as found by Schroder
et al. or Utsunomiya et al. Calculations of the branching
ratio [15,18—20] predict R to be nearly energy indepen-
dent, with values in the range 0.41—0.47.

We report new measurements of the sH(n, p)~Li re-
action for 50 & E & 1200 keV. Angular distributions
were measured for nine energies in the range 115 & E &
1200 keV. Previous experiments have relied on various as-
sumptions about the angular distribution for extracting
the total cross section. The new data are used to cal-
culate the thermonuclear reaction rate for temperatures
less than 10 GK. Additional details of the experiment
and the data analysis are available in Ref. [6].

II. EXPERIMENTAL APPARATUS
AND PROCEDURES

The experiment was carried out by bombarding a Ti-
H target with an o.+ beam, and detecting the p rays

with a large-volume Ge detector. Systematic errors in
the absolute cross section are considerably reduced com-
pared to previous experiments, primarily due to our more
accurate determination of the H areal density, and re-
duced uncertainties in p-ray spectroscopy.

A. Beam

The proton, deuteron, and o.+ beams used in this
experiment were supplied by the Caltech 3-MV Pel-
letron Tandem Accelerator. The beam energy was de-
fined by a 90 analyzer magnet and NMR magnetome-
ter. The energy calibration (+0.1%) was established us-
ing the (483.91 + 0.10)-keV resonance [21] in F(p, ap),
the (991.86 6 0.03)-keV resonance [22] in ~A1(p, p), the
(606.0 6 0.5)-keV resonance [23] in i B(n, n), and the
(1530.03 6 0.15)-keV resonance [24] in 24Mg(o. , p). This
energy calibration was used for the measurements de-
scribed in Sec. II B; the energy scale for the H(u, p)
measurements was deduced from the energy of the cap-
ture p rays. The number of incident particles was deter-
mined by beam-current integration. The calibration of
the integrator was tested with current sources over the
range 20 nA —30 pA, and found to be accurate within
0.5%. The effect of leakage current through the H20-
cooling lines used during the sH(o. , p) experiments was
measured to be ( 0.5%.

B. H targets

The preparation and characterization of the Ti- H tar-
gets has been described previously [25]. Briefly, Ti was
evaporated onto 31.7-mm-diameter, 0.81-mm-thickness
Cu substrates; the substrates were then heated in an at-
mosphere of H2 gas to induce the formation of Ti- H.
The substrates were maintained in high vacuum during
the time between Ti evaporation and tritide formation,
minimizing Ti contamination and maximizing the attain-
able H:Ti ratio.

The H and Ti areal densities were determined using
the H(d, a) and Ti(n, n) reactions, respectively. The
charged particles were detected at 9( b

——165' with a
silicon surface-barrier detector collimated to have a solid
angle of 1.194 + 0.018 msr. The beam, collimated to
a 1.6-mm diameter, was incident normal to the target.
The target was biased at +300 V in order to ensure ac-
curate beam-current integration by preventing secondary
electron emission, and the collimator was followed by a
—400 V suppression ring. A pulser peak was inserted
above the spectrum to monitor dead-time corrections
(typically less than 5%).

The beam-current integration and detector solid an-

gle were checked by measuring the Cu(p, p) yield from a
thick Cu substrate for 2000 & Ez & 2600 keV, where the
cross section is known to follow the Rutherford formula
[26], and where the proton-stopping power [27] is known
to 1%. The expected height of the plateau at its edge can
be calculated &om the differential cross section and stop-
ping power as described by Sargood [28]. The measured
values were in excellent agreement with calculated values
over the entire range; for example, the measured and cal-
culated values at E~ = 2200 keV were (9.22 + 0.17) x 10
and (9.03 + 0.09) x 10 protons keV pC i sr, respec-
tively.

Ti areal densities were determined by elastic o. scatter-
ing for 1500 & E & 2250 keV, where the cross section
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is given by the Rutherford formula. The uniformity of
the Ti layers was excellent; the areal density was found
to decrease slowly with distance &om the center of the
target (6% lower at 12 mm from center), consistent with
the substrate —Ti-source evaporation geometry.

The H areal densities of the targets were determined
using the sH(d, n) reaction. The total cross section and
center-of-mass Legendre coefFicients for this reaction were
taken from the evaluation of Drosg and Schwerer [29]; the
uncertainty is estimated to be 1.5% for Eq ( 400 keV,
increasing to 4% for higher energies.

The majority of the targets were tested over the range
250 & Eg & 700 keV. The observed spectra were consis-
tent with the H being uniformly distributed in the Ti,
with no sH in the target backing. Examples of Ti(xx. , o.)
and sH(d, xx) spectra obtained with target 1 are shown
in Figs. 4 and 6 of Ref. [25]. The (d, a) excitation func-
tions obtained &om the four targets used in this work
are shown in Fig. 1, along with fits to the energy de-
pendence of Drosg and Schwerer. In all cases the energy
dependence of the a yield (including small corrections for
energy loss) was consistent with the evaluated cross sec-
tions. The measured Ti and H areal densities for each
target are given in Table I. The H:Ti ratio was found
to be constant within 3% over the surface of the targets.

C. Experimental con6gurations

The H(n, p) reaction was measured using three difFer-

ent experimental configurations, labeled geometries A, B,
and C. For geometry A, the target was perpendicular to
the beam, and the p-ray detector was positioned at 0',
with the &ont face of the Ge detector 2.1 cm from the
Ti- H layer. This setup is depicted in Fig. 2. Geometry
B was identical to A, except that the detector was much
farther from the target (11.6 cm from source to Ge front
face). For geometry C, used for the angular-distribution
measurements, the target was at 45' with respect to the
beam, and the detector was placed on a rotating table
oriented at 6ve angular positions: 0', —45', —90, +90,
and +135'. The distance from the source to the Ge front
face was 10.1 cm. The uncertainty in the angular posi-
tions is estimated to be +2'.

In each case the targets were sealed against a circular
knife edge at the end of the target chamber. The back
sides of the targets were cooled with flowing chilled water
in order to dissipate the beam power. For geometries A
and B, the beam was collimated by a 12.7-mm-diameter
aperture 62—75 cm upstream from the target. For ge-
ometry C a rectangular collimator (4.0 mm horizontal x
15.9 mm vertical) 53 cm upstream from the target was
used. In order to bombard the target uniformly and re-
producibly, the focused beam was rastered over the area
of the collimator by magnetic steerers. A —400 V sup-
pression ring between the target and the collimator en-
sured accurate current integration.

The beamline and target vacuum were maintained at
3 x 10 torr during the experiments. An unexplained

buildup of —5 x 10i" atoms/cm of carbon occurred
during the experiments with target 1, in spite of the
use of a liquid-Nq-temperature cold trap near the tar-
get. For the subsequent measurements, the cold trap
was removed, and the beaxnline parts were thoroughly
recleaned; ( 1.5 x 10is atoms/cxn of carbon was found
after these measurements, as described below in Sec. II E.
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FIG. 1. H(d, n) excitation functions obtained &om tar-
gets 1 and 3—5. The solid curves are the recommended cross
sections [29j, normalized to the data.

D. p-ray detection

Gamma rays were detected using an 85% relative-
efficiency high-purity Ge detector, shielded by 5—10 cm of
Pb. The signals were processed by a spectroscopy axnpli-
fier and stored in a 4096-channel analyzer. The spectra
were transferred to a computer for off-'line analysis. The
energy resolution of the detector was typically 2.1 keV at
E~ = 1332 keV.

The photopeak efficiency c was determined for the
needed range of p-ray energies in each geometry (includ-
ing each angle for the angular-distribution setup) using
the following sources: Eu, Co, and Na. The ab-
solute strength of the Eu source was determined by
comparison with a NBS source No. 4275, the strength of
the Na was determined using the coincident-sum peak,
and the strength of the Co source was determined by
comparison with the other sources.

Coincident-summing corrections to the radioactive-
source data and also the sH(n, p) data are very impor-
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TABLE I. The H and Ti areal densities determined for each target. The H areal densities are
given before and after the n bombardments (consisting of total incident charge Q). Also given
are the number of data points N and the y (using only statistical errors) for the initial fits to
the H(d, n) cross section. The numbers given in parentheses with the H areal densities are the

statistical errors in the least significant digit, scaled by

Target Ti (before)
(10' /cm )

2.96
4.67
2.86
1.90

H (before)
(10' /cm )

5.52(4)
1.32(2)
4.33(4)
3.23(3)

13
10
14
13

13.1
17.4
17.5
13.2

(c)
1.573
1.036
5.905
0.690

H (after)
(10'"/cm )

5.36(6)
1.32(4)
2.55(11)
2.97(3)

Determined from decrease in yield seen in repeated measurements at E = 1000 keV.

tant, especially for geometry A. Care was taken during
the p-ray calibrations to use the same Pb-shielding ar-
rangement as during the sH(cr, p) measurements, so that
the total efEciency, which is needed for making the sum-
ming corrections, was the same.

The total efBciency g was determined by measuring
the photofraction P defined to be the ratio of photo-
peak e%ciency to total efBciency. The total eKciency
includes events where p rays interact in the Ge crystal,
but do not deposit their full energy, as well as events
in which radiation is scattered into the detector by ma-
terial in the vicinity of the target and detector (possi-
ble "scattering" mechanisms include the Compton effect,
pair production, 511-keV radiation from the annihilation
of positrons, bremsstrahlung, and x-ray fluorescence). It
is clear that the presence of the target chamber and Pb
shielding increases the total efficiency relative to a bare
detector.

The photofraction was measured as a function of E~
using various sources. An ideal source would emit
isotropic, monoenergetic p rays, with no other radiation.
In practice, such sources are rare, so use has been made
of several "nonideal" sources, with appropriate correc-
tions. Due to the presence of noise in the detector elec-
tronics, a low-energy threshold (13—100 keV, depending
on gain settings) was required in the detector spectruin
The extrapolation of the spectra to zero pulse height in-

volved a correction of 3—9%. The spectra were corrected
for background from the room as well as source impuri-
ties and noncoincident p rays &om the source. Most of
the measurements were performed in geometry A, where
coincident-summing eKects were most important.

Measurements were made using Co (E» = 122 keV),
iCr (E» = 320 keV), i sAu (E» = 412 keV), the

Li(p, pi) reaction at E„= 1200 keV (E» = 478 keV),
Cs (E» = 662 keV), Mn (E» = 835 keV), Co

(E» = 1172 and 1332 keV), the i C(p, p)isN reaction at
E„=461 keV (E» = 2370 keV), Na (E» = 2754 keV),
and the isF(p, np) reaction at E„= 340 keV (E»
6130 keV). The results obtained for geometry A are
shown in Fig. 3. The photo&actions used for geometries
B and | were based upon more limited measurements
and Monte Carlo calculations (described below).

The mean reaction energy for the sH(o. , p) measure-
ments was determined from the centroid of the po peak
and reaction kinematics (the details of the analysis are
described in Sec. III). An accurate determination of the
detector's energy calibration is a crucial ingredient in this
determination, particularly in the range 2500 & E~ &

2700 keV, corresponding to the lowest a energies where
the energy dependence of the cross section is greatest.

The energy calibration was based upon the accu-
rately known Na lines at E» = 1368.633(6) and
2754.030(14) keV [30]. The calibrations were performed

10 cm
10'

water
cooling
out

water
cooling
in

10
10 10

E (keV)
10

FIG. 2. The details of geometry A, showing the target
chamber and the position of the high-impurity Ge p-ray de-
tector.

FIG. 3. The photofraction P for geometry A. The squares
are the experimental points, and the solid curve is the empir-
ical 6t used in subsequent analysis.
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daily during the H(o. , p) experiments. The calibration
was taken to be a linear 6t to the centroids of the
two 24Na lines. The energy calibration in the range
2500 & E~ & 2700 is assigned a 0.3-keV systematic un-
certainty.

E. Procedure

After each target was made, its H and Ti areal den-
sities were determined as described in Sec. IIB. The
target was then installed in the target chamber for (n, p)
measurements. The incident beam energies were chosen
so that the 2614-keV background line would not inter-
fere with the capture p rays. The most extensive mea-
surements were performed using target 1; targets 3 and
5 were primarily used to test the reproducibility of the
absolute cross section and to make additional measure-
ments at low energies. Many repeated measurements at
E = 1000 keV were performed to test for possible target
deterioration over time. Measurements using targets 1,
3, and 5 were made in geometries A and B for each. The
measurements using target 4 were made in geometry |.

The sH areal-density determinations using sH(d, n)
were repeated after the (n, p) measurements for targets
1, 3, and 5. The areal density of target 4 was observed to
deteriorate by —40% over the course of the experiment,
as evidenced by the decrease in yield at E = 1000 keV.
The before-and-after results are shown in Table I.

During the experiments with target I, the capture p
rays for the repeated E = 1000 keV runs were at a
slightly lower energy in the later runs compared to the
earlier runs. It was suspected that this energy shift
was due a buildup of carbon on the target. This spec-
ulation was confirmed by measuring p rays &om the

C(p, p) resonance at E~ = 461 keV, where it was found
that 5 x 10 " atoms/cm2 of carbon were deposited.
Subsequent measurements of the isC(o;, n) resonance at
E = 1053 keV [31] indicated that the carbon layer was
nonuniformly distributed over the target: the 1' energy
spread of the beam emerging from the carbon was de-
duced to be 8 keV, well in excess of the value expected
for a uniform layer of this thickness.

III. DATA ANALYSIS

A. Kinematics

The energy of the capture p rays as a function of the
n-particle lab energy E and the lab angle OL, is given by

E~(E, cos 8r, )

Q(M~ + M + Mr) + 2M' E
2[M&+M +E —cos8L, QE {E +2M )]

where Mz, M, and Mr are the rest masses (in energy
units) of the sH, a, and rLi final state. The Li nu-

cleus may be left either in its ground or 6rst excited
state (E = 477.61 keV [32]). The masses and Q value,

Q = M~ + M —M7, are taken &om a recent evaluation
[5]. The ground-state Q value used (2467.9 6 0.7 keV) is
signi6cant because it is used in the extraction of the ef-
fective reaction energy Rom the observed po energy. The
error in Q leads to a +0.7-keV systematic uncertainty in
the center-of-mass energy.

The differential cross section in the center-of-mass sys-
tem is given by

= —*W,* (8, ),
~ ~

(4)

where o; is the total cross section for producing p;. The
normalized angular distribution, TV, , is expanded in
Legendre polynomials

W; = 1+) arPg(cos8, ) . (5)

The decay of the 2 Grst excited state is isotropic and
uncorrelated with the feeding p ray; hence the a&2 should
be identically zero. The difFerential cross section in the
lab system is

= —*WL (8r,),
dOI, 4' (6)

where the normalized angular distribution in the lab sys-
tem is calculated from Eq. (5):

Wc ——1+2))P, (esses) + ) osIPc(esses)

B.p-ray spectra

Examples of the p-ray spectra obtained are shown in
Fig. 4 (at the lowest energy measured), Fig. 5 (at an in-
termediate energy), and Fig. 6 (at the highest energy).
The numbers of counts in the sH(a, p) peaks and the
peak centroids were extracted using linear least-squares
fits to the background on either side of the peaks. In the
angular-distribution measurements with E & 1500 keV

[(/+ 1)(l+ 2)P&+, (cos8L)28+ 1

—l(1 —1)Ps c(esses))),

to first order in P. Note that P ( 0.022 in this experi-
ment, so this is an excellent approximation.

The lifetime of the first excited state of 7Li (7.
105 6 3 fs [32]) is such that the ion velocity is signif-
icantly reduced {on average) before decaying. We use
P,s = 0.75P for this transition, where 0.75 is the Doppler-
shift attenuation factor found [33] for this state with
similar-velocity Li ions stopping in Ni.
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radioactive sources. In particular, one can determine
the distribution of p-ray emission angles for detected p
rays using the simulation. This information is important
for making finite-detector-size corrections to the angular
distributions, and also for extracting the effective reac-
tion energy &om the observed energy of the p0 transi-
tion. This information is not readily attainable experi-
mentally kom radioactive sources. The simulations were
performed using the ELECTRON GAMMA SHOWER (EGS4)
code developed at Stanford [34].

The details of the target chamber, detector, and Pb
shielding (as shown, for example, in Fig. 2) were included
in the simulation. The simulations reproduced the mea-
sured photopeak efficiency s and photofraction P within
15' over the range 120 ( E~ ( 3500 keV for each ge-
ometry. Over the range 2000 & E~ & 3500 keV, the
agreement was within about 5'%%uo.

The angular-distribution attenuation factors [35] were
calculated as a function of E~ &om the simulated distri-
bution of p-ray emission angles. %e distinguish between
photopeak attenuation factors Qr', which are calculated
&om events which deposit the full p-ray energy, and to-
tal attenuation factors Qru, which are calculated from all
detected events.

C. Monte Carlo simulations

Monte Carlo simulations of the p-ray detector response
were used to supplement the information found using
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channelFIG. 4. High-energy (upper panel) and low-energy (lower
panel) portions of the spectrum obtained with target 5, geom-
etry A, and E = 140 keV, showing the po, pz, and pz tran-
sitions. The peak labeled B is a background line at 2614 keV
from Tl decay ( Th decay product). Peak 1 is a back-
ground line at 2204 keV from Bi decay ( Ra decay prod-
uct). Peak D is the first-escape peak associated with peak
B.

FIG. 5. High-energy (upper panel) and low-energy (lower
panel) portions of the spectrum obtained with target 5, geom-
etry A, and E = 1000 keV, showing the H(u, p) transitions.
The peak labeled A is the po first-escape peak; peak B is a
background line at 2614 keV from Tl decay ( Th decay
product). The energy calibration is the same as for the spec-
trum shown in Fig. 4.

and detector angles —45', —90', +90, or +135, the
capture p-ray peaks were Doppler broadened such that
the first-escape peak from p0 interfered with the pq peak
(see, for example, Fig. 6). These cases were treated by
extracting the combined number of counts in the p0 first-
escape and pq peaks, and then subtracting the pO first-
escape contribution calculated fmm the number of counts
in the p0 peak and the ratio of first-escape peak to pho-
topeak. This ratio was determined for geometry C us-
ing the ssCo source and the 0' sH(n, p) data (where the
Doppler broadening was much smaller). An unexpected
neutron background was observed for E & 400 keV. It
was determined. that the neutrons originated &om the
sH( H, 2n) reaction, where the H projectiles resulted
from H(a, sH) elastic scattering Th. is background made
further Pb shielding of the detector or cosmic-ray rejec-
tion unimportant.
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D. Detector efHciency

The Na sources were used to determine the pho-
topeak efficiency at 1368 and 2754 keV, using the
coincident-sum peak. The analysis included the angu-
lar correlation between the p rays, the attenuation coef-
6cients, and all coincident-summing effects.

The efficiency results &om the Co and Eu sources
were corrected for coincident summing using the tech-
nique of Semkow et al. [36]. Using decay-scheme infor-
mation, the full coincidence correction &om all possible
p-ray combinations is calculated. The effects of "sum-
ming out" (loss of photopeak counts due to coinciden-
tally detected radiation) and "summing in" (increase in
photopeak counts of a crossover p ray due to coincident
photopeak detection of the cascade p rays) are included.
The eKects of annihilation radiation Rom coincident P+
particles are also included. The angular correlation be-
tween p rays is neglected in this calculation, justi6ed on
the grounds that in a close geometry, when the coinci-
dence correction is large, the angular correlation is much
reduced due to the attenuation coefficients. In a distant

100
I

'
I

geometry, the coincidence correction is small, so an er-
ror in the correction due to angular correlation is less
signi6c ant.

The results for geometry A are shown in Fig. 7. The
uncorrected efficiencies show considerable scatter, and
are usually lower than the true efficiency. The correc-
tions for geometries B and C were much smaller ( 3%),
due to greater source distances.

E. Target deterioration

The H areal density was observed to deteriorate un-
der a bombardment (see Table I for before-and-after re-
sults). Corrections were made assuming that the sH areal
density after cumulative charge Q (measured in pC) is

(nt)T FL, (Q), where (nt) T is the initial areal density and

dQ' F,
~ [E-(Q')]'" ( t)'

The quantity F, is a constant, E is the incident o. en-
ergy in keV, and (nt)T; is the initial Ti areal density
in 10~r cm 2. The sputtering rate is expected [37] to
be proportional to the nuclear stopping power. The nu-
clear stopping power for o. 's in Ti [27] is approximately
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FIG. 6. High-energy (upper panel) and low-energy (lower
panel) portions of the spectrum obtained with target 4, ge-
ometry C, and E = 2790 keV, with the detector in the —90
position. The po transition is cleanly resolved, but the pz
transition and the 6rst-escape peak from the po transition
overlap (peak A). The energy calibration is different from
the spectra shown in Figs. 4 and 5.
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104

FIG. 7. The photopeak efBciency for geometry A. The up-
per panel shows the results without correction for coincident
summing, while the lower panel shows the results including
summing corrections. The solid curve on both panels is the
empirical fit to the corrected data for 300 ( E & 4000 keV,
used in subsequent analysis.



2212 C. R. BRUNE, R. W. KAVANAGH, AND C. ROLFS 50

oc E o 74 (over our range of energy), so this dependence
is included in Eq. (8). The constant F, is 4.0 x 10 s for
targets 1, 3, and 5 (geometries A and B) and 1.8 x 10
for target 4 (geometry C). These values were found to re-
produce the deteriorations observed after the (n, p) mea-
surements. The error in the correction was assumed to
be 40/0 of the correction, i.e., AFr, (Q) = 0.4[1 —FL, (Q)]
From the positions of the centroids and the widths of the
pp peaks obtained from target 4, it was determined that
the Ti was lost Rom the target in the same proportion
as the H. The H areal density was also corrected for
radioactive decay of the H (( l%%uo).

F. Extraction of cross sections

The effective reaction energy E is found from the ob-
served po centroid E~o by inverting Eq. (3) to find E
and then converting the results to the center-of-mass
system. In Eq. (3), we use E~ = E~o and cosel,
Q~(E&p) cos e~, where Qz is the photopeak attenuation
factor and OD is the angle of the center of the detec-
tor with respect to the incident beam. At E = 50 keV,
the estimated 2%%uo uncertainty in Q~ contributes +0.2-keV
uncertainty to E.

The observed angular distributions Wl (8), which
include the effects of Gnite detector size, are given
by Eq. (7), where Pr (cos 01,) is replaced by
Q&(E~, )Pg( csoeD), and b = s or q determines whether
photopeak or total attenuation factors are to be used. We
de6ne e; to be the photopeak eKciency evaluated at the
observed centroid of p; (the energy for pq is calculated
from po and reaction kinematics). The total efficiencies

q, are calculated from s; and P(E~;). The effective ef-
Bciencies 8, , which include coincident-summing correc-
tions, are defined by

W~(&)

and

sg ——sg [1 —g2W~(q)],

~2 ——F2[1 —gg Wl. (rj)] .

The term added to 8'p includes the effect of coincident
photopeak detection of pq and p~, the factor 0.44 is the
branching ratio aq/«(Sec. IV). The terms subtracted
from cq and z2 correct for the lost counts due to the
coincident detection of the other cascade member.

The number of counts in p-ray peak i per incident
a, Y, , is related to the experimental cross section at E,
~,(E), by

Y, = f(n&)TFL, (Q)o, (E)s, W'L, (s), (12)

Y~' = (nt) F (Q) Wl (s)

f@ ~@ +&(E' ) so[E&o(E' )1 [ g~ (E' )]

(13)

where "&~ is the effective stopping power for o. s in Ti- H
and AE is the energy lost in the target. The quantity
E~o(E' ) is calculated using Eq. (3) with cos81, replaced
by Q~ cos 9~. The energy of the po centroid can also be
calculated:

where f is a deconvolution factor defined below, and Q
is the cumulative charge up to the halfway point in the
run.

If the cross section is known and the target consists of
a homogeneous Ti- H layer, the expected pp yield Yp' can
be calculated:

fa. n,~. E~o(E.') «(E.') &o[E~o(E-')1 ["g~ (E.')) ' dE.'

f ~ «(E') sp[E~p(E')] [„~~ (E')]—' dE'
(14)

The calculated p-ray centroid E'p can be converted

to an effective reaction energy E' as described in the
beginning of this subsection. In order for the calculated
yield to be consistent with Eq. (12), the correction factor
f must be given by

f&. &~. «(E' ) &o[E~o(E.')) ['~~ (E.')] ' dE.'

~o) fz. wa. [ ax' —(E' ))

(15)

The energy dependence of « in Eqs. (].4) and (15) is
assumed to be given by Eq. (2), with the energy depen-
dence of S(E) taken from Ref. [38]. The attenuation fac-
tors used implicitly in Eqs. (14) and (15) are evaluated at

the experimental pp centroid E~p in view of the negligible
energy dependence of Q&(E~). The calculation of f was
further simplified by using so in place of Zo in Eqs. (14)
and (15). This analysis of the correction factor ignores
straggling of the beam and the energy dependences of the
angular distribution and branching ratio.

For targets 3, 4, and 5, f was calculated using Eqs. (14)
and (15), with E calculated from the magnetometer cal-
ibration. For target 1, the calculation was modified to
take into account the energy loss and energy spread due
to the nonuniform layer of carbon that was deposited.
The carbon-layer thickness was adjusted for each run;
the values used were found by interpolating between val-

ues inferred from the E~p shifts observed in the repeated
E = 1000 keV runs. The correction factor differs from
unity by more than 1'%%up only for the measurements with
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E & 120 keV, as it arises primarily kom the strong en-

ergy dependence of the cross section; it divers from unity
by at most 6%. The uncertainty in f is taken to be 40%,
i.e. , Ef = 0.4I1 —fI

Angular Chstributions

The factors WL, (h) used for summing corrections in
Eqs. (9), (10), and (11) were calculated by taking ao2 and
a&~ from Ref. [39), setting a~~ = 0.0, ass ——0.05, az~——0.08,
a3 ———0.05, and setting a&&3 to zero. These choices will
be justified by the results presented in Sec. IV. For each

p-ray line, cr;(E)WI, (s) was extracted using Eq. (12).
This quantity was then converted to S;(E)WI,(s) using
Eq. (2). For each nominal energy where angular distri-
butions were taken, the efFective reaction energies deter-
mined at each angle were then averaged to give E, the
nominal center-of-mass energy.

For each energy the quantities S;WL (e') were fitted us-

ing Eq. (7), with Pg(cos81, ) replaced by Q&Pg(cos8~).
The parameters S;, az, az, and a3 were varied; a&&3 were
set to zero. The fit was fully determined, since data were
available at four independent angles. For each fit the
needed Q& were calculated once at the average p-ray en-

ergy. The neglect of 8 & 3 terms in the angular distribu-
tion is justified on the grounds that the terms are very
small due to the higher multipolarity and/or initial an-
gular momentum required. Sample angular distributions
obtained for E = 417 and E = 848 keV are shown in
Fig. 8. The errors in the a& are dominated by statistics;
the systematic error due to uncertainties in the detection
efBciencies, detector angles, and attenuation coeKcients
is estimated to be +0.03.

Substantial target deterioration took place during the
E = 116 keV angular-distribution measurement. Due to
the large uncertainty &om this deterioration, these data
were analyzed by normalizing the po and pq yields to the
p2 yield. The p2 angular distribution was assumed to
be isotropic in center of mass (which was observed to be
satisfied for the measurements at other energies).

2. 0' data
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was taken to form Sq2. Then So and Sq2 were added
together to give S, the total S factor. The error explic-
itly included with S results &om errors due to statistics,
AFL„b,f, and uncertainty in the center-of-mass energy
(from the Q value, p-ray energy calibration, statistical er-
ror in centroid, and attenuation coefficients), combined
in quadrature. Additional systematic uncertainties are
listed in Table II.

The branching ratio R is calculated by dividing the
weighted average of pz and p2 by po. R = S&2/So. The

FIG. 8. The measured pe (circles) and pz (squares) yields
with statistical errors are plotted as a function of detector
angle for E = 417 and E = 848 keV. The solid curves are the
fits to Eq. (7) described in the text.

As above, the factors WL, (b) used in Eqs. (9)—(12) were
calculated by taking a2o and a2 from Ref. [39], setting
a~ = 0.0, az ——0.05, az ——0.08, a3 ———0.05, and setting
a&&3 to zero. These choices will be justified by the results
presented in Sec. IV. The cross sections cr;(E) were then
extracted using Eq. (13), and converted to S;(E) using
Eq. (2).

8. All data

Since Sq must equal S2, the ratio Sq/S2 was compared
to unity in order to test internal consistency; the results
were consistent with unity within an accuracy of 4%. The
weighted average of Sq and S2 (using statistical errors)

Source of Error
H areal density

H(d, n) cross section
Detector solid angle
Current integration
Statistics
Uniformity

p-ray detection efEciency
Current integration
Angular-distribution correction
Total

3
1.5
2

0.8
1

4.1

Error (%)

4.1
3
1
3
6

TABLE II. Systematic errors in the absolute cross section.
The total is computed by adding the individual errors in
quadrature.
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error explicitly included with Re wi is statistical; the s stem-
atic error in R is estimated to be 4~p

IV. RESULTS

A. Total S factor

The total S ~al S factors obtained with the different t
and in diferent geomet

'
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(keV b)
19 0.1060(6)

0.1067(18)
0.1074(9)
0.1049(21)
0.1053(8)
0.1109(12)
0.1116(33)

49 0.1067(4)

Data set

Target 1, geom. A
Target 1, geom. B
Target 3, geom. A
Target 3, geom. B
Target 4, geom. C
Target 5, geom. A
Target 5, geom. B
All data

23.0
0.008
7.96
2.44
5.33
4.17
0.0

64.3
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ear dependence yields an improved fit: R(0) = 0.437(5),
dR/dE = 3.4(9) x 10 keV, with y2 = 27.1, but this
energy dependence is within the estimated 4% systematic
error.

C. Angular distributions

The measured Legendre coeKcients for the po and pq
transitions are shown in Fig. 11. The results for pq are
similar to po, except that the errors are significantly
larger due to poorer statistics. The results for a& are
seen to be in reasonable agreement with the calculation
of Tombrello and Parker [39]. Comparisons of the az
coefBcients to the Tombrello-Parker calculation as well

as fits to a constant for az and a3 are described in Ta-
ble IV. The Tombrello-Parker calculation and the values
obtained &om fits to a constant for the odd terms have
been adopted for the analysis of the zero-degree data.
The constant fits were chosen for simplicity; the Legendre
coeKcients are expected to be slowly varying functions
of energy, but the limited statistics mask any energy de-
pendence. The values adopted have little impact on the
final results: setting a&

——a3 ——0 changes the extracted
values of S and R by —1—2%.

V. DISCUSSION

A. Comparison with previous experiments

ment with the Coulomb-breakup data at higher energies
is not surprising since their results are normalized to
S(500 keV) = 0.060 keVb. The 6'%%up systematic error in

the present experiment is considerably smaller than the
14—25%%up systematic errors in the previous experiments.

The present results for the branching ratio R are con-
sistent with the data of Griffiths et al. [7] and Burzynski
et al. [9],but are about 40'%%up higher than those of Schroder
et al. The statistical and systematic errors are consider-
ably reduced compared to the previous experiments.

Our measurements of the angular distributions are con-
sistent with the limited measurements of GrifBths et al.
at E = 241 and 567 keV.

B. Comparison with theoretical calculations

The present data are compared in Fig. 12 to the
theoretical energy dependences of Kajino, Toki, and
Austin [38], Langanke [16], Mertelmeier and Hofmann

[17], Altmeyer et al. [using their Modified Hasegawa-
Nagata (MHN) interaction calculation] [18], and Mohr
et ol. [19]. The calculated energy dependences are seen
to be consistent with each other, within about 10'%%up. The
data are consistent with all of the energy dependences,
except perhaps that of Mertelmeier and Hofmann [17].

Calculations of the energy dependence at very low en-

ergies show some disagreement. Using a direct capture
model, Williams and Koonin [40) calculated an expansion
for the low-energy logarithmic derivative,

Our results for S are consistent with the previous direct
measurements for E & 200 keV, if systematic errors are
taken into consideration. However, for E & 150 keV, the
present data are = 40% lower than the data of Schroder
et al. [8] (the only previous experiment in this range).
For E & 250 keV, our results for S are consistent with
the Coulomb-breakup results of Utsunomiya et al. [12],
but are considerably lower at lower energies. The agree-

1dS = a+bE, (16)

with ~ = —2034 MeV and b = —3709 MeV
Kajino [41] has argued that the Williams-Koonin cal-
culation contains a computational error; he finds a =
—1.15 MeV with what appears to be an identical cal-
culation. The negative sign of b is inconsistent with the
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TABLE IV. Fits of the po and pi Legendre coefficients (nine data points for each coefficient)
to either a constant or the Tombrello-Parker [39] calculation. In the case of the Tombrello-Parker
calculation, there are no variable parameters. The parametrization used in the analysis of the
zero-degree data is listed in the column under "Adopted. " The numbers in parentheses are the
statistical errors in the least significant digits.

CoefBcient

a',
0

O

a
1

ag
1

ag

Function

constant
Ref. [39]
constant
constant
Ref. [39]
constant

Result

0.007 (10)

0.05(2)
0.08(2)

-o.o5(5)

x'
8.9
9.3
8.2
13.2
13.6
12.9

Adopted

0.0
Ref. [39]

0.05
0.08

Ref. [39]
—0.05

0.120 I
I

f I
I

I
I

0.100

0.080

Ref. f38]
Ref. [16]
Ref [17]

positive curvature found in all other calculations. Val-
ues of a from other calculations (—2.056 MeV [38],
—2.0 MeV [42], —1.02 MeV [19]) vary by a factor
of 2, even though the overall agreement of the energy
dependences is within = 10% (Fig. 12).

The calculations of the absolute magnitude of the S
factor show considerable dispersion. Resonating-group
method (RGM) calculations [14,15,17,18,43] find consid-
erable dependence upon the effective interaction used.
Although Chopovsky [43] finds S(0) = 0.154 keV b, most
calculations favor S(0) —0.10—0.11, using the interaction
which best reproduces the Li bound state properties and
also the mirror sHe(cr, p)rBe reaction. Calculations us-

ing other techniques show similar dispersion. Langanke
[16] has found S(0) —0.105 keVb using a microscopic
potential model. Kajino, Bertsch, and Kubo [44] have

estimated S(0) = 0.097 + 0.038 keVb using the mea-
sured electric-dipole polarizability of Li. Kajino et at.
[45] have found a constraint on S(0), 0.083 & S(0)
0.15 keVb, using the experimental matter radius of Li,
and the correlation found in RGM calculations between
S(0) and the matter radius. Potential-model calculations
of S(0) = 0.09+ 0.03 keV b and S(0) = 0.100 keV b have
been reported by Buck and Merchant [42] and Mohr et al.
[19], respectively.

The branching ratios found in the present experiment
are consistent with all calculations [15,18—20], which pre-
dict R in the range 0.41—0.47. The strong theoretical
objections [18,20] to the branching ratio reported by
Schroder et al. have proven to be well founded.

As discussed in Sec. IV C, the measured az coefficients
are consistent with the calculations of Tombrello and
Parker. There are no theoretical calculations of the az
and a3 coefficients, but the results are consistent with
the expectation that az and a would be less significant
than a&, due to relative weakness of the interfering M1
or E2 amplitudes.

0.060 VI. THERMONUCLEAR REACTION RATE
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For the calculation of the thermonuclear reaction rate,
we assumed S(E) to be given for E & 1200 keV by the
energy dependence of Ref. [38] with S(0) = 0.1067 keV b
(i.e. , normalized to our data), and for higher energies by
a linear extrapolation:

S(E) = 0.0337+ 2.85 x 10 E (keVb)
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FIG. 12. Comparison of various theoretical calculations of
S(E), normalized for best fit to the data.

(E ) 1200 keV) (17)

where E is in keV. Using this parametrization, the re-
action rate N~(ov) was then calculated by numerically
integrating Eq. (1). Energies between 50 and 1200 keV
(i.e. , the range covered by this experiment) contribute at
least 50% of the integral in Eq. (1) for 0.09 & Ts & 6.
The present reaction rate is in excellent agreement with
that given by Caughlan and Fowler [46] for Ts & 1, but is
considerably lower for higher temperatures. Our numer-
ically integrated reaction rate is given within = 1% for
TQ & 10 by the following expression (plotted in Fig. 13):
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FIG. 13. The thermonuclear reaction rate N~(ov) calcu-
lated from our data is shown as a function of temperature in
GK in the upper panel. The ratio of the present reaction rate
to that given by Caughlan and Fowler [46] is shown in the
lower panel.

vious experiments [8,12], which show a larger increase in
the low-energy 8 factor than predicted by theoretical cal-
culations of the energy dependence. Our measurements
of the branching ratio (we find R = 0.45) are in rea-
sonable agreement with GrifFiths et aL [7] and Burzynski
et ul. [9], but not with Schroder et al. [8] (who found
R = 0.32 + 0.01). The systematic error in the present
experiment is reduced by a factor of 2—4 compared to
the previous measurements, leading to a much better de-
termination of the absolute normalization of the cross
section. The energy dependence of the cross section, the
magnitude of the branching ratio, and the angular dis-
tributions are in reasonable agreement with the available
calculations.

While the data are in reasonable agreement with the
theoretical calculations of the energy dependence [15—19],
it would be useful if the existing 10% discrepancies
(see Fig. 12) between the calculations could be resolved.
However, it may be that this uncertainty represents the
best that can be achieved with current theoretical tech-
niques. An improved understanding of the energy depen-
dence would reduce the uncertainty in the cross section
at low energies, where the data have larger uncertainties,
or are unavailable. However, it is important to note that
the present experiment covers nearly all of the energy
range needed for standard big-bang nucleosynthesis, so
astrophysical conclusions do not depend very much on
the extrapolation of data. It would also be interesting to
perform another Li Coulomb-breakup experiment, un-
der improved kinematical conditions, in order to test the
accuracy of radiative-capture cross sections determined
in this approach.

Our new reaction rate does not dier signi6cantly
Rom the Caughlan-Fowler compilation in the tempera-
ture range needed for standard big-bang nucleosynthesis.
The error in the sH(a, p) Li reaction rate is now com-
parable to other nuclear-physics uncertainties, reducing
a major source of uncertainty in the comparison of big-
bang calculations with the observed light-element abun-
dances.

VII. CONCLUSIONS

We have measured the sH(a, p)7Li cross section for
50 & E & 1200 keV, with a systematic uncertainty esti-
mated to be 6%. Nine angular distributions were mea-
sured between 115 and 1200 keV. The present results
disagree at low energies (E + 200 keV) with the two pre-
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