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Violent collisions and multifragment final states in the 40Ca + 40Ca reaction
at 35 Mev/nucleon
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The 4' multidetector AMPHORA has been used to measure yield distributions and energy spec-
tra for products of the collisions in the reactions of Ca with Ca at 35 MeV/nucleon. Events of
high multiplicity () 10) for which ) 85'%%uo of the total entrance channel atomic number is detected
have been isolated and found to result from the most violent collisions which lead to excitation
energies near 6 MeV/nucleon. A large fraction of these collisions lead to multifragment final states.
A detailed comparison of the experimental data with results of various models indicates that statis-
tical models which allow for expansion of the system or treat the multifragmentation process as a
simultaneous disassembly are more successful than normal sequential binary models at reproducing
the yield data and the event complexity inherent in the multifragmeut events. Quantum molec-
ular dynamic (+MD) calculations are found to provide generally good agreement with the data
but overestimate the proton and neutron emission. The agreement is significantly improved if an
appropriate afterburner is used to deexcite the separated primary +MD fragments. The sensitivity
of such hybrid calculations to the assumed matching time between the dynamical calculation and
the afterburner has been explored. The experimentally filtered /MD calculations which provide
good agreement with the experimental observables suggest that the most complex events observed
in this work come not from the most central collisions, which decay more by light particle emission,
but from a region of impact parameter b/5 „=0.5. This suggests that angular momentum effects
play an important role in the multifragment decay modes. A comparison of the present results with
those for projectile fragmentatiou in intermediate impact parameter collisions of 600 MeV/nucleon

Au with Cu indicates that a similar multifragmenting system is produced in the two very different
reaction systems.

PACS number(s): 25.70.Pq

I. INTRODUCTION

Accelerating heavy ions to intermediate energies be-
tween 20 and 100 MeV/nucleon provides the opportunity
to produce nuclei at the limits of their stability in temper-
ature and excitation energy. The recent literature con-
tains a multitude of studies of the reaction products of vi-
olent heavy ion collisions [1—24]. Many of these studies fo-
cus on the characteristics of multi&agment emission from
highly excited nuclei resulting &om central collisions [7],
on time scales of multi&agment emission [2,19,20], and
on the excitation functions and asymmetries of multi-
fragment decay of projectilelike fragments (PLF 's) result-
ing from peripheral and midcentral collisions [21]. Other

'Present address: Brookhaven National Laboratory, Upton,
NY 11973.

studies show evidence for an onset of volume emission
of heavy &agments as the projectile energy is increased
[22] and the disappearance of the production of heavy
&agments with increasing projectile bombarding energy
[11].Extensive theoretical efforts to treat multi&agment
emission processes have also been underway for several
years [13—16,18,23,24].

Nuclei heated to the limits of their stability may deex-
cite in a very complex fashion. Dynamical models predict
that in the initial stages of the reaction, the composite
system first undergoes significant compression and after-
wards expands. The degree of this compression and ex-
pansion is governed by the equation of state (EOS). A
combination of careful experimental and theoretical ef-
forts in this area may provide the means of defining the
nuclear equation of state.

For near-symmetric light mass systems various exper-
iments and theoretical calculations [6,15] indicate that
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multifragmentation can be expected to become a signif-
icant process at laboratory projectile energies near 35
MeV/nucleon. In order to explore such a system, we
have used a 4' detector to make measurements of the
charged reaction products in the Ca + Ca reaction
at 35 MeV/nucleon. We have then made comparisons of
the data to the predictions of various models in an effort
to more fully understand the reaction mechanism for the
most violent collisions. To complement the 4' charged
particle data, we have also measured neutron multiplici-
ties in the Ar + Ca system using a neutron ball.

The experimental method and analysis are described in
the next section. The difFerent models employed in this
study are introduced in Sec. III and the characterization
of the system is described in Sec. IV. In Sec. V we show
the comparisons of the data to the various models. In
Secs. VI and VII we discuss some of the implications of
our results. Our conclusions are presented in Sec. VIII.
A Letter describing some earlier analyses has previously
been published [25].

II. EXPERIMENTAL PROCEDURE

In the experiment 35 MeV/nucleon 4OCa ions were in-

cident on a 4oCa target in the AMPHORA [26] detector
at SARA (Systeme Accelerateur Rhone Alpes, Grenoble,
France) as shown in Fig. 1. This detector consisted of
120 CsI phoswich detectors covering 82%%uo of 4vr, 92 of
which were at angles less than 45, and also included
fast plastic detectors in front of the CsI detector. In
order to select the most violent collisions, a multiplic-

ity threshold requiring signals in 14 detectors was used
in our on-line trigger. Most of the data presented in this
paper result from runs with that high multiplicity thresh-
old, but several separate runs were also performed with a
trigger multiplicity threshold of 4. Hydrogen and helium
isotopes were identified using pulse shape discrimination.
Heavier elements were identified with approximately unit
Z resolution up to Z=20, using the ultrafast light compo-
nent from the plastic signal and the slow light component
of the CsI signal. The energy calibration for protons was

FIG. 1. The experimental configuration of the AMPHORA
detector.

determined from the sharp cutoff in the energy spectrum
which reflects the punchthrough energy.

In a separate experiment, an Ar beam &om the Texas
ARM K500 cyclotron was used at the same bombarding
energy with a Ca target in order to measure the neutron
multiplicities in a 47r neutron ball [27]. The fast neutron
ball signal was the trigger in this experiment and two de-
tector telescopes were used to detect protons and u par-
ticles at the same angles as the detectors in AMPHORA.
The telescope which was used at angles less than 90' con-
sisted of three silicon detectors having thicknesses of 50,
400, and 2000 pm, respectively, backed by a CsI detector.
The telescope which was used at angles larger than 90'
consisted of four silicon detectors having thicknesses of
20, 260, 2000, and 5000 pm, respectively. A forward ho-
doscope consisting of a seven-strip 300 pm silicon detec-
tor backed by a 5 mm CsI detector was also employed to
measure fragments between 3' and 8'. Data from these
runs were used to verify energy calibrations for light par-
ticles in the AMPHORA experiment. The neutron ball
experiments also provided neutron multiplicities and an
independent confirmation of several important elements
of the analyses of the AMPHORA detector as will be
seen.

Energy calibrations for intermediate mass fragments
(IMF's) in AMPHORA were determined by using the
approximate beam velocity peaks in the forward angle
spectra, observed during a singles calibration run, and
determining quenching factors relative to the proton en-
ergies. The quenching factors deduced &om the forward
angle spectra were used for all of the detectors. The
calibrations for angles of 4 and 6 were checked by com-
paring the energy spectra to those at corresponding an-
gles in the Ar + Ca experiment, thus verifying the
procedure. Uncertainties in the fragment energies are
estimated to be +10%%uo.

III. MODELS

%e describe in this section the models which we have
used to compare with our data in our attempt to un-
derstand the reaction mechanism. The models used can
be separated into three difFerent categories. The erst
category consisted of the models that handle entrance
channel dynamics only. These were important in this
study because the symmetric system of Ca + Ca has
a center of mass velocity equal to the nucleon-nucleon
center of mass. This makes a separation of preequilib-
rium and equihbriurn emission for the purposes of es-
timating the initial mass and excitation energy of the
decaying system difBcult. Included in our modeling of
the entrance channel dynamics were a Vlasoz-Uehling-
Uhlenbeck (VUU) model [14], a Boltzmann-Uehling-
Uhlenbeck (BUU) model [28], the quantum molecular
dynamics (QMD) models of Refs. [18] and [29], and a
preequilibrium model [30].

The second category of models was composed of statis-
tical models which follow the deexcitation of the excited
nuclei. Included in these models were GEMINI [24], a se-
quential evaporation model which takes into account all
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binary decay channels using the transition state formal-
ism of Moretto [23], the simultaneous multi&agmenta-
tion model of Gross [13),which assumes the simultaneous
breakup of an expanded starting nucleus with Rp = 2.08
fm and the expanding emitting source (EES) model of
Friedman in which the sequential decay of an expanding
nucleus is treated [16].

These first two categories of models were used together
in order to model the collision in a hybrid fashion (anal-
ogous to that of Ref. [14]); that is, the entrance channel
dynamical calculations were used to determine the ini-
tial conditions of mass, charge, and excitation energy of
the deexciting system. The statistical model of interest
was then activated in order to calculate the decay of the
system.

The third category included the models which are in-
tended to follow the entire evolution of the collision.
These were EvGENE [31],an essentially phenomenological
event generator based on massive transfer and preequi-
librium assumptions and, on a more microscopic level,
a QMD calculation [18] which starts with the entrance
channel dynamics and follows the reaction to the final
formation of clusters. This calculation, while similar in
some respects to the BUU and VUU one-body models,
provides a more realistic treatment of the fiuctuations
of the mean field and of cluster formation. In princi-
ple the QMD calculation should be able to simulate the
entire reaction &om the initial stages, where entrance
channel dynamics are important, through the final deex-
citation. In practice, however, we found that the QMD
alone significantly underestimated IMF production and
that better agreement with the data resulted &om using
the QMD model to describe only the first 100 fm/c of
the reaction and then allowing the deexcitation of the
excited &agments using GEMINI as an afterburner.

IV. CHARACTERIZATION OF THE SY'STEM

A. Selection of "complete" events

As indicated in Sec. II, an on-line multiplicity require-
ment of ) 14 detectors firing was used as the main trigger
for data acquisition. Detection of electrons caused the fir-

ing of some detectors which were included in this multi-
plicity requirement. These detectors were excluded in the
off-line analysis, which resulted in an efFective charged
particle multiplicity trigger near 10. Except where oth-
erwise noted, data presented in this paper result &om
this high multiplicity trigger. This is done in an effort to
emphasize the most violent collisions.

A combination of average velocity and multiplicity for
all detected products has been used in several experi-
ments [7,34,35] to select well characterized events. The
average velocity is defined by the relation

) m;v; cos8;

vave =
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FIG. 2. Multiplicity vs average velocity of reaction prod-
ucts. The arrows indicate the center of mass velocity. (a) Low
multiplicity threshold data and (h) high multiplicity threshold
data.

In Fig. 2(a) we show the total multiplicity as a function
of v, for the events taken with a multiplicity trigger
of 4. For the lowest multiplicity events the average ve-
locities are higher than e, . With increasing multiplic-
ity the distributions narrow and v, becomes v, . In
Fig. 2(b), we show the comparable distribution of av-

erage velocity for events with multiplicities in excess of
10. There the small spread in u, indicates very well
characterized events.

In addition to demanding high multiplicity, we have
also chosen to analyze only events in which at least 85%%

of the total atomic number Z of the combined system
was detected. These analyzed events are virtually com-
plete, missing only a few charged particles (most likely
very forward preequilibrium protons). Since these "com-
plete" events are only about 1'Fo of the total number
of recorded events, contamination by accidental events
where two reactions occur within the same beam burst
could be emphasized. To explore this possible contami-
nation, we have constructed the spectrum of total energy
shown in Fig. 3.

The total energy of an event was calculated by sum-
ming the kinetic energies of all detected particles to-
gether with the Q-value and appropriate corrections for
neutrons. In this calculation, we estimated the neutron
contribution by assuming the same number of neutrons
as protons and neutron energies which difFer &om the
proton energies only by the Coulomb energy. The solid
histogram represents the experimental data for our an-
alyzed events. We observe two peaks, one around 1100
MeV and the other around 1750 MeV. We attribute the
first peak to the true events and the second to events in
which two reactions occurred in the same beam burst.
The low value of 1100 MeV compared to the 1400 MeV
incident energy refiects the fact that for these events with
Z& t ) 34 the energy associated with six undetected pro-
tons and a corresponding six neutrons is missed in the
summation. This is discussed further in Sec. V(b).

Using the results of the QMD calculation over the en-
tire impact parameter range and filtered through the
detector acceptance, we determine the E«spectrum
which has a peak around 1300 MeV. That this is higher
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than the 1100 MeV contained in the experiment suggests
some difFerence between the results of the QMD calcu-
lation and the experimental data. We address this fur-
ther in another section. If we simulate accidental events

by adding together two random events generated by the
QMD model and then filter those events through the de-

FIG. 3. The sum of the total energy of all reaction prod-
ucts. The solid curve represents the experimental data. The
sharper peak around 1100MeV results from the true reactions
and the broader peak around 1750 MeV represents acciden-
tal events in which two reactions occurred in the same beam
burst. The dashed curve represents the @MD calculation of
total energy filtered through the detector acceptance and ob-
tained in the same way as the experimental data. The dotted
curve represents two events from the +MD calculation added
together to simulate an accidental event.

tector acceptance, we obtain a distribution that has a
peak near 1800 MeV. As these peaks do not match the
data exactly due to the differences between the results
of the QMD calculation and the experimental data, we
have shifted them to fit the respective peaks in order to
extract the accidental contribution. The results of the
simulation after shifting the distributions by 200 MeV
is shown for the true events as the dashed histogram in
Fig. 3 and for the accidental events as the dotted his-
togram in Fig. 3. We see that the widths are reproduced
quite well. Both of these peaks have been normalized
to fit the data. We take the fraction of the accidental
contribution in the true window as an estimate of our
accidental rate. We estimate f'rom this procedure an ac-
cidental rate of less than 10'%%uo after restricting the total
detected energy of an event to be less than 1400 MeV
as well as demanding that particles be in the true time
peaks in the time spectra. Further tests show that con-
tamination by random events does not affect the results
sufficiently to change the conclusions of this paper.

B. Collision violence and centrality

Using the experimental data, it is possible to estimate
the impact parameter range corresponding to the most
violent events. We present in Fig. 4(a) the charged par-
ticle multiplicity distributions obtained from the experi-
ment. The solid histogram shows the multiplicity distri-
bution obtained from the low multiplicity trigger and the
dotted histogram shows the multiplicity distribution re-
sulting from the high multiplicity trigger. If we make the
approximation that events with a multiplicity ) 4 repre-
sent the entire reaction cross section and that increasing
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IO '— 10 '—

10

10 3—

10

10

10-6

10

/

/

I

5 10 15 20 25

Multiplicity

—10 3

CL

cL 10-c

10

10'-

10 '—

10 2

10 3

10

I

I I:~l I

1 2 3 4 5 6

P~ (GeY/c)

I ' I ' I ' I ' I

(d)

FIG. 4. (a) Experimental multiplicity dis-

tribution; (b) Z s p's'gy distribution; (c) pz
distribution; (d) centrality distribution, as
described in the text. The solid curves repre-
sent the low multiplicity threshold data, the
dotted curves represent the high multiplic-

ity threshold data, and the dot-dashed curves
represent the results of the /MD calcula-
tion after filtering through the detector ac-
ceptance. The impact parameter scale shown
at the top of (a) indicates the impact parame-
ters expected for corresponding multiplicities
as discussed in the text.
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multiplicity is associated with decreasing impact param-
eter, we can estimate the impact parameter using the
following relationship:

ao

b=b
M(6)

X/2

P(M)dM

where P(M) is the normalized multiplicity distribution.
This procedure gives the impact parameter ranges shown
at the top of Fig. 4(a). Comparing this impact param-
eter scale to the dotted histogram leads to an estimate
that most of the "complete events" result from collisions
having impact parameters less than 4 fm.

Other variables have been used in the literature in
an attempt to determine impact parameters [6,32]. In
Fig. 4(b) we show the distribution of midrapidity charge
[32,33]. In Fig. 4(c) we show the distribution of the sum
of perpendicular momentum. In Fig. 4(d) we show the
distribution of centrality as defined by [6]

( ~ PZ Zmidrapidity X/3

& Mmax Pprcg Z~o~
(3)

As in Fig. 4(a), the solid histograms represent the low
multiplicity data and the dotted histograms represent the
high multiplicity data with "complete events" selected.
For each parameter represented in Figs. 4(a)—4(d) we ob-
serve that, to the extent a higher value of the selected pa-
rameter is associated with a lower impact parameter, our
complete events result from the most central collisions.
Using only the selection criterion of Z«& 34 on the
low multiplicity threshold data isolates the same event
regions as shown in Figs. 4(a)—4(d).

To estimate the fluctuations in our selection of the
most central collisions, we have used reaction simula-
tions. In Fig. 5 we present impact parameter distri-
butions calculated with EUGENE [31] (open circles) and
with the QMD model [18] (dot-dashed histogram) with
no filter applied. The calculations have also been filtered
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QMD (Filtered)

0.06-
CL

0.04—
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PIC. 5. Impact parameter distribution from model calcula-

tions. The open circles represent the un6ltered EUGENE calcu-
lation and the solid circles represent the EUGENE calculation
6ltered through the detector acceptance. The dot-dashed line
and sobd line represent, respectively, the unfiltered and 61-
tered impact parameters predicted by the +MD calculation

through the acceptance of our detector, demanding a
multiplicity & 10 and Zt, t & 34. The resultant distribu-
tions are represented by the solid points for the EUGENE

calculation and by the solid histogram for the QMD cal-
culation. In these calculations, the events which pass
the filter are Rom low impact parameters, mostly less
than 4 fm, but the more microscopic QMD calculation
implies some contribution up to 7 fm. For comparison
with the experiment the parameter ranges in multiplic-
ity, midrapidity Z, p~, and "centrality" corresponding to
the filtered QMD events are also presented as dot-dashed
curves in Fig. 4.

C. Primary composite system

To make comparisons of the data to results of statis-
tical model calculations the mass (A) and excitation en-
ergy (E') of the deexciting system must be specified.
For this symmetric system the experimental separation
of preequilibrium and equilibrium emission from the par-
ticle spectra is diKcult. Nevertheless, if we assume for
the events selected that all preequilibrium products are
emitted at very forward angles and escape through the
beam pipe and that we are left with only products emit-
ted from the equilibrated source, we can estimate the
excitation energy by using the same procedure as was
used in obtaining the results in Fig. 3, by excluding the
energy of the center of mass. For our complete events
the distributions of Z, „excitation energy, and A&, t (de-
rived &om Z by assuming the most probable isotope for
a given detected atomic number) are shown in Fig. 6. We
note a most probable value of Z —35, a most probable
value of A 75, and a most probable value of E' of 468
MeV.

We have also used several dynamical models to esti-
mate the starting conditions of Z, A, E' and angular
momentum (J„;t)for the subsequent deexcitation calcu-
lations. Landau-Vlasov [14,15], BUU [28,36], and QMD
[18,29] calculations indicate that at 35 MeV/nucleon the
collision of 4oCa + 4 Ca results in an initial compression
followed by expansion. The system reaches maximum
compression at about 70 fm/c. During this period sig-
nificant preequilibrium emission occurs. Based on the
calculations of Ref. [14], on BUU calculations using the
codes of Refs. [36] and [28], on the QMD calculations
of Refs. [18] and [29], and on preequilibrium emission
estimates using the Boltzmann master equation [30] we
have chosen A=70, Z=34, and E'=420 MeV as the start-
ing point for our deexcitation calculations. A maximum
J = 80h is also indicated by the calculations. This is
a slightly smaller system than calculated using the ex-
perimental data, but E*/A remains approximately the
same. In the QMD calculations that we performed us-
ing the model of Ref. [18], the quadrupole moment of
the momentum distribution has a minimum near 0 at
100 fm/c. We therefore stopped the QMD calculation at
that time and followed the deexcitation of excited prod-
ucts with the code GEMrNl as an afterburner. We have
chosen to be guided by the results of the dynamical mod-
els because we believe that in the experiment we do detect
some preequilibrium particles at the more forward angles.
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The observables that we calculate do not change appre-
ciably for 20% variations of initial mass and excitation
energy. Furthermore, in most of the models, excitation
energies and mass transfers correlate in such a way as
to maintain E*/A relatively constant. Initially all model
calculations are made assuming a single A = 70 source.
In Sec. VC we discuss the effect of varying the time
at which the @MD calculation is stopped and the after-
burner is utilized. In Sec. VI we discuss the possibility
of contributions from a more complex binary source.

V. EXPERIMENTAL OBSERVABLES

A. Light charged particle multiplicities

The solid points in Figs. 7(a)—7(e) represent the mul-
tiplicities and multiplicity distributions for the di8'erent
species in our "complete" events. In the experimental
data we And an average multiplicity per event of 6.1 pro-
tons, 5.4 o. particles, and 2.4 intermediate mass fragments
(IMF's, Z & 3). The models differ in their ability to
reproduce these basic multiplicity observations (in com-
paring with the statistical model calculations we have
added two protons to each event to simulate preequilib-
rium protons which were detected in the experiment).
With this correction, the multi&agmentation calculation
of Gross [13] reproduces the proton multiplicity distri-
bution very well, but predicts too few n particles and
too many IMF's. The GElvaNi [24] calculation, using

J„;~——80h, predicts too many protons, and too few a
particles. The /MD [18] calculation with the GEMiNi af-
terburner overpredicts the number of protons by almost
a factor of 2, predicts an average of only 1 o. particle,
and matches the IMF multiplicity distribution very well.
The predictions of the proton and a-particle multiplici-
ties by the /MD calculation might be improved by in-

cluding antisymmetrization in the /MD. Indeed in an
antisymmetrized molecular dynamics (AMD) [37] model
a large increase in the calculated n-particle multiplicity
is observed.

In Fig. 7(d) it is observed that only the Gross multi-
fragmentation calculation comes close to reproducing the
correlation of proton and IMF multiplicities while none
of the calculations we have considered reproduce the cor-
relation of n-particle and IMF multiplicities as seen in
Fig. 7(e).

B. Neutron-charged particle correlations
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FIG. 6. Characteristics of the deexciting source extracted
from experimental data assuming all preequilibrium products
are missed. (a) The atomic number of the source, (b) the mass
of the source, and (c) the excitation energy of the source.

Figure 8(a) shows the background corrected neutron
multiplicity distribution obtained from our 4 Ar + oCa
experiment in the neutron ball. Figure 8(b) presents the
measured average multiplicities of protons (open circles)
and n particles (open squares) as a function of the de-
tected neutron multiplicity. The proton and n-particle
multiplicities initially increase with an increasing num-
ber of detected neutrons but become essentially constant
above six detected neutrons.

In these experiments the neutron ball counting cycle
was triggered by the fast light flash which signals the
occurrence of a reaction. Since essentially all reactions
lead to a sufhcient number of p rays and neutrons to
produce this reaction trigger, the distribution of neu-
tron multiplicities in Fig. 8 represents the total reaction
cross section O.R to a very good approximation. Associ-
ation of the approximately 20'% of the reactions which
result &om impact parameters & 4 fm with the largest
number of detected neutrons would suggest that colli-
sions leading to & 6 detected neutrons are the collisions
analogous to those selected in the AMPHORA experi-
ment. For such neutron multiplicities we note that both
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FIG. 7. Multiplicities of various products. The solid points represent the experimental data, the solid lines represent the
predictions of the Gross multifragmentation calculation, the dashed lines represent the prediction of the GEMiwr calculation,
and the dotted lines represent the prediction of the QMD calculation with the GEMINI afterburner. (a) Proton multiplicity, (b)
a particle multiplicity, (c) IMF multiplicity, (d) proton multiplicity vs IMF multiplicity, and (e) o particie vs IMF multiplicity.

the average a-particle and average proton multiplicities
are essentially constant. This indicates that, for that
region of detected neutron number, the distribution is
dominated by the combined Buctuations in the neutron
emission probability and detection. Indeed, a reconstruc-
tion of the primary neutron distribution, based on a sim-
ulation of the detector efficiency for this reaction [38—
40], indicates that the average primary neutron multi-

plicity which leads to ) 6 detected neutrons is 11 6 1.
The value of (M ) = 5.2 which is observed in this ex-
periment confirms that measured for the central events
in the AMPHORA experiment and underlines the util-
ity of the neutron ball as a centrality filter, even for
light systems. The value of (M„)= 12 is six protons
more than that seen for Zq q & 34 events selected in the
AMPHORA experiment. This re8ects the fact that this
multiplicity derived by integration of the measured an-
gular distribution accounts for the entire proton emission
into 4m sr and is not subject to the geometric losses in the
AMPHORA detector. The observance of an average of 12
protons in these events confirms that the missing charge
in the AMPHORA experiment is to be found in unde-
tected protons.

Finally we note that in the reconstruction of the total
energy for Fig. 3 it was assumed that the multiplicity of
neutrons was essentially equal to that of the detected pro-

tons. This experiment confirms that expectation. How-
ever, we see now that both experimental multiplicities are
significantly higher than those of the detected protons in
AMPHORA. Proper accounting for these multiplicities
allows reconstruction of the total 1400 MeV available in
the entrance channel.

C. Elemental yield distributions

We present in Figs. 9 and 10 the experimental elemen-
tal yield distribution, as solid points, and the correspond-
ing distributions predicted by different statistical mod-
els, as histograms, all filtered through the acceptance of
the detector. The solid line represents the prediction of
the simultaneous multifragmentation calculation of Gross
[13] and the dotted line shows the prediction of the sta-
tistical code, GEMINI [24) with 1„;tchosen to be 80h. For
the experimental events, we note a steep falloff in yield
between Z = 1 and 4, and then a more gradual decrease
with increasing Z. The simultaneous multi&agmentation
calculation produces a charge distribution which falls off
somewhat faster than the experimental distribution and
produces more products in the range of Z = 3—10. Since
the yield distribution is quite sensitive to excitation en-
ergy, reducing the assumed excitation energy improves
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the fit [12,13]. In Fig. 9 we also present the charge dis-
tribution predictions of this calculation at E*=340 MeV.
The calculation does provide a significantly improved fit
to the entire data set although the yield is still overpre-
dicted in the range of 3 ( Z & 8. Given our experimen-
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FIG. 9. The elemental charge distribution. Solid points
represent the experimental data, the solid line represents
the prediction of the Gross multifragmentation model for
E* = 420 MeV, the dotted line represents the prediction of
the Gross multifragmentation model for E* = 340 MeV, and
the dot-dashed line represents the prediction of the GEMINI

calculation.

FIG. 8. (a) Neutron multiplicity distribution for the Ar
+ Ca system. (b) Proton (circles) and a-particle multiplic-
ity vs neutron multiplicity. The horizontal solid line indicates
the average proton multiplicity observed in the Ca + Ca
experiment plus 6 to account for the missed preequilibrium
protons and the horizontal dashed line indicates the average
o,-particle multiplicity observed in the Ca + Ca experi-
ment.

FIG. 10. The elemental charge distribution. The data
(solid points) are compared with results from three difFerent
calculations in which the GEMINI afterburner is turned on at
different times after the collision. These times are 80 fm/c
(solid line), 100 fm/c (dotted line), and 240 fm/c (dashed
line).

tally estimated excitation energy as well as those of the
dynamic models, this reduction of the excitation energy
to improve the fit to the yield distribution is probably
not justified.

GEMINI produces the typical Z distribution expected
from a normal statistical model, that is, a relatively large
production of Z = 1 and 2 and a peak corresponding to
heavy residues at higher Z. A lower excitation energy
would lead to poorer agreement with the data.

Figure 10 presents a comparison between the experi-
mental yield data and results of a QMD calculation with
GEMINI afterburner for three di6'erent choices of the time
at which the afterburner is activated. Using the relatively
long time of 240 fm/c leads to a rather poor agreement
with the experiment, characterized by too great a yield of
high atomic number products and a deficiency of IMP's.
Following the QMD calculation to longer times leads to
only a small improvement because the subsequent decay
in the QMD calculation is by light particle emission. As
a result the excess of heavy products and deficiency of
IMF's remains. In contrast, applying the afterburner at
the earlier times of 100 and 80 fm/c significantly improves
the fit since more complex fragments are emitted in that
deexcitation calculation.

Although the best agreement with the yield distribu-
tion is obtained by turning on the GEMINI afterburner af-
ter 80 fm/c, the quadrupole moment calculation (see Sec.
IV C) indicates that the system is not yet equilibrated at
that point. In addition in intermediate impact parameter
reactions which lead to two large fragments in the exit
channel 80 fm/c is not enough time for the fragments to
separate. We therefore choose to make comparisons of
the QMD calculations to the data for the case when the
GEMiNi afterburner is activated after 100 fm/c. Due to
the close proximity and therefore relatively large amounts
of Coulomb energy of all QMD products at 100 fm/c, we

integrated the Coulomb trajectories of all primary frag-
ments and used the corrected velocities and directions as
the input into the afterburner.
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D. Event complexity

In Fig. 11 we show correlations between the &agment
size and multiplicity. The figure shows the probabilities
of detecting at least n &agments which have Z greater
than or equal to a speci6ed value which we call Zqh„,h~~g.

The symbols represent the probabilities for n=1, 2, 3, 4,
etc. For the data, shown in Fig. 11(a), we note that up to
six &agments having Z )3 are observed in some events.
Figures 11(b), ll(c), and 11(d) show the predictions of
the simultaneous multi&agmentation model [13], the sta-
tistical model, GEMINI [24], and the @MD calculation [18]
with the GEMINI afterburner, respectively We note that
the Gross model provides reasonable agreement with the
data, but produces higher numbers of highfold events
than seen in the experiment T.he standard sequential
model GEMINI, shows higher probabilities for emission of
larger &agments and somewhat lower probabilities for
multiple &agment emission than are seen in the data.
The @MD (GEMINI) calculation shows very good overall
agreement with the experimental data.

As another means of exploring moments of the multi-
plicity distribution, we show in Fig. 12 the event-by-event
distribution of the logarithm of the atomic number of the
largest fragment of an event versus the logarithm of S2,
the normalized second moment of the event Z distribu-
tion, with the largest &agment excluded,

Z2M(Z;)

Z;M(Z;)

Campi has suggested [41] the use of such a plot to search
for possible critical behavior in deexcitation patterns.

Two peaks occur in the experimental contour plot in
Fig. 12(a). One is located at large values of ln Z and
small values of lnS2 and the other is located at small
values of ln Z „and large values of ln S2. The results
of the multi&agmentation calculation in Fig. 12(b) show
only one peak at large lnS2, similar to but at higher
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FIG. 11. Probability distributions for emission of at least
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FIG. 12. Logarithmic distribution of Z vs Ss (see text).
Each contour represents constant value in units of relative

where Y is the yield. The outside contour is atd ln S&d 1n Smax
a level of 10, and each inner contour represents a progressive
increase in yield of 150. (s) Experiment, (b) multifrsgmen-
tation calculation of Gross, (c) aEMINI calculation, and (d)
+MD model with CEMINI afterburner.
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value than, the most prominent peak in Fig. 12(a). The
GEMINI calculation, [Fig. 12(c)], on the other hand, pro-
duces a large peak only at small values of ln S2, even
lower than the lower peak in the experimental d.ata, a fact
which reHects the dominance of light particle emission in
the GEMiNi calculations. The @MD (GEMiNi) calculation
[Fig. 12(d)] predicts a spread of events over the entire
ln S2 range, more in line with the experimental data, but
the peak at lower ln S~ is at a lower value than that of
the experimental data as, in the GEMINI calculation. In
each case, @MD and GEMiNi, this shift to a lower value
reHects the fact that the proton multiplicities in the cal-
culation are higher and the n multiplicities lower than in
the experimental data.

Since the filtered simultaneous multifragmentation cal-
culation is dominated by high ln S~ events and the GEMINI

calculation by low ln S2 events, it is of interest to compare
the yield distributions of these calculations with the re-
spective yield distributions for high and low ln S2 events
in the experimental data. In Fig. 13(a) we compare the
experimental charge distribution corresponding to the
large ln S2 peak with the prediction of the Gross mul-

tifragmentation calculation. We note a generally good
agreement between the multifragmentation model and
the charge distribution gated on large ln S2 although the
multifragmentation calculation again predicts some ex-
cess of products in the range of Z = 3—5. A compar-

10

E, =0 MeV

ison of these large lnS2 events to the multi&agmenta-
tion calculation at 34Q MeV displays better agreement
as shown by the dotted line in Fig. 13(a) but sufFers from
an overprediction at the largest charges. %e compare in
Fig. 13(b) the experimental charge distribution gated on
small ln S2 to the results of the GEMINI calculation. In
this case we observe that although the curves are quali-
tatively similar, they do not agree very well. The peak of
the GEMINI calculation extends to higher Z values than
those observed in the experiment.

The dashed lines in Fig. 13 represent the predic-
tion of the @MD calculation gated on small and large
lnS2 events, respectively. The agreement is seen to be
quite good for large ln S2 events over the full range of
atomic number but suffers from the same overprediction
of higher Z values as does GEMINI.
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FIG. 13. The elemental charge distribution gated on small
in Ss (top panel) and large 1n S2 (bottom panel). The dashed
lines indicate the prediction of the @MD calculation gated
on small and large ln S2. The solid line in the top panel
represents the prediction of the cEMINI calculation and the
solid line in the bottom panel represents the prediction of the
Gross multifragmentation calculation.
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FIG. 14. Probability distributions for emission of at least
n fragments, each having Z & Zth, ,h predicted by the EES
model of Friedman. Symbols are n = 1, Q; n = 2, ; n = 3,
A;n=4, o;n=5, ~;n=6, *;n=7, +;n=8, a.
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vrhere Y is the yield for the EES model of Wied-

man having E,„~ of (a) 0 MeV, (b) 50 MeV, and (c) 100
MeV. The outside contour is at a level of 10, and each inner
contour represents a progressive increase in yield of 150.

The comparisons presented in Figs. 9, 11, 12, and 13
as well as those with results of the sequential evaporation
code of Richert and Wagner [42) as presented in Ref. [25]
suggest that "normal" statistical models are not in good
agreement with the observations and that important dy-
namical efFects must be taken into account. Since expan-
sion of the nucleus is a key ingredient in the reasonably
successful simultaneous multi&agmentation model and is
also important in the QMD model, a sequential statistical
model which explicitly treats expansion effects may offer
some particular insights to the multi&agment emission
process [43,44].

We present in Fig. 14 the correlations between frag-
ment size and multiplicity obtained using the EES model
of Friedman [16] and assigning an increasing &action of
the total excitation energy to an isotropic expansion of
the system. The assumed expansion energies are indi-
cated in the figure. This model limits IMF emission to
Z & 9. The multiple &agment emission probability in-

creases significantly with increasing expansion energy. A
comparison to the data presented in Fig. 11(a) suggests
that an assumed expansion energy 50 MeV leads to
reasonable agreement with the data.

In Fig. 15 we present plots of ln Z,„vsln S2 for the
different assumed values of E,„~„ofthe deexciting sys-

tern. As shown in Fig. 15(a), when E,„~„=0 the results
are qualitatively similar to the GEMINI prediction. How-
ever, for E,„~„=50 or 100 MeU, as shown in Figs. 15(b)
and 15(c), respectively, the distributions evolve to include
events with larger values of ln S2 and smaller values of
lnZ „.For E,„p„=100 MeV, the results shown in
Fig. 15(c) are similar to those of the multi&agmentation
model which are presented in Fig. 12(b). Comparing the
results of the calculations presented in Figs. 14 and 15
with the corresponding experimental results shows that
the data could be reasonably well reproduced by the EES
model with an expansion energy of 50—75 MeV or 0.75—
1.0 MeV/nucleon. Again the need to incorporate some
dynamics is indicated by this result.

E. Energy spectra and angular distributions

Comparisons of experimental and calculated energy
spectra and angular distributions of emitted particles
and fragments may provide some further insights into
the question of expansion. Figure 16 shows energy spec-
tra of protons for the difFerent angles in the AMPHORA
detector compared to the results of the multifragmenta-
tion calculation, the GEMINI calculation, and the QMD
(GEMINI) calculation, respectively. The multi&agmenta-
tion calculation predicts proton spectra which peak at
energies well below the energies observed in the experi-
ment. This is a direct consequence of the lower barriers
which result &om the expanded nucleus in this calcula-
tion. Proton spectra predicted by the GEMINI calculation
peak at energies similar to those of the data throughout
the angular range and generally describe the shapes of
the spectra quite well. The QMD (GEMINI) calculation
predicts proton spectral shapes in reasonable agreement
with the experimental data, but suffers from a drastic
overprediction of the yield of protons as was already ob-
served in Figs. 7 and 9.

Figure 17 shows energy spectra of o. particles for the
different angles in the AMPHORA detector as compared
to the multi&agmentation calculation, the GEMINI calcu-
lation, and the QMD calculation, respectively. The mul-
ti&agmentation calculation again predicts energy spectra
that are softer than those observed in the experimental
data. The GEMINI calculation shows some general agree-
ment with the data while the shapes of the n particle
energy spectra predicted by the QMD (GEMINI) calcula-
tion are in somewhat better general agreement with the
experimental spectra for angles forward of 45'. lt should
be noted that each calculation exhibits some deficiency
in yield for a particles at backward angles.

The top panel in Fig. 18 compares the energy spectra of
IMF's predicted by the multifragmentation model to the
experimental data. The energy spectra of all products
are softer than those observed in the experiment, again
re8ecting the low barriers resulting from the highly ex-
panded system assumed in this model. The center panel
of Fig. 18 shows the predictions of the cEMnI calcula-
tion compared to the experimental data. The shapes of
the spectra show a reasonable fit to the data; however,
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the yield distribution is not reproduced as was initially
observed in the charge distribution of Fig. 9.

The bottom panel represents the prediction of the
QMD calculation with the GEMINI afterburner. Both the
shapes of the energy spectra and the yields are repro-
duced over the entire range of Z. The angular distribu-
tion predicted by the QMD falls off slightly faster than
the experiment for heavier fragments.

vr. EvEm cHAR&cTERzsTrcs

To this point we have found that the QMD (GEMINI)
calculation provides a good overall agreement with many
of the experimental observables suggesting that both the
dynamics and the statistical aspects of the collision and
decay are being treated in a reasonable way. Given the
generally good agreement of the QMD model (with the
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GEMINI afterburner) it is instructive to inquire further
into the types of collisions which the model predicts. This
we do by first determining the impact parameter ranges
in the model which lead to the regions of high and low
ln S2 in Fig. 12(d). The impact parameter distributions
that lead to these small ln 82 and large ln S2 events are
shown in Figs. 19(a) and 19(b), respectively. In the cal-
culation the large ln S2 events result &om larger impact

parameters than do the small ln S2 events. A closer ex-
amination of event types indicates that, although there
is significant llilxing, in the /MD portion of the calcu-
lation, the small impact parameter events generally lead
to an exited mononucleus while the higher impact pa-
rameter events often have two large primary fragments
in the exit channel. Thus, in the /MD model calcula-
tion at least, the most complex events are either those
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in which the binary nature of the collision is not forgot-
ten even though the nucleon momentum distribution is
equilibrated or those in which angular momentum plays
a very important role.

This impact parameter dependence has led us to in-

vestigate the extent to which large Sz events such as
those seen in our data could simply be viewed as resulting
fromm the normal statistical decay of two highly excited
Ca-like primary fragments produced in deeply inelastic
collisions. For this purpose we have carried out statisti-
cal model deexcitation calculations for nuclei having half
the xnass, atomic nuxnber, and excitation energy of our
A. = 70 composite system (i.e., A = 35, Z = 17, and
E =210 MeV) and then randomly mixed two events to
simulate the deexcitation of two such nuclei produced in
the same event. The two primary nuclei were assumed
to have a relative velocity of 2.4 cm/ns in the center of
mass frame. All center of mass events were projected
into the laboratory frame, one traveling forward in the
center of mass and the other traveling backward in the
center of mass, and filtered through the experimental ac-
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FIG. 19. The impact parameter distribution of the QMD

calculation for reactions leading to (a) filtered small 1n S2
events and (b) fi1tered 1arge 1n S2 events.
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FIG. 20. The experimental yield distribution gated on

large in S2 (solid points) compared with a multifragmentation
calculation (solid line) and a GEMINI calculation (dot-dashed
line) in which two mass-35 nuclei having excitation energies of
210 MeV are allowed to deexcite and then are added together
and 6ltered through the detector acceptance and with an em-

pirical mixing for the decay of two Ca nuclei each with 210
MeV excitation energy (open circles).

ceptance. Calculations were done with both the GEMINI

code and the Gross multi&agmentation code. Not sur-

prisingly, in each case only large S2' events result &om
those simulations. The yield distributions resulting &om
those calculations, shown in Fig. 20, are quite similar but
they exhibit significant deviations &om the data.

The possibility exists that the deviations simply reflect
the inadequacy of the model simulations even though the
QMD model with the GEMINI afterburner has been shown
to reproduce much of the experimental data for IMF pro-
duction. Therefore we have used results of a study of 35
MeV/nucleon Ca+" 'Cu [48] in which the decay of the
4oCa projectile was observed at different excitation ener-
gies in peripheral and midcentral collisions to carry out a
similar analysis. We used that data to simulate the effect
of binary collisions in our data by choosing events having
excitation energies between 200 and 250 MeU and ran-
domly adding two events together and projecting them
into the laboratory &arne. Again the relative velocities
of the two primary fragments were 2.4 cm/ns. Products
were then filtered through the detector acceptance and
analyzed in the same way as our 4oCa + 4oCa data. The
open circles in Fig. 20 show the elemental yield distri-
bution resulting &om this simulation compared to the
experimental distribution gated on large ln S2. We still
observe much more IMF production in the Z = 6 region
which corresponds to a larger event complexity than seen
in our Ca + Ca experiment. The simple two statisti-
cal source Ca-like assumption does not explain our large
ln Sz events very well.

VII. DENSITY AND EXPANSION EFFECTS

The QMD model employed predicts some significant
compression and expansion of the composite system for
the violent collisions selected in our experiments. In
Fig. 21 the calculated evolution of the maximum den-

FIG. 21. Density vs time for different model calculations.
The shaded area represents the ranges of expansion predicted

by the RES model of Friedman for different values of assumed

E,„~„.The dotted curve showing the least expansion rep-
resents the case with E „~„=0and the dotted curve show-

ing the most expansion represents the case with E,„p 100
MeV. The dashed curve represents a Landau-Vlasov calcu-

lation, the solid curve represents the +MD calculation with

It = 200, and and the dot-dashed curve represents the /MD
calculation with K = 378.

sity with time is presented. ln the QMD calculation us-
ing a soft equation of state with K = 200, a minimum
density near 0.75po is reached for events filtered through
the detector acceptance. For a harder equation of state,
with K = 378, the minimum value is near 0.85po, for
filtered events. For comparison to the QMD calculations
we present the results of the Landau-Vlasov (LV) cal-
culation of Ref. [15] which was made for head-on colli-
sions with a projectile energy of 40 MeV/nucleon and
K = 200. The QMD calculation shows less compression
and less expansion than the LV calculation. At least part
of the difference between the QMD and the LV calcula-
tions reflects the larger range of impact parameter in the
filtered QMD simulation. At impact parameters less than
1 fm the QMD calculation for unfiltered events leads to
a maximum compression near p = 1.5po. The expan-
sion seen for these unfiltered central collisions (b ( 1 fm)
is, however, only about 10% more than for the filtered
case. This is a result of the difFerent prescriptions used
for determining which nucleons belong to the heaviest
&agment which affect the expansion phase but do not
affect the compression phase.

The minimum densities reached in the EES model cal-
culations which correspond to Fig. 15 are also shown by
the shaded area in Fig. 21 for the ranges of assumed ex-
pansion energies. The EES model assumes an eff'ective
compressibility of E = 144 and somewhat lower values
of p —0.35po are reached in the RES calculations which
show the best agreement with the data.

The large value of the radius parameter of the frag-
menting A = 70, nucleus, Bo ——2.08 fm, used in the Gross
multifragmentation calculation could be interpreted as
implying an even lower density of p = 6po for the de-
exciting system. However, the radius parameter of that
model is essentially determined by the assumed spherical
shape of the product fragments which have a radius of
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1.18A&, . To restrict the parent nucleus radius param-
eter to significantly lower values than Ro ——2.08 fm is
equivalent to placing a restriction on the allowed frag-
mentations. For example, in that treatment, symmetric
fission of our system is not possible for Ro & 1.87 fm. We
believe that it is more appropriate to interpret the radius
parameter of the Gross calculation as characterizing the
outer boundary of the shape of the complex transition
state of a multifragmenting nucleus [45] rather than as
an indicator of low density.

In principle detailed comparisons between the data and
a good model calculation could provide information on
the nuclear equation of state. Since the @MD (GEMINI)
calculations are in reasonably good agreement with many
of the experimental observables discussed in this paper,
we have explored the sensitivity of that calculation to the
assumed nuclear incompressibility by making a series of
calculations with K = 378. While this value of K leads
to significantly less expansion of the system, as seen by
the solid curve in Fig. 21, the changes in the various
experimental observables which we have considered are
small indicating a relative insensitivity to the assumed
K.

Barz et al. [50] have suggested that a plot of E~ =
E sin 8 as a function of product mass (or atomic number)
can be used to estimate the magnitude of directed radial
energy resulting from expansion of a system. In view of
the fact that the EES model results suggest contributions
to the fragment kinetic energies of the order of 0.1—0.5
MeV/nucleon from expansion we have attempted to ap-

ply such an analysis to our data. We find, however, that
our results are quite sensitive to the experimental energy
thresholds, which themselves increase with increasing Z
and that comparisons of the data with filtered model re-
sults are inconclusive. This may not be surprising since
the EES model predicts that for the range of expansion
energies considered in that calculation the bulk of the
IMF emission occurs at maximum expansion when the
directed radial energy is zero.

VIII. CONCLUSIONS

Complete events resulting from violent central col-
lisions of 4o Ca with 4o Ca at 35 Me V/nucleon have
been isolated and analyzed. Excitation energies near
6 MeV/nucleon appear to be reached in such collisions.
Based on the comparisons between the data and the re-
sults of the various model calculations several conclu-
sions can be drawn. For the most violent events, cal-
culations made with normal sequential binary statistical
models do not reproduce the yield distributions, event
complexity, or, in detail, the energy spectra. Statistical
models which incorporate expansion or allow for more
complex transition states than the usual binary ones are
more successful at reproducing the observed yield distri-
butions and event complexity. With some adjustment of
parameters those models might produce an even better
agreement than that reported here. Such models, lack-
ing a complete treatment of the dynamic evolution of the
collision, are less successful at reproducing experimental
energy spectra. The @MD model which treats the dy-

namic evolution of the system provides a good overall
description of the experimental observables. The model
predicts a proton multiplicity well above that observed
and an o.-particle multiplicity well below that observed.
This might be improved in antisymmetrized models un-
der development [37]. However, even when followed to a
long time (- 1000 fm/c), the model significantly under-
estimates the &agment yield. When a statistical model
afterburner, which treats all decay channels, is used after
100 fm/c, more fragments are produced and the results
are in good agreement with much of the yield distribu-
tion and event complexity observed in the experiment.
This requirement of an appropriate afterburner has been
noted by other authors [29,46]. A more complete inclu-
sion of the most important quantum mechanical efFects
might solve the need for an afterburner and provide a
complete description of the reaction [47].

The /MD model calculations suggest that, even
though high excitation energy and low density is reached,
the most central collisions do not usually lead to multi-
&agment final states. In the model the multifragment
events come primarily &om violent collisions at larger
impact parameters. Since equilibration appears to be
achieved in these collisions, this suggests that angular
momentum efFects are important in the multifragment
emission processes which we have observed. %e note
that this is the case even though the various "centrality"
determinations employed all indicate very central events.
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FIG. 22. Comparison of various experimental observables
in Ca + Ca to results of 600 MeV/nucleon Au + Cu.
The Gross multifragmentation calculation is shoran for both
the Ca + Ca system and for a system with the same mass,
but an %/Z ratio which corresponds to Au. Zb „„sis the
sum of all charges in an event having Z & 2, Z

„
is the

charge of the heaviest fragment observed in an event, MIMF
is the average IMI multiplicity per event, M is the average
o.-particle multiplicity per event, a12 is the asymmetry of the
heaviest fragment relative to the second heaviest fragment,
a23 is the asymmetry of the second heaviest fragment relative
to the third heaviest fragment, a/23 is the three-body asym-

2

rnetry of the three largest fragments, and p2 ——
& 2 + & where

o. is the variance of the charge distribution in the event and

(Z), is the the mean charge of the event.
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Similar effects must be operational in other reported mul-

ti&agmentation studies.
In closing we wish to point out similarities between

our data and data from the 600 MeV/nucleon ~srAu on
various targets &om an ALADIN experiment [12]. By
adjusting the excitation energy input to a multi&agmen-
tation model Li and Gross [49] and Barz et aL [50] have
reproduced the Zb „gvs My f correlation and other mo-
ments of the &agment distributions seen in the ALADIN
data. Li and Gross [49] estimated for central collisions
of ~ Au with s Cu that the decaying projectilelike frag-
ment has mass near 70 and an excitation energy per nu-
cleon of 6 MeV, very near to the mass and excitation
energy that of our system. We show in Fig. 22 compar-
isons of different variables for our data and the ALADIN
data W. e also show the results of the multifragmentation
calculation of Gross for those variables both for our sys-
tem and for the ALADIN data where we have assumed
that the deexciting A = 70 nucleus has an K/Z ratio of
~s7Au. For the two experiments we note a nearly identi-
cal pattern in the magnitudes of the different quantities
considered. Our data for a system with N = Z show
a higher Zb „„gthan the ALADIN data. This is essen-
tially accounted for by the higher a particle multiplicity.
The values of Z „andof all other variables presented in

Fig. 22 are very similar for the two systems, indicating
that the multi&agmenting system is much the same in
the two experiments. This result is surprising because of

the extreme difFerence between the energies and colliding
masses of the two systems and because of the difFerences
in compression and expansion efFects expected for the
two. Significant compression and expansion is predicted
for central collisions in the Ca + Ca system while
the projectile remnants detected in the ALADIN exper-
iment are expected to result from a relatively uncom-
pressed, but highly excited entity which undergo large
thermal expansion [51]. Energy conservation indicates
that total excitation energies in our system cannot be
much higher than the 6 MeV/nucleon that we have es-
timated. The similarity of our results to the ALADIN
results for small impact parameter lends support to the
arguments of Refs. [49] and [50] regarding the excitation
energies at freeze-out in the ALADIN data.
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