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The shape of the low-energy part of the P-delayed n-particje spectrum of N is very sensitive to
the o.+ C reduced width of the 7.117MeV subthreshold state of O. This state, in turn, dominates
the low-energy p-wave capture axnplitude of the astrophysically important C(cx, p) 0 reaction.
The a spectrum following the decay of N has been measured by producing a low-energy N N+
beam with the TRIUMF isotope separator TISOL, stopping the molecular ions in a foil, and counting
the a particles and C recoil nuclei in coincidence, in thin surface-barrier detectors. In addition to
obtaining the 0; spectrum, this procedure determines the complete detector response including the
low-energy tail. The spectrum, which contains more than 10 events, has been fitted by R- and K-
matrix paraxnetrizations which include the measured C(a, p) 0 cross section and the measured
a+ C elastic-scattering phase shifts. The model space appropriate for these parametrizations has
been investigated. For Ssx(300), the El part of the astrophysical S factor for the C(a. , p) 0
reaction at E, = 300 keV, values of 79+ 21 and 82 6 26 keV b have been derived from the R- and
K-matrix fits, respectively.

PACS number(s): 95.30.Cq, 23.60.+e, 27.20.+n

I. INTRODUCTION

The helium-burning phase of stellar evolution consists
essentially of only the 3 4He m x2C+ p and x2C(xx, p) xsO

reactions because of the absence of appropriate states
(resonances) near the xsO+ cx threshold. Numerous stud-
ies have shown that the ratio of the cross sections for the
two reactions, and the resultant 2C/ sO abundance ra-
tio, are important in the evolution of massive stars, both
for the abundances of heavier elements subsequently pro-
duced, and for determining the nature of the remnant
when the stars explode as supernovas [1,2]. In partic-
ular, a small x2C/x 0 ratio leads to the formation of a
more massive iron core during the presupernova stages,
and thus increases the probability of leaving a black-hole
remnant instead of a neutron star [2].

Although the "triple-a" reaction rate cannot be deter-
mined directly in the laboratory, the various factors that
enter the rate have been measured, and the predicted rate
at the usual helium-burning temperatures ( 2 x 10 K)
is believed to be known to about 15% [3]. Unfortunately,
the same cannot be claimed for the rate of x2C(n, p) xsO,

and it is highly desirable to know this rate with compa-
rable accuracy to that of the triple-o. process in order to
test stellar evolution theory quantitatively.

The particular reasons for the great difhculty in ob-
taining a reliable estimate of the 2C(a, p)xsO rate fol-

low: (1) the cross section is needed in the neighborhood
of center-of-mass energy E = 300 keV (the "most ef-
fective energy at 2 x 10s K"), where the cross section is
smaller by a factor of more than 107 than it is at the low-
est energy for which laboratory measurements have been
possible thus far (E 1 MeV)x; and (2) at 300 keV,
the cross section depends mainly on the properties of
two xsO states below the x2C + xx threshold (subthresh-
old levels) —a J = 1 state at an energy of —45 keV
and a 2+ state at —245 keV, to which current laboratory
measurements are only weakly sensitive. Measurements
are, instead, dominated by electric dipole (El) contribu-
tions from a broad 1 state at 2.42 MeV, and by direct
electric-quadrupole (E2) radiative capture. A partial en-

ergy level diagram for 0 is given in Fig. 1. In spite of
many measurements [5—11], the x2C(n, p)xsO cross sec-
tion, extrapolated to 300 keV, is uncertain by more than
2 orders of magnitude, even when the extrapolation em-

ploys both the 2C(n, xx) elastic scattering and the cap-
ture measurements. The extrapolated (cx, p) cross section
is normally expressed in terms of the astrophysical S fac-
tor [see Eq. (3) in Sec. III C].

In this paper, all energies are in the C+ a center-of-mass
system unless otherwise stated.
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Because the early measurements [5—7] of the cross sec-
tion were carried out with very small beam currents, they
could not be extended to a low enough energy to de-
termine the E2/El cross section ratio where it would
be sensitive to the subthreshold 2+ state. However, the
possible in8uence of this state was anticipated in Ref.
[7]. A later measurement [8] carried out in close geome-
try with much larger beam currents showed evidence for
an appreciable E2 contribution. The E2/El ratio can
be obtained &om p-ray angular distributions, which are
less susceptible to error than absolute cross section mea-
surements. In fact, recent measurements of the energy
dependence of o@2/o@x agree much better with one an-
other than the separate extrapolated cross sections [9,11].
This raises the possibility that a better method of deter-
mining either the El or the E2 cross section could be
supplexnented by improved values of o@2/o@x to provide
a better answer to the stellar x2C(n, p) 0 cross section
problem. On the other hand, extending this ratio down
to 300 keV still requires separate El and E2 cross section
extrapolations.

The P-delayed o.-particle spectrum from N (tx~2 ——

7.13 s) provides a complementary route to the determina-
tion of the El cross section at low energies [12,13]. It was
recognized kom the outset that the N route had major
advantages over the x2C(n, p) route alone. The P-decay
matrix element to the subthreshold 1 state is an order
of magnitude larger than that to the E = 9.59 MeV
(E = 2.42 MeV) 1 state, and the increasing (P + v)
phase space as E is lowered also helps to emphasize the
low-energy region. Further, the first high-resolution P-

FIG. 1. Partial energy-level diagram for 0 (adapted from

[4])

delayed a spectra showed that high o. yields, and thus
good statistical accuracy, could be obtained [14,15].

Interest in the P-delayed n spectrum was renewed re-
cently when it was shown [16—18] that the main peak in
the p-wave n spectr»m, due to the broad E = 9.59 MeV
state, should be accompanied by a low-energy inter-
ference peak which is due to the "ghost" of the sub-
threshold E = 7.117MeV state interfering destructively
with the tail of the E = 9.59 MeV state. Both the mag-
nitude of this secondary interference peak and the precise
form of the low-energy side of the main peak were pre-
dicted to be well correlated with the reduced a width of
the subthreshold state and, therefore, directly related to
the El cross section.

The situation is somewhat complicated by the pres-
ence of an f wave -component in the cx-decay spectrum
due to the allowed Ig decay to nearby 3 states. The p-
and f-wave components contribute incoherently to the n
spectrum.

We have carried out a new set of measurements of
the a-particle spectrum extended to cover a wide energy
range. We have used the TISOL facility at TRIUMF
to produce a beam of N ions that was implanted into
a very thin collector foil. The o. decay of 0 was ob-
served, both in singles and in o,- C coincidences, with
very thin detectors. The use of thin n sources and very
thin detectors, as well as a- C coincidences, provided
the means to obtain an n particle spectrum essentially
&ee of background and distortion over the entire energy
range, including the expected interference peak region.
In addition, an empirical determination of the complete
detector response function, including the low-energy tail
of degraded o. particles, was possible. The latter phe-
nomenon is often ignored but becomes important here
because the broad a-particle group, corresponding to the
E = 2.42 MeV state, is 3 orders of magnitude more in-
tense than the low-energy interference maximum.

A preliminary account of the present work has been
published [19], as has a preliminary account of an inde-
pendent study of the xsN P-delayed n spectruxn [20].

The following sections discuss the design of the exper-
iment, the data acquisition, the data analysis, R- and
K-matrix fits to the data, the results of these fits, and
the conclusions that can be drawn.

II. EXPERIMENTAL CONSIDERATIONS

A. General

In measuring the o.-particle spectrum of N down to
the low energies and yields of the interference-peak re-
gion, several diKculties are encountered. The first con-
cern is the expected large P-ray background. Since the
overall o.-particle yield is only 10 s that of the P-particle
yield, and the interference peak in the o.-particle spec-
trum is expected to be only about 10 as large as the
main peak, reduction of P background is crucial. This
was achieved with the use of very thin (10.6—15.8 pm)
silicon surface-barrier detectors. The detectors were cho-
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sen to be as thin as possible to reduce energy deposition
by the P particles, while still stopping n particles up to
the 2.5 MeV permitted by the i N P-decay Q value.

Another concern was that the spectrum of recoiling C
particles might overlay the lower part of the interference
peak (see Fig. 4 in Sec. IID1). However, the pulse-
height defect is greater for C ions than for a particles,
as is the energy loss in the gold entrance window (40
pg/cm2) and carbon collector foil (10 pg/cm2). This
leads to the carbon peak obscuring less of the interference
peak than initially expected.

The contribution of degraded o. particles to the a-
particle spectrum at low energies is of particular concern.
There are two major efFects that produce a low-energy
tail in the response function. The first is energy loss due
to multiple scattering and straggling in the implanted
source; the second is energy loss due to the same effects
in the detector. Even with very thin sources, the total
number of particles in the tail can be of the order of 1%.
In the case of sN Po. decay, a 1% tail from the main,
high-energy a peak due to the broad 9.59 MeV state
would produce a background below 1000 keV, approx-
imately equal in magnitude to the expected o.-particle
interference peak. The large corrections required to ac-
count for the underlying tail would significantly increase
the uncertainty in the resulting low-energy data. Of the
techniques available to isolate these unwanted contribu-
tions, the one chosen was a method in which the a par-
ticles were detected in coincidence with their recoil C
decay partners.

In the o; decay of 0 the two decay products are emit-
ted at 180 with an energy ratio of E /Eiac ——3.0 (ne-
glecting small P and neutrino recoil effects). The signa-
ture of an acceptable event is, therefore, a back-to-back
coincidence with the appropriate energy ratio. The de-
tection of the very low-energy C particles (Ei~c ) 200
keV) that is required for this technique to be successful
imposes a stringent limitation on the permitted thick-
ness of the collector foil. The use of thin collector foils
has the additional benefit of minimizing the contribution
of the source thickness to energy-loss distortions of the o.
spectrum and minimizing the corrections required in the
energy calibration of the system.

Since the available decay energy is divided between the
and C particles in the ratio 3:1,this ratio can be used

to label good events. As the o, and C absorption pro-
cesses are independent, a-particle tail events should gen-
erally be accompanied by full-energy C events. Thus,
the observed energy ratio should be significantly less than
3:1, allowing a means of separating the degraded o. par-
ticles from true low-energy events. The degree to which
this can be done depends on the energy resolution of the
system, especially for the C recoil particles. In ad-
dition, taking data in coincidence strongly reduces the
i2C, P, and other backgrounds in the u-particle spec-
trum. The random coincidence rate will be small as the
event rate is low, and true C-P and a-P coincidences
will mostly have the wrong energy ratio.

A difBculty with the coincidence requirement is the
need to detect very low-energy C particles. These ions
initially have only 1/3 the energy of the corresponding n

particles and suffer greater energy losses and scattering
due to their higher charge. This could lead to a drop in
coincidence efficiency at lower energies (see Sec. IID6).

Both singles and coincidence spectra were recorded
during the run. Vfith a separation of about 8—10 mm
between the detectors of a given coincidence pair (see
Sec. IIB2), the effective solid angles subtended by the
detectors were slightly sensitive to variations in the beam
optics of the implantation. This was observed as minor
changes in the ratio of the singles-to-coincidence count-
ing rates and as minor variations in the positions of the
peaks in the singles spectra.

The data were collected over a period of 6 weeks with
individual runs of 3—6 h duration. Periodic 2-h runs
with N were taken for energy calibration purposes. All
known P-particle decaying isotopes up to A = 34 were
also checked to see whether their decay spectra could
produce significant contributions to the spectrum (see
Sec. II D 4) and a new P-delayed n decay was found ( N).

B. Experimental setup

1. The production of ~N

The experiment was carried out using the thick-target,
on-line isotope separator TISOL [21—23]. A beam of 500
MeV protons with an intensity of up to 1.5 pA was ex-
tracted from the TRIUMF cyclotron and used to irradi-
ate a thick (13 g/cm ) target of zeolite (13X/NaA1Si04)
in the form of small pellets. The zeolite was outgassed
in its cylindrical steel oven by slow uniform heating to
about 600 C under vacuum for several days. During
production runs the proton beam continuously provided
more localized heating and further outgassing. Yields of
isN of the order of 10% were obtained.

Magnetic mass analysis was used to select the mass of
interest from the extracted ion beam. An extraction volt-

age of 12 kV was used to implant the ions into the self-

supporting, carbon collector foils (10 pg/cm2). The isN

appeared predominantly at mass positions 16 (isN+), 30

( sNi4N+), and 32 (isNisO+). However, zeolite releases
abundant yields of other light nuclides [22]. At mass 16,

SN from the doubly charged xsNx4N2+ molecule was ob-
served; at mass 32) N from N N+ was present. To
minimize stable-nuclear beam current and N contami-
nation, mass position 30 was chosen for the production
runs. Typical stable-ion beam current at mass 30 (NO+)
was 15 pA. Under such bombardment, the collector foils
survived for periods of 10—25 h.

During the runs the P-n decay yield of i N was moni-
tored continuously at the experimental end station (Sec.
II 8 2) as an indicator of the relative yield. Singles (co-
incidence) rates of 3—5 (1-2) events/s were observed for
the summed detector pairs.

Detector end station

A schematic diagram of the detector end station is
shown in Fig. 2. The carbon collector foils were mounted
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on the vanes of a wheel which could be rotated, by
means of a stepping motor, to bring the implanted activ-
ity to a position between a pair of closely spaced (8—10
mm) surface-barrier detectors. Three counting positions
were located at 90, 180, and 270, with respect to the
beam-implantation position, with pairs of detectors at
each position (Dl and D2, D3 and D4, and D5 and D6,
respectively). The detectors were thin (10.6—15.8 pm)
transmission-mounted, silicon surface-barrier detectors,
each with an active area of 50 mm .

After a 3 s implantation time, chosen to maximize the
count rate summed over the detector pairs, the wheel was
rotated through 90 in 0.25 s, transferring the collected

N to a position between the 6rst set of detectors. Each
implanted foil was counted at three positions before be-
ing returned to 0 for further implantation. A collimator
of 8.0 mm diameter limited the implantation region on

the foils, whose diameters were 10.0 mm. The collima-
tor formed an integral part of a liquid-nitrogen-cooled
trap which efFectively inhibited buildup of carbon on the
collector foils. An einzel lens was located immediately
in &ont of the collimator to enhance transmission of the
beam to the foils.

Ion-source voltage breakdown and ion-beam-current
fluctuations were sources of electronic noise in the detec-
tors. This could lead to false coincidences since multiple
detectors were afFected. Noise events were usually regis-
tered in several detectors, while true coincidences could
afFect only one pair. Software gates were used to elim-
inate events where two or more detectors &om difFerent
pairs registered a pulse height greater than a set thresh-
old. This threshold was below the pulse height of the
lowest energy C ions detected, but as high as possi-
ble to decrease the loss of good events due to random
coincidences with P particles.
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The implantation of N ions into C has been sim-
ulated with the Monte Carlo program TRIM [24]. For
12 keV 16N14N ions, the 16N implantation depth is 3.8
pg/cm2 with a half-width of the profile of 3.5 yg/cms.
The same program was used to investigate the contribu-
tion of straggling of a particles and i2C ions in the carbon
foil to the energy resolution. The simulation showed that
passage through about 6 pg/cm of carbon has a negli-
gible efFect on the energy resolution and that the sC
spectrum should undergo only minor distortion due to
scattering in the carbon foil.

C. Electronics and data acquisition

LN2
cooled trap

Carbon
foil holders

The essential features of the electronics and data ac-
quisition system are illustrated in Fig. 3. The objective
was to record the a-particle spectra both in singles and
in coincidence with C recoil nuclei in the opposite de-
tector. The challenge was to demonstrate a high coinci-
dence efBciency for the detection of i2C recoils emitted
with energies as low as 200 keV.

The detectors were electrically isolated from the sup-
port structure and connected by coaxial cables of mini-
mum length to vacuum feedthroughs in the plastic plate
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FIG. 2. Tol:- diagram of the target chamber assembly in
the plane containing the beam. Bottom —target wheel shovr-
ing the implantation foils and detector locations.
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FIG. 3. Schematic of the electronics and data acquisition
system.
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that supported the detector mounts, stepping motor, and
Faraday cup. Preampli6ers (Ortec 142B) were inounted
as close as possible to the vacuum feedthroughs to keep
noise contributions to a minimum. Also, to optimize
the observed energy resolution, the network protecting
the first stage of the preamplifier from large transient
signals was disconnected. A precision pulser was used
to estimate electronic noise, assist in energy calibration,
and monitor changes in electronic gain. Signals &om the
pulser were presented (at the rate of 1 Hz) at the test
input of each preamplifier throughout the experiment.

Each preamplifier was connected to two main ampli-
fiers. The unipolar output of one amplifier provided the
energy signal to the ADC with a shaping time of 3 ps.
A timing signal was derived from the zero crossing of a
1 ps signal from the second amplifier. This signal oc-
curred well before the time of maximum amplitude for
the energy signal and was used in generating the gate
for the ADC. The output of each (timing) amplifier was
fed to two discriminators with one set at a very low level
for timing purposes, and the other at a somewhat higher
level for use in the master trigger.

The threshold on the higher-level discriminator (HLD)
was set to a value corresponding to an a-particle energy
of at most 300 keV. This was low enough to accept any o,

particle of interest and high enough to exclude all but a
few events per second arising from the combined effects
of electronic noise and the intense Hux of P particles. As
indicated in Fig. 3, the outputs of all six HLD s were
combined in a logical OR circuit to provide a master
trigger for the data acquisition. This signal opened the
gate for all ADC channels which were subsequently read
out via CAMAC protocol. This procedure ensured that,
for detectors registering coincident low-energy recoils, the
ADC was interrogated whether or not the recoil signal
triggered an HLD.

The lower-level discriminators (LLD) were used to
monitor the time difference between the detection of an
n particle and the coincident recoil nucleus in order to
assess the possible contribution of random coincidences.
The thresholds were set at a level equivalent to an o.-
particle energy of typically 50 keV. The output of each
LLD provided the start pulse for a TDC with a time
range of about 1500 ns. The common stop for all ADC's
was provided by the master trigger delayed by about 800
ns. In addition to the ADC readout, this trigger was fol-
lowed by the readout of any TDC channels with nonzero
content. For events in which both an o. particle and a re-
coil nucleus triggered the LLD's, the time difference was
estimated from the two TDC values. The average coin-
cidence resolving times were less than 150 ns (FWHM).
In all cases the rate of random coincidences was found to
be negligible. As a consequence, the time spectra were
not used in the analysis and the final spectra were not
in8uenced by the operation of the LLD's.

Events were monitored on-line and stored on magnetic
tape in event-by-event mode for analysis ofI' line. As
shown in Fig. 3, master trigger events were vetoed during
"computer busy" signals. Since operation of the stepping
motor responsible for the rotation of the wheel caused
some electrical noise in the detectors, data acquisition

was also disabled while the wheel was in motion. The
time distribution for events associated with the P decay
was monitored by sampling a clock started each time the
motion of the target wheel was stopped.

In addition to the six detectors mentioned in Sec.
IIB 2, a thick (500 pm) silicon surface-barrier detector
(D7) was mounted directly behind detector Dl. During
the extended periods of acquisition of the N data, the
singles counting rate in this detector was a useful monitor
of the rate of P decay and hence of the performance of the
isotope separator. In addition, as outlined in Sec. IID6,
this detector was used to detect the P-delayed protons
emitted &om selected isotopes for background determi-
nation and calibration purposes.

D. Data analysis and results
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FIG. 4. Singles spectrum of detector D1. The energy cali-
bration is for o, particles. The bin width is 20 keV.

The singles spectrum of detector Dl is shown in Fig.
4; noise events have been removed as described in Sec.
IIB2. Beginning &om the high-energy end of the spec-
trum, the following features are apparent: above the
main a peak, some events from the Po. decay of i N (see
Sec. II D 4) superimposed on a constant background (= 3
events/20 keV); the main a peak; at E = 1.081 MeV,
the most prominent peak f'rom the P-delayed a decay of
isN (visible only in Dl and D2 because of the short half-

life); a relatively flat region containing real n events as
well as events &om the response tail; the C main peak
at about 1/4 the energy of the main a peak; and the
high-energy end of the P-particle distribution.

As mentioned in Sec. IIC, initiation of wheel rota-
tion also started a clock so that the time distribution of
events could be measured and the half-lives of events in
different energy regions of the spectrum deduced. Figure
5 shows the decay curve for events in the region of the
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FIG. 5. Time dependence of the interference-peak events
(full circles) normalized to and superimposed on the decay
curve for the main a peak (open diamonds).

2. Energy calibretion and msolution

main peak and in the region of the interference peak for
the coincidence conditions discussed in Sec. IID3. The
fitted half-life of 7.25+0.10 s is in agreement with the
known half-life of 7.13+0.02 s [4] for N.

FWHM, again varying with detector by +3 keV. The two
isN P-delayed a-decay lines at 1.081 and 1.409 MeV had
resolutions of about 48 keV. (The peaks are broadened
by P- and v-recoil effects. )

The energy of P-delayed particles is affected by the
recoil momentum of the excited daughter nucleus. While
the actual recoil energy is negligible, the momentum is
sufficient to alter the energy distribution between the two
products of the second decay. This causes an additional
spread in the o.-particle energies of N and isN [26]. The
size and shape of this spread depends on the available P
energy, the u energy, and the relative angular correlation
between the emitted particles. In the case of i N, where
the angular correlation is known from the pure Gamow-
Teller nature of the decay, this efFect has been calculated.
The maximum energy spread is about 15 keV FWHM
and the shape of the spread is roughly Gaussian. To
obtain the full energy resolution for N a particles, this
efFect must be added in quadrature with the detector
resolution as determined by the Gd source. This gives
a maximum N a resolution of 30 6 5 keV.

The N o. lines at 1.081 and. 1.409 MeV provide a
check of our calculation. As these lines may result from
mixed Fermi and Gamow-Teller P transitions, the exact
angular correlation is unknown. However, the calculated
energy spread for the case that the Gamow-Teller part
dominates (39 and 43 keV FWHM, respectively, for the
two lines) is consistent with the observed resolution (48
keV) when the additional 25 keV inherent resolution is
added in quadrature. A significant Fermi part of the de-
cay would broaden these peaks (to about 62 keV FWHM
for a pure Fermi transition).

Calibration of the o.-particle energy scale of the detec-
tors was accomplished using the Pa-decay lines of i N

(E = 1.081 6 0.001 and 1.409 k 0.001 MeV)2 and of
2oNa (E = 2.150 + 0.002 and 2.477+ 0.003 MeV), s and
the 3.182 MeV a-decay line of Gd. Beams of N and

Na were obtained from the TISOL facility and their
decay products were observed under conditions identical
to those for the cr-particle spectra of sN, thus averting
the need for additional corrections. For the Gd cali-
bration point, the source thickness was determined and
the energy loss of the n particles was found to be equiv-
alent to the loss that would have been incurred had the
source been embedded in a 10pg/cm2 carbon foil. In
addition, the source-to-detector distance was chosen to
subtend approximately the same solid angle as that for
the o. particles in the N coincidence experiment.

The electronic resolution of the detector and amplifier
system was measured by the precision pulser to be about
17 keV full width at half maximuin (FWHM). Individual
detector resolutions varied by +3 keV &om this average.
The width of the 3.182 MeV o.-decay peak Born a Gd
source placed in the position noted above was 25 keV

Weighted average of the values of Refs. [4,25].
Deduced from Refs. [4,26].

8. Pulse-height aetio selection

The primary means of identifying isN u decays is the
ratio of cr to i2C pulse heights for events detected in
coincidence in opposing detectors. Figure 6 shows a two-
dimensional spectrum (calibrated for a-particle energy)
of the coincidence data for detector D4 versus D3. The
intense diagonal bands of constant energy ratio are the
o.-~2C coincidences. The observed ratio is near 4:1 rather
than the expected 3:1 (Sec. IIA), since the energy cali-
bration is not valid for the C recoil nuclei due primarily
to pulse-height defects in the detectors and greater en-
ergy losses in the collector foil and detector dead layer.
The very small number of events outside these intense
bands constitutes a measurement of the random back-
ground (except for low-energy P-P coincidences) and is
seen to be negligible in the experiment.

In addition to the diagonal a- C bands, there are
horizontal and vertical bands of events extending &om
the two main n-particle peaks down to very low energy.
These are the tails of the response functions. Only the
main o; peak, due to the broad E = 9.59 MeV level of

0, is intense enough to exhibit a visible tail, but the
tail contains almost as xnany counts as does the interfer-
ence peak region. These degraded events can be clearly
distinguished &om the a particles in the region of the
interference peak up to the beginning of the main peak.
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FIG. 6. Contour plot of coincident events recorded for de-
tector D4 versus D3. The energy calibration is for a particles.
Contour lines are shown for 30, 100, 300, and 1000 counts, and
the minimum displayed intensity is one count.
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FIG. 7. Contour plot of the D3/D4 pulse-height ratio as a
function of D3 pulse height. (a) to (e) denote regions used in
Fig. 8. Contour lines are shown for 30, 100, 300, and 1000
counts, and the minimum displayed intensity is one count.

Because the degraded events are separate &om the non-
degraded events, a numerical subtraction is not required
and hence the statistical accuracy of the data in the re-
gion of the secondary peak is not affected.

Finally, there are several features in Fig. 6 located near
the axes that are due to P-a, P-a2C, and P-P coincidences.
Because of the small P response of the thin detectors,
these features are also separated &om the a- C bands
over the energy region of interest.

The available coincidence data were filtered using lim-
its on the pulse-height ratio to retain only events in the
diagonal o.- C coincidence band. As an alternative rep-
resentation, Fig. 7 shows a spectrum of pulse-height ratio
(D3/D4) versus pulse height for detector D3, where the
horizontal band of constant ratio (= 4) contains the ac-
ceptable events. Only ratios greater than unity are shown
(e.g. , an ca particle in D3 and a C recoil in D4). The
tail of the a-particle response function appears here as a
diagonal band leading &om the main peak down towards
the origin. The various particle-P coincidences, which
tend to involve higher ratios, are clearly seen as vertical
bands with a high D3/D4 ratio.

The two-, dimensional ratio spectrum for each detector
was divided into a series of o.-particle energy bins, as
shown in Fig. 7 for D3. The resulting one-dimensional
ratio spectra, obtained by projection onto the D3/D4
axis, are given in Fig. 8. The peak corresponding to

0 breakup is asymmetric with a well-defined low-ratio
side (near D3/D4 = 3.0) and a tail on the high-ratio side
due to the greater straggling of the C particles. The
degraded a-particle events can be seen as a peak at lower
ratio [in Figs. 8(a)—8(c)j, while the increasing numbers
of counts at higher ratios are due to a-P coincidences.
The low-ratio side of the n- C peak changes little with
energy and its sharpness makes the choice of a low-ratio
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FIG. 8. Pulse-height-ratio spectra for difFerent slices of Fig.
7. RT, IP, and MP indicate events due to the response tail,
interference peak, and main peak, respectively.
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limit for the analysis well defined. Although this ratio cut
no longer completely excludes the degraded or tail events
above about E = 1.1 MeV, it does so far enough into
the intense main peak that the contribution of the tail is
relatively small and can be estimated from the strength
at lower energies (see Fig. 10 in Sec. IID 5).

Choosing a high-ratio limit is not quite so straightfor-
ward. The o,- C ratio peak has a high-ratio tail, while
o.-P random coincidences produce a peak at very high
ratio which has a long, low-ratio tail. Also, the relative
sizes and positions of these tails are energy dependent.
However, as relatively few events are found in the region
of uncertainty, the high-ratio limit is not required to be
very precise and was set near 8, with the exact value
detector dependent.

Figure 9 shows the effect of the ratio cut applied to the
coincidence spectrum, summed over all detectors, which
is compared with the spectrum of singles events. The
relative intensity in the region of the interference peak
is reduced by a factor of about two compared with the
singles spectrum due to the exclusion of the degraded a
particles, and the elimination of most 2C and P events
has exposed the interference region n peak to still lower
energies. The constant background observed in the sin-
gles spectrum above 2.4 MeV is almost completely elim-
inated Erom the coincidence spectrum. The remaining
high-energy events are attributed to the presence of N
(Sec. IID4).

Subtmctiort of beam covt, tamiaants

Due to the molecular and multiply charged nature of
the TISOL ion beam, small amounts of other radioactive
species are present at the ~sN mass positions (see Sec.

II A). The presence of possible proton or a-decaying con-
taminants would, in general, be detectable by their dif-
fering breakup energy ratios and they would be removed
by the ratio cut. However, P-delayed cr decays from iso-
topes with masses close to 16 are not separable from true

N decays and can contribute to the coincidence spectra.
Two such contaminants were identified: N and N.

The presence of the 1.081 MeV o;-particle peak from
~ N (from the ~2C~sN+ molecule in the mass 30 beam)
is clearly apparent in the spectra of Figs. 4 and 9. The
high-energy tail of the broad 2.2 MeV N peak can also
be observed above 2.3 MeV. Because of its short half-life
(0.62 s), little ~sN is present in detectors D3—D6. A nor-
malized summed spectrum of D3 to D6 was subtracted
&om the summed D1+D2 spectrum, and the amount of
contaminant present determined by matching the resul-
tant spectrum to a known ~ N spectrum [27] in the region
of 1.081 MeV. Corrections for the small amount of N
in D3 and D4, as well as the small amount of N below
1.5 MeV (see below), were included in the calculation. A
total of 630 6 60 counts &om SN was found in the N
spectrum (10s counts) and was subtracted.

A previously unreported P-delayed cr-decay branch of
N (tI/2 ——4.2 s) was observed at mass 33 [27,28].

The total Pa-branching ratio was determined to be
(2.560.4) x 10 . Because most of the ~rN strength lies
in the energy region of the main N peak, and because of
its longer half-life, it proved to be impossible to determine
the amount of ~rN in the ~sN spectrum obtained from the
mass 30 beam by the same method as used for ~sN. A p-
ray yield measurement indirectly determined the ratio of
~rN to ~sN in the mass 30 beam to be (1.2 6 0.6) x 10
This implies the presence of 2500+1300 counts in the final
coincidence spectrum due to N events. Alternatively,
K-matrix fits to the ~6N spectrum, including the region
of the N spectrum containing the narrow peak near
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FIG. 10. Corrected coincidence spectrum showing the var-
ious contributions that have been subtracted. The contribu-
tion marked "response tail" does not include events already
removed by the ratio cut.
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1.4 MeV, and with the amount of N to be subtracted
treated as a &ee parameter, indicated the presence of
approximately 1000 + 600 counts with an additional un-
certainty of at least +400 counts due to the exact form of
the parametrization used. A value of 1500+zpoo counts
was chosen as a compromise between the two indepen-
dent determinations. This amount of "N was subtracted
and the uncertainty was included in the calculation of the
systematic error (see Sec. III G). The N and N contri-
butions that have been subtracted Rom the N spectrum
are shown in Fig. 10.

$. Subtraction of the toil of the maponse function
within the main peak

0.8

0
C~04

UJ

00
0.5 1.0

E (Me V)

1.5

As noted in Sec. II D 3, the tail of the response function
in the region of the interference peak can be excluded by
a suitable choice of the low-ratio limit. On the low-energy
side of the main o, peak, a correction is required for the
unresolved portion of the tail (see Fig. 10). In the re-
gion of the interference peak, the magnitude of the tail of
the response function was found to be a linear function,
within statistics, of the o.-particle energy; this property
was used to extrapolate the contribution of the tail into
the region of the main peak. Although the error associ-
ated with this estimate may increase with n-particle en-

ergy, the relative importance of the tail rapidly decreases
with increasing energy as the total o,-particle intensity in-
creases so rapidly. A total of 1750 counts was subtracted.
A variation of +100'%%uo of this total produced a negligible
eKect on the value of S@t (300) (see Sec. III G).

6'. Coincidence e+ciency

An important concern is the dependence of the
coincidence efficiency on energy, particularly in the
interference-peak region, where the low-energy recoil C
ions have an increased chance of undergoing scattering.
Calculations using the TRIM program [24] indicated no
loss of efficiency over the full energy range of the exper-
iment. In addition, experimental veri6cation was pos-
sible. Following the N runs, a high-count run for N
was performed with the same detector system (except for
the replacement of D2 with a larger, thicker detector). A
comparison of the singles to coincidence counts for the
two lines, and for the broad peak, indicated that the co-
incidence efficiency as a function of energy was constant
to within +l%%uo down to the energy of the lowest n peak
at 1.081 MeV. Below this energy, the N coincidence
data, including the entire o.-response tail, were compared
with the singles events. Figure 11 shows the coincidence
efficiency determined by this method. The efficiency, de-
termined by a fit to the points in the interference-peak
region, was found to be constant to within +6%%uo down to
E =0.75 MeV. The apparent decrease in coincidence effi-

ciency below this energy is due to the presence of the C
peak in the singles spectrum and consequent decrease in
the ratio of coincidences to singles.

The coincidence efBciency was further investigated

FIG. 11. Ratio of the number of coincidence events, includ-
ing the response function tail, to the number of singles events
as determined from the I spectra. See Sec. IID6 for an
explanation of the decrease in ratio for E ( 0.75 MeV.
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FIG. 12. The energy dependence of the coincidence detec-
tion efBciency for proton groups in the decay of "Ne, scaled
for C nuclei with the same velocity as 0 nuclei from Ne

decay.

through the P-p decay of rNe [29]. Each proton decay
produces a corresponding sO recoil nucleus with 1/16 of
the proton energy in the laboratory system, and thus pro-
vides an opportunity to verify the coincidence efficiency
to very low ion energies (equivalent to Ei2c = 200 keV).

To observe the high-energy protons, a 500-pm-thick,
silicon surface-barrier detector (D7) was mounted behind
detector Dl (10.6 pm). An A = 17 beam was implanted
into the collector foil for 0.3 s before target-wheel rota-
tion. Because of its very short half-life (109 ms), only
about 6'%%uo of the trNe decay was detected. However,
spectra of sufficient statistical accuracy were obtained
without difficulty.

A complete proton singles spectrum in detector D7 was
obtained, where the events for E„&6.0 MeV were also
identified by a dE/dz versus E selection in Dl and D7.
A corresponding proton-tsO coincidence spectrum (with
tsO detected in D2) was obtained and the appropriate
pulse-height ratio cut applied. The coincidence efficiency
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was determined by calculating the ratio of coincidence to
proton singles, and is plotted in Fig. 12 for the monoen-
ergetic proton groups. The coincidence efficiency for 0
events should be the same as for ~2C with the same ve-
locity. The curve in Fig. 12 implies that the coincidence
efficiency for detecting a- C pairs is constant down to
E.= 550 keV.

7. Backgronnd eeents and the low en-eryy cato+
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FIG. 13. The final corrected and summed coincidence spec-
trum. The spectrum contains 1.0265 x 10 counts.

The energy down to which the a- C coincidence
spectra are &ee &om background is determined by the
rapid increase of ~2C-P coincidences below about E
600 keV. To investigate the form of the ~2C-P coincidence
spectrum in the interference region and to determine the
low-energy cutoff for the n- C data, the ratio-cut anal-
ysis described in Sec. IID3 was repeated with "non-
physical" detector pairs (e.g. , Dl versus D5) so that no
true coincidences were in the resulting spectra [30]. The
number of events observed in this manner represents the
random rate to be expected in the measurement. The
results showed that the random rate was negligible.

In addition to low-energy ~2C-P events, a few coinci-
dences were observed at higher energies. Several of these
events were attributed to random a- C coincidences, but
most appeared to be due to electrical noise that affected
only two detectors. Some of these events occurred in the
region of the 6N interference peak. From the number of
these noise events, it is estimated that less than 1 noise
count per 20 keV bin is present in the 6nal summed-
coincidence spectrum.

From the observed sharp increase of C-P events with
decreasing energy, low-energy cutoffs were chosen for
each individual detector-coincidence spectrum. The low-
est cutoff was E = 580 keV for D2 and D3, and the
highest was E = 650 keV for D6 with the others ranging
in between. The four lowest-energy points in the coinci-
dence spectrum have been corrected for loss of events in

All corrections and cuts described in the preceding
sections have been applied individually to produce the

TABLE I. The final corrected and summed coincidence
data. All entries have been rounded to the nearest integer.
Fits described in Sec. III were made to the unrounded data.
The total number of counts is 1.0265 x 10 .
E
keV
590
610
630
650
670
690
710
730
750
770
790
810
830
850
870
890
910
930
950
970
990

1010
1030
1050
1070
1090
1110
1130
1150
1170
1190
1210
1230
1250
1270
1290
1310
1330
1350
1370
1390
1410
1430
1450
1470
1490

N
counts

42
37
46
66
79
74
96
85

103
88

107
115
131
125
109
110
117
91

122
94
80
91
85
97

100
135
159
256
277
384
439
590
736
908

1212
1520
1848
2331
2854
3430
4128
4800
5758
7162
8417
9959

E
counts keV

12 1510
11 1530
9 1550
8 1570
9 1590
9 1610

10 1630
9 1650

10 1670
9 1690

10 1710
11 1730
12 1750
11 1770
11 1790
11 1810
11 1830
10 1850
11 1870
10 1890
10 1910
10 1930
11 1950
13 1970
15 1990
17 2010
16 2030
18 2050
18 2070
21 2090
23 2110
26 2130
29 2150
32 2170
36 2190
40 2210
44 2230
49 2250
54 2270
60 2290
66 2310
71 2330
77 2350
85 2370
92 2390

100

N
counts
11699
14123
16479
19328
23139
27525
32084
37498
44569
50869
58048
63084
67052
68715
$6582
61700
55137
47419
39660
32748
26568
21314
17317
13556
11037
9189
6956
5626
4414
3460
2602
1976
1501
1137
868
617
491
339
183
129
81
39
24
16
8

counts
109
119
129
139
152
166
179
194
211
226
241
251
259
262
258
249
235
218
199
181
163
146
132
117
105
96
83
75
67
59
51
45
39
34
30
25
22
19
14
12
9
7
6
5
4

detectors Dl, D4, D5, and D6 by normalizing to the low-

energy, low cutofF spectra of detectors D2 and D3 (see
Fig. 13). The additional uncertainty due to this normal-
ization has been included in the errors assigned to these
data points.

E. Final spectra
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reported [14]. This singles spectrum was obtained using
35 pm detectors. However, no tabulated version of this
spectrum has been published. The spectrum used in the
fits of Refs. [13,17,18,31,32] is a subset of the data of
Ref. [14] resulting from a private communication [33] to
one of the authors. This spectrum contains only every
fourth data point and the error bars have been enlarged
to include systematic errors &om the energy calibration.

The complete data set of Ref. [33] is shown in Fig. 15
where it is normalized to the present coincidence spec-
trum. The data of Ref. [33] are the result of a "singles"
spectrum for which no corrections have been made for
the response function of the system.

10
1

0.5 1.0 1.5 2.0 2.5
III. THEORETICAL FITS

E (Me V)

FIG. 14. Final summed singles spectrum (solid diamonds)
and coincidence spectrum (open diamonds) normalized to the
singles spectrum at the maia o.-particle peak.

summed-coincidence spectrum given in Fig. 13 and listed
in Table I. Mainly because of an improved energy cali-
bration, there are small differences between the spectrum
shown in Fig. 13 and that in Ref. [19].

A 6nal summed-singles spectrum was also obtained
with all the corrections described in previous sections
that are applicable to singles detection (see Fig. 14).
There are 2.2x10 events in the spectrum. Also shown
in Fig. 14 is the coincidence spectrum normalized to the
singles spectrum at the peak.

1 Compa. rison with the data of Ref. (14J

A previous measurement of the P-delayed n-particle
spectrum of isN of high statistical accuracy has been
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FIG. 15. The complete spectrum of Ref. [33] {solid circles)

normalized to the present coincidence spectrum (open dia-
monds).

A. Introduction

The P-delayed n spectrum of N, and the izC + n
elastic-scattering phase shifts, have been employed in sev-
eral analyses [13,17,18,31,32,34] in attempts to improve
the reliability and precision of the extrapolation of the El
radiative capture cross section down to the astrophysi-
cally interesting region at E = 300 kev; both B- and
K-matrix formulations have been used to provide the
theoretical basis for the extrapolation. This approach
permits the simultaneous 6tting of a theoretical model
to the three kinds of experimental data. With the ex-
tended range and precision of the present n spectrum, a
much more reliable and precise extrapolation can now be
achieved.

The general philosophy behind both R- and K-matrix
approaches is that contributions to each of the processes
discussed above can be parametrized in terms of the prop-
erties of a few nearby states. The remaining states are
farther away in energy and therefore do not induce any
rapid variations over the region of interest. As a result,
they may be represented by smooth background terms.
There are, however, many different ways to account for
the nearby states and to treat the background terms. In
addition to the well-known differences between the R-
and K-matrix approximations to the full scattering ma-

trix, there are also several variants within each method.
Unfortunately, different methods of parametrization usu-

ally lead to somewhat different 6nal values for the ex-
trapolated S factor. Since the parameters in the vari-
ous approaches are not necessarily independent of one
another, the effect on the extrapolation due to individ-
ual parameters cannot be easily isolated; this has led to
many discussions [13,31,32]. It is not our purpose here
to enter into a debate on what constitutes the optimum
model our interest is limited to extracting the best pos-
sible value for the S factor using, as far as possible, the
standard approaches already in the literature.

In this section simultaneous fits to the p-delayed n
spectrum of N and to existing o. scattering and ra-
diative capture data sets, using both R- and K-matrix
parametrizations, will be described and limits placed on
the value of Sai(300), the El part of the astrophysical
S factor for the izC(n, p)isO reaction at a most effec-
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tive energy of 300 keV. The initial approach is that of
Refs. [13,31,32] for the R matrix and of Ref. [18] for the
K matrix. The previous approaches will be modified or
extended where appropriate. Each analysis will be con-
sidered separately and the results compared in Sec. IV.

Ref. [4]. The P-feeding amplitudes to these levels were
determined from the known branching ratios [4].

C. General Btting procedures

B. Ceneral use of the data

The measured isN P-delayed o. spectrum covers the
center-of-mass energy range of 0.787 & E & 3.190 MeV
(bin central energy). Due to a small contribution from
the narrow 2+ state at E = 9.84 MeV (E = 2.68 MeV)
the four points between E = 2.64 and 2.75 MeV have
been excluded &om the fitting, leaving 87 data points
(Np = 87), each with a bin width of 26.7 keV.

Measurements of the izC(a, p)isO radiative capture
cross section have been reported in Refs. [5—11]. Of these,
only Refs. [7,9—11] report results for which O'Ei(ct, p) has
been separated &om the total cross section, and only
these are included in the fits to the present work. These
cover the range 0.94& E (2.98 MeV (N~ = 71). Fits to
the combined data set are made as well as to the separate
data sets (Secs. III E 1, III E 2, and III J). Because of the
large systematic differences in the cross section measure-
ments, the final S factor is based on the analysis with
the combined data set.

Values of 8 = 1 and 8 = 3 phase shifts were taken &om
Plaga et al. [35] for E ( 6.56 MeV (E & 4.92 MeV).
In our fits, we omit their values at E = 3.571 MeV
(E = 2.678 MeV), as has been done in Refs. [17,18,34],
since the 8 = 1 phase shift at this energy differs &om the
fitted value by over six times the assigned error. This
discrepancy could be due to incomplete separation of the
scattering anomaly due to the narrow 2+ level. Also,
values of the E = 1 phase shift for E ) 5.05 MeV (E )
3.79 MeV) are omitted because they show an irregular
energy dependence, and because there is a 1 level at
E = 12.44 MeV (E = 5.28 MeV) that we do not wish to
include explicitly. If it were included, then a further 1
level at E = 13.09 MeV should also be included, because
these two levels are strongly isospin mixed. Thus the
E = 1 phase shift is fitted for E & 3.79 MeV (Ngi ——26)
and the E = 3 phase shift for E ( 4.92 MeV (Ngs ——

40). Two other n-scattering phase-shift data sets [36,37]
have been incorporated into previous analyses. However,
since the energy scales of both data sets have been re-
calibrated [13], and because the Jones data [36] do not
have quoted uncertainties, both sets were excluded &om
the present analysis.

The E = 3 phase shift data are included in all the fits.
These data are of little significance in the K-matrix cal-
culation (as was also found in Ref. [34]) but were retained
in the analysis to allow a more direct comparison with
the B-matrix analysis for which they place additional re-
strictions on fits at extreme values of the channel radius
a.

The energy and p width of the 1 level at E = 7.117
MeV (E = —0.045 MeV) and the energy of the 3 level
at E = 6.130 MeV (E = —1.032 MeV) were taken from

As in any nonlinear least-squares calculation, we
started with an initial estimate of the parameters. With
this set, the n-particle spectrum of isN, the C(n, p) 0
cross section, and the C + a phase shifts were cal-
culated. To fold in the effect of finite-energy resolu-
tion on the n-particle data, the calculated spectrum was
convoluted with an energy-independent Gaussian resolu-
tion function corresponding to 30 keV FWHM (see Sec.
IID2) in the laboratory.

The fitting parameters were adjusted to minimize the
quantity

2 % 2 2 2 2 2
gP + g$i + gg3 + gp~

where r = P, bl, b3, p for the isN P decay, the / = 1 and
3 phase shifts, and the i2C(n, p)isO data, respectively.
Here

(YexPt(E ) Ycalc(E ) )
bY(E )

where Y„'"~ is the experimental value, Y„' ' the calcu-
lated value, b Y„the experimental error, and N„the num-
ber of data points for each particular reaction. The con-
voluted o.-particle spectruin was used for Y„'I'(EI, ) in
the case of isN P decay. The value of y2 was minimized
using the computer routine MINUIT [38] yielding the final
value g~j„and a final set of parameters.

From the best-fit parameter values, the C(a,p) 0
El cross section ~@q was calculated at the energy of as-
trophysical interest (E = 300 keV) and the corresponding
S factor SEi(300) obtained from the relation

SE, —Ee' oE„
where rI = ZiZ2e /hv is the Sommerfeld parameter.

If all the experimental uncertainties followed Gaussian
distributions and bY„were the standard deviations, then
a 1o uncertainty in a particular parameter could be taken
as the change in the value of that parameter that in-
creases y2;„byunity. For this to be valid, one expects
y2,„=v = g„N„—N„,where v is the number of de-
grees of &eedom and Nz is the number of parameters
to be varied. The y;„found is actually 1.8 times this
value. This is caused mainly by the systematic differ-
ences between the difFerent C(o.,p) 0 data sets [see
Fig. 19(b)]. Subjectively, we take acceptable fits to be
those for which y2 gz;„(1+9/v), which is similar to
the lo estimate used in Ref. [34].

Systematic errors were derived by varying the quantity
under investigation within a reasonable range about its
best-fit value. These errors are discussed in the context of
the particular parametrization in Sec. III G. Systematic
errors introduced by the substantial differences in the
four radiative o.-capture data sets are discussed further
in Sec. IIIJ.
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D. Formalism

For convenience in comparing with the existing litera-
ture, we shall follow closely the notation generally used
in R- and K-matrix calculations. The central equations
are summarized below mainly to define the notation. In
particular, we point out one difference in notation. Each
level energy requires two labels: 8 indicating the orbital
angular momentum (equal to 1 here) and A indicating
the level number. In the R matrix the energy is usually
represented by Egg. However, in the K matrix it is usu-
ally given as Egp. Thus Eq3 in the R matrix means the
energy of the first f wave-state, while in the K matrix it
means the energy of the third p-wave state.

The general expressions given in the next two sections
provide the basis for a search for the appropriate set of
parameters. The final results, for the most part, are ob-
tained using three 1 levels and three 3 levels, with

additional constant background terms in the K-matrix
formalism. The Grst two 1 levels are the subthreshoM
E = 7.117 MeV level and the broad E = 9.59 MeV
level, while the third is a background level lying above
the energy range being fitted. Similarly, the 3 levels
are the subthreshold E = 6.130 MeV level, the broad
E = 11.6 MeV level, and a higher-lying background
level.

1. R-matri for maliem

The R-matrix formulas to fit the data under discussion
are taken &om [13) and are summarized here for conve-
nience.

For the P-delayed o. spectrum following the decay of
N, the number of o,-particles per unit energy is given

by the expression

qc
2

%=1 E),g
—E

1 —(Se (E,ae) —Be + i Pe(E, ae)]Re(E)1=1,3
(4)

where fp(E) is the integrated Fermi function (determined
&om an extended-nucleus expression [39]),Pe(E, ae) and
Se(E, ae) are the penetration factor and shift factor cal-
culated at the channel radius ae [40], and Be is the con-
stant boundary parameter. Also, the function Re(E) is

that the level parameters are adjusted suitably. It is sim-

plest to make use of the information regarding the sub-
threshold levels by choosing Be = Se(Eie). Then, Eie is
equal to the observed energy of the level, and one also
has

qc

R, (E) =)
~, E)e —E (5)

with

N Yj~

Y(9.59)Iiefie
(9)

The sums extend over qg levels, specified by their eigenen-
ergies Egg and o;-particle reduced width amplitudes gpss.

The Ape in Eq. (4) are energy-independent P-feeding am-

plitudes.
The El part of the i2C(n, p)i 0 cross section is given

by

1/2 2
~q1 7%1~P

6Ã ~/=1 E~1—E
$2 1 (Si Bi + ipi)Ri (6)

where Ie is the a-particle wave number and I'~~(E) is

the formal E1 p-ray width of the level A;

I'),~
——2E p~, (7)

with constant pp .
The C+a. elastic-scattering phase shift is given by

Pg
~e(E) = —4e + arctan

R~ —Sg+ Bg

where —4g is the hard-sphere phase shift calculated at
ae [40].

It has been shown [44] that identical fits to the data
can be obtained for any choice of the Bg value, provided

2 dSel
Iie = rr1ie

I

1+ 'yie
&ic

and I'z ', the observed p width, is

,b,I"„'= I'„~1+q„„
E dE) z„

Here 1V is the total number of counts in the a spectrum,
Yie/Y(9. 59) is the branching ratio to the subthreshold
level relative to that of the E~ = 9.59 MeV level in 0,
and fie = fp(Eie) It is the obser. ved width I'ib' that is
identified with the measured half-width of 55 meV [4] of
the E = 7.117MeV level, so determining the value of pq~
(for given pii). There are then 17 adjustable parameters,
including the channel radius a (we assume ai ——as ——

a). In the following all parameter values are for Be =
Se(Eie), unless otherwise stated

In addition to these fits with Bi ——Si(Eii), we have
also carried out fits with Bi —— Si (300 keV), as in
Ref. [17], in order to use the S factor at 300 keV rather
than piq as one of the fitting parameters. The fitted val-
ues for both approaches were routinely converted to each
other [44] and excellent agreement was found.
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2. K-matri formaliem

A K-matrix analysis for the El part of the
x2C(a, p) 0 cross section and the C(a, n) C / = 1
phase shift was developed in Refs. [41,42] and was ex-
tended to include the P-delayed cx-particle spectrum of
isN in Refs. [18,34]. The notation used here most closely
follows that of Refs. [18,42]. The n spectrum from the
decay of N is written as

~-(E) = flax(E) ).pt (E)
1=1,3

Qct xxlA Pc~A + Dt~ (E)
1+p4, (E)K,' (E)

The El part of the x2C(n, p) isO cross section takes
on the form

~@x(E) —
p2 px~px7 I+ 4

a ~la laa
(13)

The elastic-scattering phase shift is given by

St(E) = arctan(pt Kt ) (14)

with

g4

Kent = ) +Dtaa ~

EA

glps glaS + bl, a.
13

(16)

Note that in Refs. [18,34] bxp was not used. In previous
work Els was usually set a few MeV above the energy
range of interest and was fixed, for example, at 8 MeV in
Ref. [34]. However, we have allowed Exs to vary &eely in
the fit to any energy greater than Ei2 (see Sec. III H). Be-
cause of the possible presence of echo poles (pole terms
with imaginary reduced width amplitudes and P-decay
feeding amplitudes [18,43]), we allow g& s to take on neg-
ative values.

As in Ref. [18], we fix three of the four parameters
of the subthreshold resonance [the state energy (Eii),
gamma-reduced width amplitudes (gi7i), and P-decay
feeding amplitude (Bii)] &om previous measurements of
the properties of this level and the relative I branch-
ing ratios [4]. Hence, there are 12 &ee I = 1 paraxneters:
gl 1, the four parameters for each of the E = 9.59 MeV
and background levels, and the three background con-
stants.

As was the case for the p wave, Esl and Bsl for the

Here, p&, (E) is the K-matrix penetrability for channel c
(c = n, p) [42], Exp is the level energy, gt ~ is the reduced
width amplitude for channel c, and Btx, is the P-feeding
amplitude. The energy-dependent background terms are

gens
2 Bcs gras

DEnn = + bEan) Dopa = + &Cpa)
Egs —E Es

subthreshold level were determined &om external mea-
surements. In order to reduce the number of f-wave pa-
rameters, we take Bss ——0; then E33 appears only in the
Z = 3 elastic-scattering analysis where its variation has
little effect and it was set arbitrarily at E33 —15 MeV.
Thus, there are 7 &ee E = 3 parameters.

E. Results

1 R.-matr ss ftts

The general R-matrix formulation as outlined in Sec.
IIID 1 contains more adjustable parameters than can be
reasonably determined &om fitting the available experi-
mental data. In some earlier work [13,31,32], arguments
based on isospin mixing or other models were used to
limit the values of the amplitude ps~ as well as the feed-
ing amplitudes Asg to, and the energies Esp of, the back-
ground states for both E = 1 and 3. With the addition
of the present experimental information, some of the re-
strictions may be relaxed. Our results show that the
constraints on the p-wave feeding amplitudes cannot eas-
ily be sustained. At the same time, the fits are improved
if the energies of the background states are allowed to
vary.

For the f wave an-alysis of the n spectrum, the ini-
tial analysis included the three states listed in Sec. III D.
However, it was found that the minimum of y occurs
in the region near A23 ——A33 —0 and, by taking
A23 —A33 —0 the value of y,.„was increased by
less than 1. The extrapolated value of the S factor was
changed by 1 keV b, and the acceptable range of SEx (300)
was narrowed only slightly &om +19 to +16 keV b. We
have therefore decided to take A23 ——A33 —0 thereby
reducing the number of &ee f wave para-meters by two.

We recall that the R-matrix analysis for the f
wave is performed with the boundary condition Bs ——

S3(Exs) [44]. The values A2s ——A33 —0 must there-
fore be transformed to their "physical" values for which
Bs ——Ss(E2s) and Ss(E33) respectively. Upon such
a transformation the physical values of A2s/p2s and
A33/+33 are found to be indeed small compared with
Axs/pxs, and thus the assuxnption that A23 —A33 —0 at
Bs ——Ss(Exs) is consistent with the previous shell-xnodel
arguments [13].

Next we investigate the best value of the channel ra-
dius parameter a. Figure 16 shows the dependence of
the total g on S@x(300) and a for A2s ——Ass ——0. The
minimum occurs at a = 6.5 fm and S@x(300) = 78.7
keVb with a y;„of376.9. Values of y,.„,as well as
its components, are plotted as functions of channel ra-
dius a in Fig. 17(a), and the corresponding values of
S~x(300) are plotted in Fig. 17(b). Table II shows the
dependence of the values of the R-matrix parameters on
a. We note that, for large a, SEx(300) decreases with
increasing a as shown in Fig. 17(b). Figure 18 shows
y, and its components, as functions of S~x(300) deter-
mined along a cut through the contour plot of Fig. 16 at
the best channel radius of,. a = 6.5 fm. The best fits to
the experimental data for a = 6.5 fm are shown in Figs.
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FIG. 16. Contour plot of y [a, Ssi(300)] for

A23 ——A33 ——0. Long-dashed lines indicate steps of 10 in

y, short-dashed lines indicate steps of 25, full lines indicate
steps of 100, and bold dash-dot lines indicate steps of 200.
The best-St value is indicated by the asterisk.

19(a)—(d). Table jjj, column 1, gives the values of the
parameters and other quantities for the overall best fit
with Bg = Sg(Eig) .In column 2, parameter values for
each level A are for Bg = Sg(Egg) [13].

For the reasons stated above, the value of S@i(300)
and its possible range are derived &om the calculations
for the case of the f wa-ve P-feeding amplitudes A23

A33 —0 The fit criterion given in Sec. IIIC yields
& 376.9+9(1.8) = 393. Prom the contour plot in Fig.

16, acceptable fits are obtained for values of a &om 5.0 to
7.7 fm, and for SEq(300) from 63 to 95 keV b. Therefore,
we take SEi(300) = 79 + 16 keV b.

The values of the reduced o,-particle widths are given
in the last column of Table III for the best-fit radius of
a = 6.5 fm. In R-matrix fits, these values depend sensi-
tively on the channel radius. Values obtained with dif-

ferent channel radii cannot usefully be compared (most
published values are for a around 5.5 fm). The same

applies, though not quite so strongly, to the dimension-
less reduced widths [13], 82, where values for the two
dominant / = 1 states are 82 z&(7.12) = 0.013 and

8 2i(9.60) = 0.45 for a = 6.5 fm.

TABLE II. Parameter values for the best R-matrix 6t for difFerent channel radii a with

A2s ——Azz ——0. The boundary condition Bq = Sg(Eig), the shift functions at the subthresh-

old states. Quantities in parentheses denote fixed input values; those in brackets are calculated
from a fixed input plus one fitted parameter (pig).

a (fm)
Eii (MeV)
pii (MeV' )
pi~ (MeV ')
Aii/QN (MeV ~ )
E2i (MeV)
p2i (MeV' )
pg~ (MeV ')
Asi/gN (MeV ~ )
Esi (MeV)
psi (MeV' )
ps~ (MeV ')
As&/gN (MeV ~ )

Eis (MeV)
pis (MeV' )
Ais/QN (MeV'~ )
E2s (MeV)
y2s (MeV'~ )
A2s/gN (MeV )
Ess (MeV)
'733 (MeV ~ )
Ass/QN (MeV'~ )

Ss, (300) (keV b)
gp (N = 87)
Xsi (N = 26)
Xhs (N = 40)

(N = 71)
g';„{N= 224)

5.0
(—0.0451)

0.269
[8.921x 10 ]

[0.329]
3.830
0.675

—5.858 x 10
0.309
22.98
2.138

—?.828 x 10 '
—0.648

(—1.032)
0.219

[O.549]
5.421
0.319

0
109.6
5.051

0

85
100
34.5
62.8
189
386

6.0
(—0.0451)

0.117
[8.778 x 10 ]

[0.141]
3.028
0.417

—2.033 x 10
0.0676
12.52
1.085

—3.859 x 10
—0.726

(-1.O32)
0.107
[0.269]
5.000
0.299

0
2?.9
1.720

0

81
99

33.3
59.9
186
377

7.0

(—0.0451)
0.0540

[8.747 x 10 ]

[0.064]
2.728
0.270

—2.566 x 10
0.1369
10.30
0.933

—1.930 x 10
—0.523

(—1.032)
0.0558
[0.138]
4.647
0.216

0
15.92
1.126

0

75
102
34.0
59.5
183
379

Division by gN = (1..0265 x 10 ) removes the dependence of the values of these parameters

on the number of.w counts collected.
Nonfinal values quoted for comparison purposes only.
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FIG. 17. (a) Minimum values of y and its components as
functions of the channel radius a for A2s = A33 —0. (b)
Corresponding values of Ssq(300). The lines connecting the
points are simply guides to the eye.
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2. IC-matrons: gite

As with the R matrix, the K-matrix parametrization
outlined in Sec. IIID2 involves more adjustable pa-
rameters than can reasonably be determined &om the
data. We first examine the effect of the f wave bac-k-
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/

/
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]Xe
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0
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400 X7.
50

S„(300)(keVb)

200

FIG. 18. Variation of y and its components along a cut
through Fig. 16 at a = 6.5 fm. The lines connecting the
points are simply guides to the eye.

3

E.„(MeV)
FIG. 19. R-matrix fits to data for overall best-fit parameter

values given in Table III. (a) N P-decay-delayed o. spectrum;
(b) C(n, 7) 0 El S factor; (c) C + n t = 1 phase shift;
(d) C + n l = 3 phase shift.
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ground terms B32 and 63@ . If we set both parameters
to zero, the value of y,.

„

is increased by 4, SEi(300) is
changed by less than 1 keVb, and the acceptable range
of S@i(300) is reduced from +19 to +16 keVb compared
with values obtained with B32 and b3p as variables.
Thus, for the same reason that we fixed the R-matrix f
wave parameters A23 —A33 —0 we take B32 ——b3p ——0
for our K-matrix analysis.

The dependence of Z and Szi(300) on the energy Eis
of the p-wave background term is shown in Figs. 20(a)
and (b), respectively. Since neither quantity changes
significantly for E» ) 100 MeV, we adopt the value
E]3 —100 MeV for our Gnal fits.

Results of simultaneous fits to all the data are pre-
sented in Table IV, which gives the best-fit value
S@i(300) = 82+16 keVb. K-matrix plots corresponding

to Fig. 19 are not included as they are similar to their
R-matrix counterparts. This value was determined from
the minimum of the curve y versus SEi(300), which is
presented in Fig. 21. Also plotted are the values of difer-
ent components of the total y . The uncertainty in the S
factor has been determined using the criterion described
in Sec. III C.

F. Interference sign for the radiative capture
reaction

In the previous literature (e.g. , [11,17]), there was some
discussion concerning the sign of the interference term
in the energy region between the two 1 states in the

C(n, p) 0 cross section. For fits utilizing the com-

TABLE III. Best-fit B-matrix parameters at a = 6.5 fm with A23 = A33 —0. Quantities in
parentheses denote fixed input values; values in brackets are calculated from a fixed input and
one fitted parameter (pig). The first column shows parameter values with the boundary condition
[Bi = Si(E&i)] set equal to the shift function at the subthreshold level. The second column gives
parameter values for each level A corresponding to BI. = &i(E&g).

Eii (MeV)
pii (MeV'~ )
pi~ (MeV ')
Aii/QN (MeV ~ )
E2i (MeV)
pgi (MeV'~ )
pg~ (MeV ')
A2i/QN (MeV ~ )
I"2,' (MeV)
E3i (MeV)
'73i (MeV ~ )
p3~ (MeV ')
A3i/QN (MeV'~ )
I'3, ' (MeV)

Bi = Si(Eu)
(—0.0451)

0.0793
[8.761x 10 ]

[0.0947]
2.845
0.330

—2.439 x 10
0.184

b
11.71
1.017

—2.819x10 '
—0.640

b

% = &g(E~i)
(—0.0451)

0.0793
[8.761x 10 ]

[0.0947]
2.400
0.471

—3.196 x 10
0.192
0.359
7.999
0.912

—2.498 x 10
—0.712

9.04

Ei3 (MeV)
pi3 (MeV'~ )
Ai3/QN (MeV'~ )
E23 (MeV)
p2g (MeV' )
A23/gN (MeV ~ )
I'23' (MeV)
E3g (MeV)
ps' (MeV'~ )
A33/QN (MeV'~ )
I')~3' (MeV)

Ssi(300) (keV b)
xs (N = 87)
Xqi (N = 26)

xI3 (N =40)
Y (N =71)

;„(N= 224)

(—1.032)
0.0765
[0.192]
4.798
0.251

0
b

17.71
1.244
0.0
b

79 + 16'
100
32.8
59.8
184
377

(—1.032)
0.0765
[0.192]
4.242
0.497

—0.0390
0.757
9.988
1 ~ 115

—0.115
13.68

Division by gN = (1.0265 x 10 ) removes the dependence of the values of these parameters
on the number of n counts collected.

Not applicable.
Systematic error not included.
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local minimum is found in the K-matrix fit at SEi (300) =
8 keV b with a y2 of 397 (Fig. 21), which is larger than
the value ofy;„=370 obtained at SEi (300) = 82 keV b.

It is concluded that the possibility of destructive in-
terference in the region between the two 1 states in the

C(ca, p) 0 reaction is excluded at about the 50 level

by the R-matrix fits. The large increase in the values of
for the destructive interference solutions (see above)

stems Rom the poor fit to the radiative capture data.
The reason for this is that the deep interference mini-
mum for the radiative capture fit is forced to an energy
near the low-energy data points by the large value of the
reduced width of the subthreshold state required in the
fit to the sN(Pcs) data.

10 10 10
~ ~ ~ s s ~ ~ I ~ ~ I I I ~ I I

10 10
C. Systematic errors

bined cr@q data of Sec. IIIE, the xninixnum y occurred
with constructive interference. However, local minima of
y2 do exist for which the interference terxn is destructive
between the states.

In the R-matrix calculations two such solutions occur:
one at a = 7 fm and SEi(300) = 4 keV b with a minimum
y2 = 467; and a second at a = 8.5 fm and SEi(300) =
0 keVb with y2 = 464. These two local minima can be
seen in the contour plot of Fig. 16 along with the absolute
minimum at a = 6.5 fm and SEi(300) = 79 keVb for
which y = 376. Due to the increased y, these solutions
for destructive interference were ruled out. Similarly, a
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~k kP
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$Q e.e-t+tw 0 k t.I-t+tw + +JffQ Q g

I
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SE,(300} (keV b}

FIG. 21. Variation of y and its components with Ssa(300)
for the best K-matrix fit. See text for details.

E 3 (MeV}

FIG. 20. (a) y and (b) the corresponding Ssa(300) as
functions of Eq3.

Systematic errors were estimated by repeating the
analysis under conditions in which each factor that might
lead to uncertainty was varied independently and the
change in SEi(300) determined. For the R-matrix fits,
variations were carried out only with the optimuxn chan-
nel radius of a = 6.5 fxn.

Among the various external measurements used to fix
some of the fitting parameters of the subthreshold states,
the most significant uncertainty was found to arise &om
the relative P-branching ratio to the two 1 states (see
also Ref. [18]). This ratio determines the parameters Aii
and B~q used in the R- and K-matrix analyses, respec-
tively. The +9%%uo uncertainty in its value leads to a range
of +6 keVb in the extrapolated S factor. The +6%%uo un-
certainty in the gamma width of the E = 7.117 MeV
state, used to calculate pq~ and gq~q, introduces an er-
ror of k2 keV b in the K-matrix analysis and +3 keV b
in the R-xnatrix analysis. Uncertainties in the energies
of the subthreshold states have a negligible effect on the
final SEi(300).

The four i2C(o. , p)isO data sets show obvious sys-
tematic differences. An estimate of the error arising
&om these differences can be obtained from the observed
spread in the S factors obtained when each data set is
used separately in the fit. This procedure is discussed
in more detail in Sec. IIIJ where the results of separate
fits are presented in Tables V and VI. Prom these tables,
the systematic errors are assuxned to be +4 keVb for
the R-matrix results and +16 keV b for the K-matrix re-
sults. The +10% uncertainty in the overall normalization
of the (a, p) cross section data contributes an additional
k2 keV b in both types of analyses.

Several systematic effects in the N spectrum also af-
fect the final S-factor result. The +10%%uo uncertainty in
the amount of N contamination causes an uncertainty
of +1 keVb, while the eKect of the subtraction of the
response tail was found to be negligible. The quoted
uncertainty of +&ooo counts in the N contribution of
1500 counts (see Sec. IID 4) results in an uncertainty in
SEi (300) of about +5 keV b in the R-matrix fits, and +I
keVb in the K-matrix fits. Variations of +5 keV in the
energy resolution give errors of +2 keVb. A reduction
in coincidence efficiency by the amount quoted in Sec.
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TABLE IV. Best-fit K-matrix parameters. The convention of Refs. [18,34,41,42] is followed here
in multiplying parameters by powers of a = 5.46 fm to produce units of Mev or MeV

Eii (MeV)

—s/2 (M Vi/2)

BII/y N '
E12 (MeV)

gi~sa (MeV' )
BI2/QN~'
I'1 g (MeV)'
Eis (MeV)
gi sa / (MeV'/ )
gi's a / (MeV' )
Bis/QN '
bg a
b&7a+

hip a /QN~(MeV '/ )'
Esi (MeV)
gs ia (MeV )
Bsi/QN '
Es2 (MeV)
gs ga / (MeV'/ )
Bsg/y'N '
I's~2 (MeV)'
Ess (MeV)
gs sa / (MeV'/ )
Bss/QN '
b3 a5„.a '/'/gN. (Mev '-/')'-
Ssi (300) (keV b)
yp~ (N = 87)
Xai (N = 26)
y~s (N = 40)

(N = 71)
q', „(N= 224)

(—0.0451)
—7.122

(1.897 x 10 )
(1.21)
2.451
6.939

0.6647 x 10
—0.4217

0.454
(100)

—342.3i
—19.58 x 10 i

21.18i
1248

67.94 x 10
—76.68

(—1.032)
0.06202
(2.50)'
4.414

0.06478
(o)

0.944
(»)

—0.4538i
(o)

0.02323
(o)

82 +16
97.8
33.9
5?.0
181.6
370

Numbers in parentheses are fixed.
b Fl'OII1 I 1%1 2pl (Ell)gl 1 55 meV.2 2

'Division by 1/N = (1.0265 x 10 ) / removes the dependence of the values of these parameters
on the number of o; counts collected.

Bqq and B3q fixed from branching ratios.
'I'I i = 2pz (Eci)gz g.
Systematic error not included.

TABLE V. R-matrix fits to the four separate C(II, p)' 0 data sets as well as to a combined
set at a = 6.5 fm.

Ref. [7]
Ref. [9]
Ref. [10]
Ref. [11]
A11

24
26
12
9
71

2
Xv

1.47
1.45
1.41
1.47
1.80

2
Xp

(N = 87)
99.0
98.8
98.5
99.3
100.0

2
Xhl

(N = 26)
33.3
33.3
33.6
33.0
32.8

2
X83

(N = 40)
59.8
59.8
59.8
59.7
59.7

2
X7

46.5
45.2
19.1
24.0
184.0

Sa 1 (300)
(keV b)
(77)
(87)
(79)
(80)

79+16

Nonfinal values for Sai (300) which are quoted for comparison purposes are enclosed in parentheses.
Systematic error not included.
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TABLE VI. K-matrix Bts to the four separate C(n, p) 0 data sets as well as to the combined

set.

Ref. [7]
Ref. [9]
Ref. [10]
Ref. [11]
All

24
26
12
9
71

2
Xv

1.36
1.38
1.33
1.44
1.78

2
Xp

(N = 87)
97.1
97.0
96.9
97.4
97.8

2
Xbx

(N = 26)
34.3
34.4
34.4
34.1
33.9

2
X83

(N = 40)
57.0
57.0
57.0
57.0
57.0

2
X7

29.9
35.8
10.2
21.9
181.6

Ssx (300)
(keV b)
(94)
(99)
(66)
(74)

82+16

Nonfinal values for Ssi (300) which are quoted for comparison purposes are enclosed in parentheses.

Systematic error not included.

IID 6 caused a maximum change of +3 keV b, while the
possible presence of noise events in the spectrum (Sec.
IID7) leads to a change of —1 keVb. Uncertainties in
the energy calibration for the N data lead to an esti-
mated +10 keV b error in S@x(300). Adding all of these
contributions in quadrature, we obtain a systematic er-
ror of +14 keVb for the R-matrix and +20 keVb for the
K-matrix fits.

As an additional test of the stability of the R- and
K-matrix fits with respect to the o. spectrum, analyses
were carried out which exclude all the data points in the
region of the interference minimum &om E = 0.86 MeV
to 1.37 MeV. This procedure resulted in only very small
changes in the extracted values of SEx(300) (+4 keVb
for the R-matrix fits and +1 keV b for the K-matrix fits)
with no significant changes in y2.

H. Comparison with the R-matrix Sts
of Refs. [13,31,32]

The present work follows closely the procedures of
Ref. [13]. However, some of the a priori restrictions on
the p-wave parameters assumed in the previous works
[13,31,32] were relaxed to allow a good fit to the data
now available. In particular, the 6ts need a consider-
able feeding both in the radiative capture as well as the
P-channel for the p-wave background state. Similar re-
strictions to those used previously were placed on the
f-wave parameters, for the reasons stated in Sec. III E 1.
A slightly higher channel radius than the coxnmonly used
value of a = 5.5 fm is confirmed as was proposed in Ref.
[31].

References [13,31,32] used a spectrum in their fits
which had been constructed &om data based on a pri-
vate coxnmunication [33] between WafBer and Barker. In
this spectrum only every fourth point was taken and the
error bars were extended beyond the purely statistical
to incorporate systematic errors &om the energy calibra-
tion. Therefore a X2 per degree of &eedom far below
unity [34] can be found for fits to this spectrum. For this
reason, the y2 values of the previous works [13,31,32]
and of the present are not directly comparable. We have
reconstructed a spectrum &om the private communica-
tion (see Fig. 15 and Sec. IIE1) and find it difficult to
fit even with the subtraction of a response-function tail
comparable to that in the present work.

I. Comparison with the X-matrix Sts of Refs. [].9 34]

500 I I l I ~ I I 0 1 I ~ I

400,

100

I

T
I I I I I I I

80

O
C 60

V)

40
I
I

I s I ~ I I
I

~ I

-100 -50

b {a'"N" MeV "')

FIG. 22. Dependence on bixx of (a) y and (b) Ssi(300).
See text for discussion.

The 6nal value of the 8 factor in the present work is
SEx(300) = 82 keVb for the background state energy
E]3 —100 MeV, compared with our preliminary results
of S@x(300) = 57 keV b and 68 keVb for Exs ——7 MeV
and 20 MeV, respectively [19]. In Ref. [34], which used
the same xx spectrum as Ref. [19],a value of S@x(300)=
42 keV b was found for Eq3 ——8 MeV.

The analyses of both Refs. [19,34] use the same
parametrization, but Ref. [34] employs only one o@i(xx,p)
data set [10] while Ref. [19] uses all four measurements.
In addition, Ref. [34] makes use of the f = 1 and 3 phase
shifts which were not used in Ref. [19].

Also, the two studies use difFerent goodness-of-fit crite-
ria for y, which afFects only the size of the quoted errors.
We have verified that the method of analysis described
in Ref. [19] gives identical results to those of Ref. [34) if
carried out under the same conditions. We regard both
sets of results as preliminary.

The result of the present work differs from that in
Ref. [19] in several respects. Firstly, refinements in the
data analysis have led to a final spectrum which has mi-
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nor differences from that employed in Ref. [19] (mainly
in the energy calibration). Secondly, the E = 1 and
E = 3 phase shifts of Ref. [35] were employed in simul-
taneous fits, even though the inclusion of the 8 = 3
data leads to an insignificant change in the value of
S@q(300). Finally, the present work includes an addi-
tional p-wave background parameter, bi p, which was ab-
sent in Refs. [19,34], and Eqs was increased to 100 MeV.
The inclusion of these changes was found to be impor-
tant in order to obtain good 6ts to the improved N

Pn spectrum. This is illustrated in Fig. 22 where y and
S@q(300) are shown as functions of bqp . The dot-dashed
lines indicate the value of y~g„and the corresponding
S@q(300) of the present work. The dashed lines indicate
values of g2 and S@q (300) that would be obtained if bqp

were set equal to zero.
Since the 6nal uncertainties of the present work are

based on a different goodness-of-6t criterion for y2, it
is not meaningful to make a direct comparison of the
present uncertainties with those of Refs. [19,34].

IV. SUMMARY AND GGNCLUSIGNS

In the present work a measurement of the P-delayed
o. spectrum of N is reported which has been carried
out, for the first time, in conjunction with an experi-
mental determination of the complete response function
of the detection system. In addition, the energy range
of the spectrum has been extended beyond a previous
measurement [14] showing a low-energy structure that is

most likely produced by the p-wave interference between
the E = 7.117 and 9.59 MeV 1 states in O. In the
P-delayed n spectrum, this interference is destructive in
the energy region between the states.

The N spectrum obtained here has been employed
in 8 and K--matrix fits, together with the ~2C(n, p) 0
data and the elastic-scattering data for a particles
on ~2C, to derive S@q(300), the El S factor of the

C(n, p)~ 0 reaction at E = 300 keV.
The R-matrix fits to the data result in

S@q(300) = 79 + 21 keV b, (17)

J. The influence of difFerent radiative capture sets
on the final result

As mentioned earlier, the four sets of C(o., p) 0
measurements [7,9—ll) display clear systematic differ-
ences. After combining the four oEq measurements into
a single data set, comparable values for S@q(300) are ob-
tained in both R- and K-matrix analyses. It is therefore
assumed that the differences in the o@~ measurements
contribute primarily to the systematic error in SEq(300).

Analyses have been performed separately for each o'Ei
data set; the results are shown in Tables V and VI for
the R- and K-matrix calculations, respectively. The re-
sults presented in Table V yield a spread of +4 keVb
for S@q{300),considerably smaller than the +16 keVb
spread &om the K-matrix values in Table VI. This is be-
cause the parametrization for the radiative capture chan-
nel in the R-matrix formulation is more restrictive than
that for the K matrix; i.e., the K-matrix parametriza-
tion includes an additional parameter bi~ . If the K-
matrix parameter space is restricted to be more nearly
comparable to that of the B matrix (by taking bq~ ——0,
for example) the resultant spread in S@q(300) is compa-
rable to that of the R matrix. On the other hand, if
the R-matrix parametrization is expanded to include a
fourth state, a spread somewhat larger than that for the
K matrix is found. It appears that the exact choice of
parametrization for the background terms in the (n, p)
channel has a significant effect on the systematic error to
be assigned. We note, however, that the average value
of S~z(300) for the separate fits is in each case always
very close to that obtained for the corresponding fit to
the combined (o., p) data set. This supports our choice
in using the combined data set to find the most trust-
worthy value for Saq(300). Furthermore, as our stated
intention was to confine our analyses, so far as possible,
to parametrizations already established in the literature,
we take the spreads in Tables V and VI to be appropriate
estimates of the systematic errors.

using the model space discussed in Secs. IIID1 and
III E 1; statistical and systematic errors have been added
in quadrature.

The K-matrix 6ts to the data result in

SE~(300) = 82 + 26 keV b

for the model space discussed in Secs. III D 2 and III E 2;
statistical and systematic errors have been added in
quadrature.

The final S factors are close to one another and well

within the errors, whereas in previous work the K-matrix
results were usually lower. This is the first time that
both R- and K-matrix analyses have been carried out
concurrently using a P-delayed n spectrum covering a
broad range of energies. It is not surprising then that
some of the discrepancies between the values obtained in
other separate R- and K-matrix calculations are absent
here.

With the much improved S-factor curve for the El
cross section, it may now be possible to derive more
accurate values &om the p-ray angular distributions of
Refs. [9,11] for the cross section of the E2 transitions to
the ground state of 60. From these improved E2 cross
sections and Rom new measurements in progress [45],
a more precise determination of S{300) should become
possible.
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