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We have studied one- and two-dimensional scaled factorial moments in S+S and S+Au col-
lisions at 200 GeV/nucleon in a high statistics electronic measurement at the CERN SPS using
pad-readout streamer tubes. We observe no intermittency signal beyond that produced by folding
the FRITIQF event generator with a detailed model of our detector. The systematic effects of detector
response, two-track separation, and finite statistics in a factorial moment analysis are discussed in
detail. Even though the observed signal contains measurable distortions due to these experimental
effects, we show that we are sensitive to intermittency. As an alternative method, a two-particle
correlation function analysis was applied to the same data to measure correlated particle production
at small scales. We show that this method does not suffer as much as the factorial moment anal-
ysis does from distortions due to the limited two-track resolution of the detector. The correlation
functions also agree with the predictions of FRITIDF filtered through our detector simulation, down
to the limit of the two-track resolution. Since FRITIQF models nucleus-nucleus collisions by the su-

perposition of nucleon-nucleon collisions, we conclude that there is no evidence in our data of the
kinds of collective behavior predicted to give strong intermittency in heavy ion collisions.

PACS number(s): 25.75.+r, 24.60.Ky

I. INTRODUCTION

The phase-space distribution of hadrons produced in
high-energy collisions has been used for many years as
a tool to investigate the elementary mechanisms govern-
ing such reactions. Models incorporating perturbative
/CD for hard (i.e. , high-momentum transfer) scatter-
ing and semiphenomenological formulations for soft (low-
momentum transfer) collisions and hadronization have
met with great success in describing single-particle dis-
tributions in systems as simple as e+e (e.g. , JETSET
[1] and HERWIG [2]) and as complex as nucleus-nucleus
collisions (e.g. , RCLMD [3], VENUS [4], and FRITIOF [5]).
In addition, large phase-space scale multiparticle distri-
butions in collisions dominated by hard processes (i.e.,

jets) are also well described by such models. In recent
years, interest has grown in the investigation of small
phase-space scale multiparticle distributions [6]. The ini-
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tial impetus for this came from the study of high-energy
nucleus-nucleus collisions [7,8], in connection with a pos-
sible phase transition from ordinary hadronic matter to
a quark-gluon plasma. However, it was soon realized
that such a detailed study of multiparticle distributions
in simpler collisions may also yield new information on
elementary particle production mechanisms, possibly re-
lating to their fractal properties [9]. Thus, there are two
quite separate goals for the current study of multiparti-
cle production: (i) the investigation of elementary par-
ticle production mechansims, using simple probes, and
(ii) the search for collective phenomena, usually using
complex probes such as heavy nuclei. The strategy to
identify collective phenomena is to search for deviations
&om the multiparticle distributions predicted by a simple
superposition of elementary sources.

Measurements of multiparticle distributions require
great care to interpret because of the unavoidable Buctu-
ations due to finite particle multiplicity, resonance pro-
duction, and detector eKects such as interactions with
material and limited two-track resolution. Biaj'as and
Peschanski [7,8] suggested a means of suppressing the
Quctuations due to finite multiplicity by calculating the
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mean scaled factorial moments (E~) of the multiplicity
distribution. Given a total interval of (e.g. , rapidity) b,y
divided into M equal bins of size by = b,y/M, the mean
scaled factorial moment (F~) of order q is defined as

where n denotes the population of bin m, ( .) indicates
an average over events, and (n) is the mean multiplicity
within by [10]. The dynamics of the particle production
mechanism are then refiected in the dependence of (F~)
on b'xl. In particular, a mechanism with a self-similar
("branching") structure would exhibit a power-law de-
pendence:

(Fq) ac by ~~ .

This power-law dependence is known as intermittency,
and the general study of the dependence of (F~) on by
has come to be known by that name. The slope in a plot
of 1n((E~)) vs —in by is P~.

Bialas and Peschanski [7] proposed that particle pro-
duction in a longitudinally expanding fluid of quark-
gluon plasma has an underlying branching structure in
rapidity, leading to clustering in rapidity of final-state
hadrons (i.e., interxnittency in the multiplicity distribu-
tion). Others have suggested that the occurrence of in-

termittency is a signal of a second-order phase transi-
tion [11]. However, more elementary particle produc-
tion mechanisms having a self-similar cascading struc-
ture, such as the fragmentation of strings (e.g. , [12] and
references therein) or high-energy jets [13], are also ex-
pected to produce intermittent final-state distributions.
Whatever the underlying physics, the analysis of scaled
factorial moments has served as a sensitive statistical
tool to compare particle production models to data. The
hope is that, after accounting for all experimental effects,
differences between models and data will point to new
physics.

There have been extensive experimental investigations
of intermittency in the last few years. For the case of
e+e collisions, almost all studies find agreement in de-
tail between data and commonly used particle production
models [14,15] (but see also [16]). The situation with
hadronic probes is much less clear. In particular, the
question of intermittency in high-energy nucleus-nucleus
collisions is unsettled. The KLM [17) collaboration has
reported slopes that cannot be accounted for by com-
mon particle production models, and which increase with
increasing dimensionality of the partitioning of phase
space. On the other hand, the Helios-Emulsion Collab-
oration [18] reports no slopes beyond those accounted
for by folding common particle production models with
a model of experimental efFects. The EMU01 Collab-
oration [19,20] observes a somewhat larger effect than
obtained by FRITIOF plus gamma conversion. There are,
however, no Bose-Einstein correlations present in their
FRITIOF version, and they argue that this xnight account
for the difference. The NA35 [21] collaboration observes
a strong efFect which they claim can be explained once

Bose-Einstein correlations are incorporated into FRITIOF.
All of the reported heavy-ion results are Erom visual

experiments, with their attendant low statistics. This
paper reports on results &om the electronic heavy-ion
experiment WA80, which measured heavy-ion collisions
of S+S and S+Au at 200 GeV/nucleon at the CERN
SPS. Electronic experiments have the advantages over
visual detectors of a more selective central trigger with
much higher statistics. However, they suffer from re-
duced spatial resolution, leading to a more limited two-
track separation, reduced ability to distinguish back-
grounds such as p conversions and hadronic showering in
matter, and smaller acceptance. We have made a careful
study of track reconstruction and background effects, and
present both one- and two-dimensional [13] scaled facto-
rial moment analyses of S+S and S+Au collisions at
200 GeV/nucleon. In addition, we have performed a two-
particle correlation function analysis on the saxne set of
data. This minimizes our sensitivity to these detector
artefacts while remaining sensitive to correlated particle
production.

WA80 has previously reported the observation of sig-
nificant intermittency in 0-induced reactions at 200
GeV/nucleon [22]; however, because of an error in the
track reconstruction those results are incorrect for close-
track correlations. This paper presents a new analysis,
based on a reconfigured and calibrated detector and a
completely new analysis procedure.

In Sec. II of this paper we describe the WA80 ex-
perimental setup, running conditions at which data were
taken, and the criteria by which central events are distin-
guished &om peripheral ones. In Sec. III, the Streamer
Tube Arrays and the method by which individual charged
particle tracks were reconstructed and measured are de-
scribed. Details on the factorial moment analysis are
in Sec. IV. The detector simulation based on GEANT
is described in Sec. V. Results of the factorial moment
analysis are presented in Sec. VI, including detailed com-
parisons to FRITIOF filtered through the detector simula-
tion. Our sensitivity to intermittency is investigated in
Sec. VII using an alpha xnodel calculation. Some experi-
mental biases that we observed but which affect nearly all
factorial moment analyses are discussed in Sec. VIII. The
scaling of factorial moments is investigated in Sec. IX. In
Sec. X, we show the results of a two-particle correlation
function analysis and in Sec. XI discuss its relevance to
the search for intermittency for real detectors. We draw
our conclusions in Sec. XII.

XX. ZXPKRIMRNV&r, sZVUP

The 1990 setup for the WA80 experixnent [23] is shown
in Fig. 1. This setup is considerably different &om
the initial configuration of WA80 [24] for the following
reasons: the lead glass array sApHIR [25] was reconfig-
ured; the midrapidity calorimeter (MIRAC) and the zero-
degree calorimeter (ZDC) [26] were moved further down-
stream, now subtending the pseudorapidity intervals of
3.0 & g ( 5.9 and 6.5 ( g, respectively; the Plastic
Ball was removed; and most importantly for this analy-
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III. STREAMER TUBE ARRAYS

The streamer tubes were of the Iarrocci type [29]. They
were arranged in two planes perpendicular to the beam,
with each layer covered with 2 x 10 capacitively cou-
pled pads with pad sizes varying according to the radial
distance &om the beam. The pads were connected to
discriminators so that a yes/no signal was generated, de-

pending on the passage of a charged particle through the
gas volume behind a pad. The pads were arranged in
groups of 24, 40, or 160 on printed circuit boards of size
21 x 21 cm . The region of the streamer tube arrays used
in the analysis (see Fig. 4) was predominantly occupied
by the 160-pad boards, having pad dimensions of 1.05 cm
by 2.625 cm along x and y, respectively. Each board had
a single threshold setting for all its pads.

One or more pads would "fire" (i.e., exceed the thresh-
old voltage) in response to a streamer that develops after
the passage of a charged particle. The response of pads to
individual charged particles was measured in calibration
runs, using a beam of 10 GeV e and vr . It was found
that the passage of a single charged particle will induce
a signal on a cluster of contiguous pads. Less than l%%u0 of
the single charged particles will induce two or more dis-
connected clusters. It was also found that the "geomet-
ric" centroid of clusters (weighted by the area of the fired
pads) determines the position at which a charged parti-
cle passed through the streamer tubes for all cluster pat-
terns, within an accuracy of k4 mm horizontally and
k6 mm vertically (due to the larger length of the pad ver-
tically than horizontally). Single track efficiencies varied
between 85 and 95% among readout boards, where the
inefficiency is due to tracks which traverse the streamer
tube walls instead of the gas volume. For a given location
on the detector there is a distribution of sizes and shapes
of the single-particle clusters, and this distribution can
vary over the face of the detector depending upon the lo-
cal threshold setting and the mechanical coupling of the
pads to the streamer tubes. About ten difFerent cluster
patterns, those with the fewest number of Gred pads, ac-
counted for 90'%%u0 of all single-hit clusters. The patterns
of the ten most probable clusters as measured in the cal-
ibration data are drawn in Fig. 2.

A new analysis chain to extract tracks &om pad hits
was developed for the scaled factorial moment analysis.
Particular attention was paid to optimize the resolution
in order to distinguish two tracks and to reject tracks
that did not originate from the target. The analysis chain
consisted of the following elements.

(1) Clustering: For each plane separately, clusters
(groups of connected "fired" pads) were formed.

(2) Correlating clusters: Clusters on both planes were
projected onto a common plane along a line that joined

the cluster centroid with the target. Correlated clusters
were those for which fired pads of a cluster on one detec-
tor plane overlapped those of the other. These correlated
clusters were used as candidates for track reconstruction.
Uncorrelated clusters were not considered any further.

(3) Resolving pairs into tracks: All pairs of correlated
clusters were resolved into tracks, where each cluster con-
tributed to no inore than one track (i.e., clusters could
not be shared by tracks). One exception to this rule was
allowed, in order to extend the two-track resolution: the
situation where exactly two disconnected clusters on one
plane correlated with the same cluster on the other plane.

For a typical minimum bias 3~S+Au event, roughly
59.6% of all clusters on a plane formed tracks, 39.6%
were uncorrelated with any other cluster, and the re-
maining 0.8'%%up shared a cluster on the opposite plane with
two or more nearby clusters on the same plane, and thus
were not used to form tracks. These percentages varied
slightly depending on the centrality of the collision. Un-
correlated clusters were due to (i) the finite efficiency of
the streamer tubes, and (ii) background clusters due to
large-angle particles created &om the showering of high
pseudorapidity reaction products in the beam pipe. In
the latter case, even though these particles could gener-
ate clusters on both planes of the streamer tubes, these
clusters would not be correlated during reconstruction
because of the demand that tracks used in the analysis
originate &om the target. In order to reduce the rate of
false tracks from the random alignment of these "back-
ground" clusters, it was essential to determine the op-
timal cluster size to be used when correlating clusters.
Using a Monte Carlo simulation of the WA80 streamer
tube detector (described in Sec. V below), we tested our
reconstruction efficiency by varying a parameter which
increased or decreased the effective size of clusters. It was
found that the actual geometrical size of clusters worked
best for maximizing the ratio of accurately reconstructed
tracks to false tracks.

The relative alignment of the streamer tube planes was
deterinined using tracks from central szS+Au events in
which the clusters in both planes were single-pad clus-
ters. This procedure determined the relative positions of
the planes to within k2 mm. The absolute position of
the plane nearest to the target was determined by survey-
ing to k4 mm in both z and y. Altogether we obtain a
single-track resolution of 0'„+0.002(stat) +0.003(syst)
and 0'y = +0.003(stat) +0.003(syst). The statistical error
refers to the measurement uncertainty, while the system-
atic error refers to the errors in relative alignment and
absolute position determination.

The two-track resolution has been determined in two
independent ways. One method uses the data itself in a
two-particle correlation analysis (described in Sec. X be-

FIG. 2. Patterns of the ten most probable clusters as observed in the calibration data.
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relation distributions in {a)
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resent the "hole" due to the fi-
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to zero within it. The cell size
is 1 cm by 1 cm in (a) and 0.01
by 0.01 in (b).

low), which works when the observed correlations are not
too strong. Figure 3 is a contour plot of the two-particle
correlation functions in dx —dy and drl —dp space for cen-
tral S+Au collisions, where dx = xq —x2 and xq and
x2 are the x positions for a pair of tracks on a streamer
tube plane 784.7 cm from the target (similarly for dy, dry,

and dP). As dz and dy become smaller, the correlation
function falls rapidly &om = 1 to zero, reflecting a re-
duced eKciency for resolving close pairs. The two-track
resolution is limited by the size of individual clusters: for
pairs of tracks below a certain separation, the clusters
each track produces merge into a single large cluster and
can no longer be distinguished. The two-particle accep-
tance "hole" in dx —dy corresponds to the observed hole
in dg —dP space. From inspection of Fig. 3 we obtain
the following two-track resolutions, measured as the half-
width at half-maximum along the respective axes:

dx: 24 cm, dg: 0022,

dy: 5.4 cm, dP: 0.027 .

The two-track resolution is about a factor of 10 larger
than the single-track resolution, though it is still rela-
tively small compared to other experiments. Even so, it
const.'tutes the single most important experimental eKect
on the behavior of factorial moments at high resolution
in our analysis.

The second method for estimating the two-track reso-

lution uses the measured cluster sizes and probabilities as
obtained &om the calibration data of the 160-pad boards.
In this case the two-track resolution in the x or y direc-
tion is equal to the average cluster size in that direction
plus the width of one pad, where a pad has dimension
1.05 cm in x and 2.625 cm in y. This criterion constitutes
the minimum distance that must obtain between two dis-
tinguishable clusters. Using this criterion, the measured
two-track resolutions are dx = 2.4 cm and dy = 6.2 cm,
in qualitative agreement with the values obtained using
the first method.

IV. DATA ANALYSIS

A factorial moment analysis was performed using
tracks within the pseudorapidity interval 2.12 & g & 2.57
(b, r1 = 0.45) and azimuthal angle interval —110'
& 110' (b,P = 220'). This region on the front plane of
the streamer tube array for these phase-space intervals
is shown in Fig. 4. The uppermost part of the detector
is not used because it is populated by boards with large
pads.

In order to avoid introducing biases in the estimation
of the factorial moments, it is necessary to have uniform
acceptance within Ag and AP. This dictated the choice
of a rather restricted phase-space interval compared to
other intermittency analyses. Bin multiplicities were cal-
culated for the following subdivisions of these intervals:

br1 = Eq/m, m = 1, . . . , 8 (one-dimensional analysis in rI),

(brj = Ag/m) (bP = AP/8m), m = 1, . . . , 6 (two-dimensional analysis in rI —P), (4)

which were then summed to obtain the scaled factorial moments (I"~) as follows:

+events
, n, (n; —1) (n; —q+ 1)

(N)Q
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where N,„,„&,is the total number of events analyzed, M
is the total number of bins in ql and p, m is the bin
index, n; is the number of particles in bin m for event
i, and (N)q is the average multiplicity within b, ql

—AP.
This analysis is called "horizontal" because the scaled
factorial moments are calculated by first summing over
bins and then averaging over events [19]. At least five
events were required to contribute to a moment in order
to calculate it at a given resolution [15]. No correction
for the variation of dN/deal [30] was necessary due to our
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FIG. 4. Phase-space acceptance for scaled factorial mo-
ment analysis (b,ql = 0.45, Ep = 220'). Solid line indicates
outline of actual streamer tube detector.

narrow pseudorapidity acceptance.
Factorial moments in both the one-dimensional and

two-dimensional analyses were estimated by dividing the
data into subsamples of 2000 events each and calculat-
ing (Fq) for each subsample. For large enough phase-
space bins, the resulting (Fq) subsample distributions
were sufBciently Gaussian that the mean value and the
variance of the distributions can be used as estimates of
(Fq) and the statistical errors of (Fq), respectively. This
method is similar to one developed independently and
reported in Ref. [31]. Typical distributions of (Fq) from
subsamples are shown in Fig. 5 for a two-dimensional
analysis of S+Au collisions. A general feature of these
distributions is that the (Fq) distributions become more
asymmetric and broader for a fixed number of subsam-
ple events as the bin multiplicity becomes smaller (i.e., as
phase space is subdivided into smaller bins). This effect
is more dramatic for the higher order moments, as has
been studied in detail in Ref. [31]. For some moments,
such as (Fs) in Figs. 5(b) and (d), the distributions can be
highly non-Gaussian and noticeably discrete. We restrict
the data presented later in this article to those moments
whose distributions are symmetric and well behaved.

V. SIMULATIONS

Experimental effects can generate artificial correlations
or suppress the correlations that are present in the true
phase-space distribution of particles &om the collision.
In order to assess these experimental effects, we have
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performed detailed simulations of the WA80 setup using
the detector modeling program GEANT v3.15 [32] fed by
events from the FRITIOF event generator v1.7 [5]. This
version of FRITIOF does not include Bose-Einstein corre-
lations, unlike what was done by NA35 [21]. In addition
to modeling the generation or suppression of tracks due
to interactions in matter, we have developed a model
of the response of the streamer tube detector. As de-
scribed above, the detector readout is segmented into
readout boards. Due to electronic and mechanical varia-
tions among the boards, the local response of the detector
(in particular, the frequency of certain cluster patterns
and the overall efficiency of the readout board) can vary.
The detector also had an ineKciency due to the dead
area occupied by the streamer tube walls. The response
of each readout board for each plane was determined &om
low multiplicity S+S events in the actual physics runs,
and was characterized by the distribution of sizes and
shapes of clusters observed in that region. It was as-
sumed that the overall efBciency of each readout board
was 90'%%uj&. We did not attempt to model single-charged
tracks yielding two disconnected clusters, as observed in
the calibration data, because the probability that a track
produce two distinct clusters on both planes is negligible
for this analysis. This local response was then used in
the simulation for the same region of the detector, pad
hits were generated according to the cluster distribution,
and the simulated events were passed through the same
analysis chain that was used to process the raw data.

An approximate model of the WA80 trigger was de-
veloped, based on the geometrical acceptance of MIRAC

and ZDC, to select central or peripheral events in the
simulation in the same way as in data analysis.

VI. RESULTS

Multiplicity distributions within the acceptance of the
scaled factorial moment analysis for central and periph-
eral collisions are shown for both data and simulations
in Fig. 6. The results presented as Monte Carlo in the
following plots refer to the entire detector simulation as
described in the previous section. With the exception
of central S+Au, good agreement is obtained for all
distributions, showing that the Monte Carlo reproduces
well the gross features of these multiplicity distributions,
though the distributions for the data are slightly broader
than those for the simulation. The disagreement seen
for S+Au collisions might be a consequence of low mo-
mentum protons kom the fragmentation of the Au tar-
get nucleus [28], which are not included in the FRITIOF
event generator. The disagreement may also reBect the
enhanced Huctuations in total multiplicity expected in
heavy-ion collisions due to cross section ffuctuations [33].
Table II lists the mean multiplicity (n) and rms for the
distributions shown in Fig. 6. The small ( 10%%up) dis-
agreement for central S+Au does not effect our study,
as will be shown below.

Figure ? shows factorial moments ln(F2) through
ln(Fs) from a one-dimensional analysis [Eq. (5)] for pe-
ripheral and central S+S and S+Au collisions. The
factorial moments of all orders do not increase signif-
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Reaction

Peripheral S+S
Central S+S
Peripheral S+Au
Central S+Au

3.06
13.2
3.97

31.7

(2.90)
(12.9)
(3.82)

(29.7)

2.34
4.37
2.98
7.67

rms

(2.22)
(3.98)
(2.54)
(6.09)

icantly as bri decreases, as would be expected if one-
dimensional intermittency were present. In fact, the mo-
ments &om central S+Au collisions decrease at higher
resolution. This "sagging" of the moments is a detector
artifact due primarily to the two-track resolution of the
streamer tube array and the high multiplicity densities
encountered in central collisions, as will be shown in the
next section.

We now present detailed comparisons of (F2) between
data and our simulations in order to address the ques-
tion of intermittency. Factorial moments ln(F2) for both
data (solid circles) and simulations (open circles) are
shown in Figs. 8 and 9 for one-dimensional (rI) and two-
dimensional (ri —P) scaled factorial moment analyses,
respectively. In these and all following plots, the (F2)
of all Monte Carlo results on a plot have been scaled
so that their leftmost points have the same value as the
leftmost data point. This permits the expansion of the
vertical scale to show the differences in slopes between

TABLE II. Mean multiplicity and rms within acceptance
of the analysis for all triggers used. Values in parentheses are
for the Monte Carlo.

distributions. We choose this means of display of the
data to emphasize the physically important parameter
of the data (the slope Ps) while suppressing the modest
difference in the xnagnitude of (F2) between the Monte
Carlo and the data. The difFerence in magnitude of the
moments may be due to inaccuracies in the predictions
of resonance production by the model. We cannot ad-
dress this issue with the present set of data, and argue
that unusual reaction dynamics will be re8ected solely in
the slope Ps. For reference the factors used to scale the
Monte Carlo moments are listed in the captions of Figs. 8
and 9.

Concentrating first on Fig. 8, we see that the moments
&om peripheral collisions show some increase with de-
creasing hrI. The significant sagging of the moments Rom
central collisions makes the determination of any slope
impossible (however, note the extremely expanded verti-
cal scale in these plots). In all cases, the trends of the
data are well matched by that of the Monte Carlo, which
contradicts the observation of one-dimensional intermit-
tency as reported by the EMU01 [19,20] collaboration.

These trends are amplified in Fig. 9 for the moments of
the two-dimensional analysis. Peripheral collisions show
a much stronger intermittency signal than was observed
in the one-dimensional analysis. Sagging dominates even
more the behavior of the moments at high resolution for
central collisions. The Monte Carlo, which incorporates
the two-track resolution of the streamer tube array, is
able to reproduce all of these trends for S+S collisions.
For S+Au collisions, however, the moments of the data
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exhibit somewhat smaller slopes and more sagging than
do those of the Monte Carlo.

%e conclude &om the comparisons in Figs. 8 and 9 that
the data do not exhibit one- or two-dimensional intermit-
tency beyond that contained in the simulation. FRITIOF
contains no intermittency for heavy-ion collisions, as has
been amply demonstrated in Refs. [19,20], so that the
slopes observed in the simulations are due exclusively to
experimental effects such as p conversion, resonance de-
cays and showering in material, whose fluctuations are
more apparent in the peripheral collisions than in cen-
tral collisions. Our results are consistent with no inter-
mittency &om primary particle production in heavy-ion
collisions. It remains to be shown that we have sensitiv-
ity to intermittency in the collision at all, and that our
results are not dominated by experimental effects. This
will be done in the next section.

VII. ALPHA MODEL CALCULATIONS

In order to obtain a deeper understanding of the exper-
imental effects contributing to the observed dependence
of (E~) on farl and bg, we have studied a more schematic
simulation based on the alpha model [7,34] in two di-
mensions [35,36]. This is a simple, analytically solvable
cascade model that generates truly intermittent distribu-
tions to arbitrarily small scale in phase space. It allows us
to isolate and study experimental effects in an approx-
imate way, independent of the complex simulation and
reconstruction procedures used in the data analysis.

In the notation of [7], the alpha model slope is given
by

In(Wv)
lnA

(6)

where TV is a random function associated with each bin,

( ) denotes mean value, and A is the number of subdi-
visions of a bin in each step of the cascade. The case of

A = 2 was studied in [7]. We have used A = 4; that is,
given an initial phase-space area b,rib, g, the bins of the
first subdivision have area b,rib, P/4, those of the second
subdivision b, i'd, g/16, etc.

Particles were generated in il —P space with dN/drI =
48 and 115, corresponding to the measured track den-
sities of central S+S and S+Au events, respectively.
Eight generations of cascade were used (this is our prac-
tical computational lixnit). A large phase-space interval
was used for the particle generation, and the bin bound-
aries were shifted by a random amount in both g and

P to prevent artifacts due to the fixed phasing of the
bins for particle generation and the bins for scaled facto-
rial moment analysis [15]. The tracks within the WA80
acceptance were then projected onto a plane 8 m dis-
tant &om their "target vertex. " The intersection of these
tracks with the plane constituted a "hit" which could be
altered in two ways: efficiency, 81'%%uo of the hits were kept
to simulate the 90'%%uo efficiency of each detector plane and
the requirement of a coincidence between them; and two-
track resolution, hits lying within dx = 2 cm and dy = 5
cm of each other were merged into a single large hit to
approximate the eKect of finite cluster sizes (see Sec. III).

The resulting hit distributions were analyzed for
one- and two-dimensional intermittency using the same
method as described in Sec. IV, but with a subsample
size of 1000 events.

Results &om calculations with the alpha model are
given in Fig. 10. Also shown are the data (solid cir-
cles) and Monte Carlo moments (open circles) for central

S+S and S+Au events. The solid line corresponds
to the intermittency slope Pv = 0.029 for "semicentral"
S+Em collisions reported in the two-dimensional analy-
sis of Ref. [17]. Using Eq. (6), alpha model parameters
for the numerical calculations were chosen to reproduce
slopes of ItIv ——0.029, 0.015, and 0.00: the latter rep-
resents purely Poisson multiplicity fiuctuations. A hit
efficiency of 100'%%uo was used for the alpha model results
presented in Fig. 10.
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FIG. 10. In(Eq) as a function of —ln(6gbg) for alpha model calculations (dashed lines) with slopes 0.029, 0.015, and 0.0: (a)
dN/dri = 48: solid (open) circles are data (Monte Carlo results) for central S+S events; (b) dN/dri = 115: solid (open) circles
are data (Monte Carlo results) for central S+Au events. In both cases the solid line represents the alpha model for a slope of
0.029 but vrithout hit merging due to the Snite taro-track resolution. All alpha model calculations have been scaled vertically
so that their leftmost point in the plot matches that of the data. A hit efBciency of 100% was assumed.
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When imposing the two-track resolution described
above, the alpha model distributions (dashed lines) in
Fig. 10 sag at small resolution, in qualitative agreement
with the distributions seen in the data. In contrast, it
was found that neither (i) the finite number of cascade
generations in the numerical calculation, nor (ii) the lim-
ited WA80 acceptance in g and P, nor (iii) the efficiency
of the streamer tubes individually caused a significant
deviation of the resulting factorial moments from the ex-
pected power-law behavior, as exemplified by the solid
line. All alpha model calculations have been scaled ver-
tically so that their leftmost point in the plot matches
that of the data. The deviation &om a power-Law be-
havior (i.e., the vertical distance between the solid line
and the topmost dashed line for the case of Ps = 0.029)
increases rapidly as a function of decreasing bin sizes in

q and P and increasing pseudorapidity density.
These results demonstrate that the two-track resolu-

tion dominates the behavior of the factorial moments at
fine resolution in our experiment. Note that even though
the two-track resolution is —0.03 in both q and P, the
sagging of the moments is noticeable at a scale an order
of magnitude larger in 8g and b'P than the resolution it-
self. This can be understood in terms of the truncation
&om above of the multiplicity distribution in any bin by
the merging of very close-lying tracks. The values of the
factorial moments are strongly dependent upon the high-
multiplicity tail, as will be demonstrated in the next sec-
tion. They are strongly affected by this truncation, which
becomes more probable as the bin multiplicity becomes
larger, as it does for central collisions.

In spite of this drastic effect, by comparing the al-
pha model calculations for different slopes it is seen that
we retain some sensitivity in our measurement to inter-
mittency in these collisions. We argue that the magni-
tude of the difference between the alpha model curves
for Pv = 0.029 and 0.0 are indicative of the magnitude
of the difference that would be seen in the data for two
physics scenarios of no intermittency and that seen by
the KLM [17] collaboration. As can be observed, how-
ever, the data and Monte Carlo are much closer than this
difference, which leads us to conclude that intermittency
at the level observed by ELM is not present in our data.
Because of the crude implementation of the detector re-

sponse in the alpha model, one should make quantitative
comparisons of the data only to the Monte Carlo results
and not the alpha model results.

VIII. EXPERIMENTAL BIASES

In this section we discuss statistical and experimental
biases, in addition to two-track resolution effects, that
are present in all factorial moment analyses, and which
affect the estimation of the magnitude of the factorial
moments.

A. Statistical biases

The magnitudes of scaled factorial moments, especially
those of higher order, depend strongly on the number of
events in a subsample. This is illustrated by our data in
Fig. 11, which shows (Fs) obtained from one-dimensional
analyses of the same central S+Au data set but using
five different subsample sizes. For small subsample sizes
the moments are underestimated by the same factor at
atl resolution scales. As the subsample size increases, the
moments approach an asymptotic value. A statistical
bias based on event sample size has been discussed pre-
viously [31,37] and arises from the fact that a scaled fac-
torial moment is the ratio of two moments [see Eq. (5)];
scaled factorial moments are biased estimators and are
systematically underestimated for finite event samples.
We used a subsample size of 2QOO events throughout our
analysis, which is suKciently large that this systematic
effect is negligible, as illustrated in Fig. 11. Experiments
with small event samples such as emulsion experiments
usually have not taken this kind of bias into account in
their analyses.

In addition to the statistical bias described above,
there exists another effect called the "empty bin effect"
[31,34], which should more accurately be named the "fi-

nite event number effect." For a data set containing any
number of events, there always exists a bin size (resolu-
tion) sufficiently small that only a few events from the
set contribute to the calculation of the moments for a
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given order q. The parent distribution of a moment cal-
culated using only a few events is asymmetric, as shown
in Fig. 5, for the higher-order moments. The most prob-
able value of these asymmetric distributions is smaller
than the mean, which results in an underestimation of
the moments. All moments presented here are calcu-
lated &om a sufEcient number of events that their parent
moment distributions are symmetric and this effect is
negligible.

not exhibit such a tail. It is possible that these high rnul-

tiplicity events represent another detector artifact not
modeled in our detector simulation, such as streamer
tube sparking, which occurs very rarely. It is also possible
that they are the kind of rare physics events we are most
interested in. Since it is impossible to decide this within
the present analysis, we refrain &om drawing conclusions
based solely upon higher-order factorial moments, which
are extremely sensitive to such artifacts.

B. High multiplicity Huctuations

CQ
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Peripheral S+Au
Negative Binomial fit

high multiplicity events
affecting moments

10

I I I I I I I I I I I I I I I I I I I I I I I I
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multiplicity

FIG. 12. Multiplicity distribution for tracks within the ac-
ceptance Dg —DP for peripheral S+Au collisions. A neg-
ative binomial fit is also shown. The data for multiplicity
& 30, even though they represent only 2/10000 of the to-
tal distribution, strongly affect the value of the higher-order
moments.

Factorial moments, especially the higher moments, are
exceptionally sensitive to high multiplicity Buctuations.
Figure 12 is an example of this level of sensitivity. This
figure displays the peripheral 32S+Au multiplicity dis-
tribution for tracks within the acceptance for the anal-
ysis (see Fig. 4) for approximately s of the total data
set. The solid line is a negative binomial (NB) fit to
the data, which describes the data well except for a few

high multiplicity events. One may calculate the facto-
rial moments either &om the data by using Eq. (5) or
by a straightforward integration of the NB fit. If the fit
is a good description of the data then the calculations
should agree. Calculations for (F2) agree to within 1%,
but (Fs) for the NB fit calculation is a factor of 3 smaller
than that obtained using Eq. (5). We have found that
the disagreement is solely a consequence of the events
with multiplicity & 30. Even though these events consti-
tute only 2/10000 of the multiplicity distribution, they
practically determine the value of (F5).

The events at the tail of the distribution are inconsis-
tent with the NB distribution shown in Fig. 12. The mul-

tiplicity distribution &om the detector simulation does

IX. SCALING

We turn to the relationship between moments of dif-
ferent order. Two types of simple relationships or "scal-
ing" have been discussed in the literature: scaling of the
intermittency slopes [8,11]; and scaling of the moments
themselves [35,38,39].

In this section we concentrate on the latter. Several
scaling laws have been proposed which describe the rela-
tionship between moments of difFerent order. Ochs [35]
has pointed out that in most cascade models, if inter-
mittency is strictly present only in a higher dimension
with slope Ift~, then the moments calculated in a lower-
dimension analysis will obey the relation

ln(Fq) = dq +
~

—
~

ln(F2) .
g42)

(7)

If two-dimensional intermittency is present, the one-
dimensional moments should "remember" the intermit-
tency if the higher-order moments scale with (F2) in this
fashion. Alternatively, Seibert [40] has noted that in the
lixnit of weak fluctuations, the slopes in Eq. (7) are pre-
dicted to obey the relation q(q —1)/2. This result does not
depend on the presence of intermittency in the factorial
moments of any order but results &om the mathematical
nature of factorial moments.

Figure 13 is a plot of 1n(F~) versus ln(F2) for all mo-
ments in the one-dimensional analysis. The lines are
fits to the data for central events (see inset window),
and are extrapolated to the data for peripheral events.
The slopes of the lines are 3.18 6 0.06, 6.80 6 0.16, and
12.03 6 0.34, for moments of order 3, 4, and 5, respec-
tively. The predicted slopes of 3, 6, and 10 derived &om
the relation q(q —1)/2 are rather similar to the measured
ones, in agreement with Ref. [40].

It is interesting that the moments exhibit this scal-
ing in spite of the distortions induced by the two-track
separation. As a test we generated the same plot as in
Fig. 13 using the moments from a two-dimensional al-
pha model calculation (incorporating the two-track res-
olution) corresponding to P~ = 0, i.e., no intermittency.
We observed the same scaling as seen in Fig. 13, and the
slopes relating the moments of higher order to (Fq) are
similar to those quoted above. Note that the variation
in the values of (F2) and higher moments is due, for the
P~ = 0 alpha model calculation, solely to the sagging
of the moments resulting &orn the two-track resolution.
We conclude that the relationship between moments of
difFerent order expressed in Eq. (7) is probably not due
to the dynamics of heavy-ion collisions [39]; for example,
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FIG. 14. Two-particle corre-
lation function as a function of
dg = ~gq

—
qq~ within the ac-

ceptance of the present analy-
sis. The data are represented
by crosses with error bars, the
detector simulation by a grey
band of width +10. Note
the extremely expanded verti-
cal scale for the central trigger
data.

ticeable in the central trigger data. This dip is a result
of our 6nite two-track resolution, and is easier to observe
in central events because of better statistics (note the
difference in scales between the central and peripheral
plots). Apart from the dip at small dg, all distributions
are consistent with unity, which implies that any corre-
lated particle production in g must occur for dg & 0.05
or dg ) 0.4.

The dip in C(drI) becomes a hole for C(dR): the first
few values of C(dR) in all plots are outside the frame
limits. Unlike t (dg), significant correlation peaks are
observed for dR & 0.2 in both central and peripheral
collisions, though the peaks are much larger for periph-

eral collisions. The scale and strength of the correlations
present in the data are reproduced reasonably well by
the Monte Carlo. The peaks in these distributions are
responsible for the stronger intermittency signal present
in the two-dimensional factorial moments. However, be-
cause of the "hole" at small values of dR, the correlations
present in central collisions were not easily observed us-
ing factorial moments.

From Figs. 14 and 15, we conclude that no corre-
lated particle production is seen for correlation lengths
0.05 & dg & 0.4 or 0.05 & dR & 1.0 beyond that con-
tained in FR1T1oF combined with a detailed model of the
detector response. This is our main physics conclusion.
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FIG. 15. Two-particle corre-
lation function as a function of
dB within the acceptance of the
present analysis. The data are
represented by crosses with er-
ror bars, the detector simula-
tion by a grey band of width
+lo.. Note the extremely ex-
panded vertical scale for the
central trigger data.
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XI. RELATIONSHIP BETWEEN THE TWO
METHODS

(F2(~n))

We turn now to the relationship between the "dip" at
small dg seen in the correlation functions in Fig. 14 and
the sagging seen in the factorial moments in Fig. 7. This
section is motivated to a large extent by Ref. [42]. The
horizontally averaged scaled factorial moments can be
calculated directly from C(dry) according to the equation

(~/M)E =1 (J JA d91~92P2(9l 92))

(~/M)

where N is the average multiplicity within Ag. The do-
main of integration 0 in Eq. (11) is the sum of shaded
boxes 0 of length bg on each side in Fig. 16, for facto-
rial moments with M = 4 bins. The interval Ag of the
detector acceptance corresponds to the large box in the
figure. Small values of dg correspond to the region close
to the line gq ——g2, shown as the hatched area in the
figure. One expects experimental distortions of C(r)i, r12)
in this region due to the two-track resolution.

If dX/dry is constant within b, rl, and assuming that
C(rii, F2) = C(drl), then it can be shown using Eq. (9)
that Eq. (11) reduces to

((N)' l br')

where 0 is any of the m shaded boxes. Therefore,
(F2) is simply a two-dimensional integral of the corre-
lation function. Prom inspection of Fig. 16 and applying
Eq. (12), one can easily explain how the dip at small dg
is completely responsible for the sagging of the moments
as follows: as M gets larger, bg becomes smaller, and the
domain of integration 0 becomes more tightly centered
around gq ——gq. However, the "distorted" region rep-
resented by the hatched area in Fig. 16 stays the same.
Hence as br' gets smaller, the distorted region occupies
a larger share of the domain of integration, until it com-
pletely absorbs it. Since the distortion introduced by the
finite two-track separation usually decreases C(dry), the
resulting moments are smaller than they should be.

Because factorial moments represent integrals of p~
they use every pair of particles more than once. Thus
they appear (but this is only apparent) to have better
statistics than correlation functions, which use every pair
only once. However, they have the serious drawback that
they integrate over the region of distortion that is usu-

ally present in experiments, which in turn distorts the
measured value at atl values of bg, even large ones. In
contrast, there is no distortion of the correlation func-
tion above some value of dg on the order of the two-track
resolution. This allows an unbiased measurement of cor-
relations down to the two-track resolution of the detector.
The interpretation of the correlation function is concep-
tually simpler as well: it is related to the probability that
a pair of particles be produced at a 6xed distance dg in
phase space. This is not the same as the scale br' that
characterizes factorial moments.

XII. CONCLUSIONS

FIG. 16. Two-particle phase space (qq, riz) in which the
two-particle density function pz(rli, F2) is defined. The large
box corresponds to Ag for which one-dimensional factorial
moments are calculated. Shaded boxed 0 correspond to
the bins of size bg in the scaled factorial moment analysis, in
this case for I = 4. The hatched area represents the region
in which a finite two-track resolution will result in reduced
efBciency.

Multiparticle production in peripheral and central col-
lisions of S+.S and S+Au at 200 GeV/nucleon has
been studied using one- and two-dimensional scaled fac-
torial moments in conjunction with two-particle corre-
lation functions in rI and P. For all systems studied,
comparisons with predictions of the FRITIOF event gen-
erator coupled with a detailed model of the WA80 detec-
tor show no observed correlated particle emission beyond
that predicted by FRITIOF. This holds true for the fac-
torial moment analysis, as well as the correlation func-
tion analysis for correlation lengths 0.05 ( dq ( 0.4 or
0.05 & dB (1.0.

FRITIOF models nucleus-nucleus collisions as the con-
volution of multiple nucleon-nucleon collisions with no
rescattering. As such it represents a model in which the
resulting particle distributions are incoherent superposi-
tions of elementary sources, without any collective be-
havior. Because of the agreement between the data and
the simulation, we conclude that there is no evidence of
collective behavior giving rise to strong intermittency in
the heavy-ion collisions we have studied.

The primary experimental reason for the distortion of
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the factorial moments for decreasing bin size has been
isolated and identified as the two-track resolution of the
WA80 Streamer Tube Arrays. Even though this res-
olution is on par with the resolution of other detec-
tors used to study intermittency, the distortions are ob-
served at resolution scales much larger than the two-
track resolution because of the higher statistics and much
larger event multiplicities as compared to previous stud-
ies. Through schematic alpha model calculations, we
show that the WA80 detector is, however, sensitive to in-
termittency of the magnitude observed in Ref. [17]. Thus,
the absence of the observation of any additional correla-
tions in the present work beyond FRITIOF plus detector
effects contradicts the conclusions of the EMU01 [19]and
KLM collaborations [17].

In addition to the two-track resolution, there are ad-
ditional statistical and experimental biases which render
the interpretation of factorial moments in heavy-ion col-
lisions problematical. The observation of Ochs scaling
in the higher-order moments underscores this point. The
connection between the scaled factorial moments and the
two-particle correlation function has been investigated,

and we have shown that the correlation function isolates
these eKects in a simpler way, allowing clearer physics
conclusions at the scale of the two-track resolution of the
detector.
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