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Results are given for high-resolution neutron-resonance-spectroscopy studies of the sepa-
rated erbium isotopes (164, 166, 167, 168, 170) using the Nevis Synchrocyclotron. These re-
sults, particularly Er to 4200 eV (n =109 levels), give the first excellent agreement with

the Dyson-Mehta (DM) 6 statistic which applies for the statistical orthogonal ensemble (O.E.)
of Wigner and Dyson. The observed Er 6 levels seem to be a nearly pure and complete s
population, fitting Wigner's nearest-neighbor spacing law and the Porter- Thomas (PT) single-
channel I'„distribution. The weakest Er and Er 7 levels include some p levels (excess of
weak I „values) which are separated by a Bayes-theorem method yielding resulting s popula-
tions which also give good fits to all statistical O.E. tests. Unexpectedly, the Er' levels
give a nonzero correlation coefficient between adjacent I'„values of p(I'„, , I'„~„()=-0.21
—0.08, and with less fluctuation in QI'0 over adjacent intervals than expected for an uncorre-
1ated PT series of I'„values. Assuming a true p level density 3 times that for s levels, S&

values are calculated on the basis of the observed excess of weak levels and our known level
detection threshold. We obtain 10 So —-1.70+0.23, 1.89+0.20, 1.50+0.21, and 1.54+0.22 for
166, 167, 168, 170; and 104S&=~0.75, 0.70+0.20, and 0.80+0.25 for 166, 168, 170. We find

6=0.455 (n =109) for Er, 0.287 (n = 5p) for Er, and p.359 (n =31) for Er 0 vs DM's pre-
dicted 4 =0.47 + 0.11, 0.39 +0.11, and 0.34+ 0.11. For a large n, 4 is much larger for an un-
correlated Wigner (U.W.) spacing sequence or for an incomplete or impure s level O.E. set.
The correlation coefficient for adjacent spacings, p(S;,S;,&)

=p =-0.22, -0.29, -0.09 for 166,
168, 170 vs p =-0.27 (+0.09, 0.13, 0.17 for 166, 168, 170) (O.E.). The probability is O.ppp4

for [4+p]~ the Er (4.2-keV) value for a U.W. set. The (D) values for s levels, if our s
level count is correct, are 38.4, 4.06, 95.3, and 155 eV [+0.9/n fractional uncertainty (O.E.)]
for n =109, 30, 50, and 31 for 166, 167, 168, 170.

I. INTRODUCTION

This is the eighth of a series' of papers present-
ing the results of high-intensity, high-resolution
neutron time-of-flight resonance spectroscopy
studies using the Columbia University Nevis syn-
chrocyclotron as a pulsed-neutron source. The
results presented in this paper for the separated
Er isotopes were mainly obtained during a run in
early 1968 when excellent data were obtained for
a large number of natural-element and separated
isotopes over an effective period of about 8 weeks
of 24-h-a-day operation. The authors of this paper
spent most of their waking hours during this peri-
od maintaining the operation of the over-all experi-
mental system and collecting these data. The data
were then divided among the group members for
subsequent analysis, with considerable interaction
to evolve effective techniques and assure the ac-
curacy of the results. Portions of the analysis re-
quired evaluation of systematics involving all of
the data. Dr. H. I. Liou had previously analyzed
earlier much less satisfactory Er isotope data ob-
tained during 1965 and 1966 (Ph. D. thesis). He
was also principally responsible for the analysis
of the 1968 Er data. The earlier results were not

published, because of the far superior quality of
the 1968 data.

These Er results, especially those for Er'", are
particularly interesting in that they represent by
far the best experimental situation to date where
a large population of s-wave neutron resonances
has been obtained, essentially free of P-wave con-
tamination and missed s-wave levels. They there-
fore represent by far the best experimental data
to date for tests of the various statistical theories
for single populations that have been developed
since about 1956. They provide the first excellent
test and confirmation of the Dyson-Mehta (DM)
predictions' for crystalline-lattice-type long- and
short-range order in the level spacing distribu-
tion. They also provide an excellent test for other
theoretical predictions' concerning the presence
or absence of regularities and correlations be-
tween various population parameters such as the
nearest-neighbor level spacings and the reduced
s-wave neutron widths, as discussed in Paper III.'

In addition to presenting our results for the ob-
served neutron-resonance energies, I"'„values,
isotope identification, and (in favorable cases) I'~
values for the several hundred analyzed reso-
nances of the Er isotopes for E&10 keV, we also
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P (y ) dy = (2/v)"'e ""dy, (2)

where y = (I'„/(I'„)}"'. A single even-even (I =0)
isotope target, having a favorable average s-level
spacing (D) for measurement, is desirable for ob-
taining a large sample single s-level population.
A Priori, U'" and Th'" seemed to be good cases
(Paper III'), but the separation of weak s levels
from P levels and/or spurious "levels" seems not
to have been done well. (The U'", Th'" cases
are reconsidered in the accompanying paper. ')
The general problem is as follows. One expects
-3 times the density of P levels as s levels, where

give results for the observed s- and P-wave
strength functions and the mean s-wave isotope
level spacings.

Statistical theories for level spacing systematics,
distribution of P„' values about &P„'), etc. , usually
assume that a "single level population" is involved.
Such levels have the same Z, A, J, and parity,
with no "hidden quantum numbers" or "intermedi-
ate-structure" modulation of the a Priori mean
values of (I'„), etc. , over the energy interval
studied. The odd-A nuclei tend to be less suitable
for such tests, since: (a} They have two randomly
mixed independent s populations with J =I +2, and

(b) the mean level spacing tends to be much small-
er, with a lack of Wigner repulsion for nearby
states of different J (so levels are more apt to be
missed experimentally).

For a single population, previous studies, ' al-
though of poorer quality, have provided confidence
in the essential correctness of Wigner's hypothe-
sis' that the nearest-neighbor energy spacings,
S&, are distributed about their mean, (D), in the
manner

P(x)dx =-,'axe "*"'dx,

where x —= S/(D). The level-repulsion effect is help-
ful experimentally, since for suitable even-even
isotope samples, the difficult problem of resolving
almost coincident resonances is much less apt to
occur.

For a single population of t =0 resonances, the
reduced neutron widths, P„'=—I'„(1 eV/E)'~', have
been shown to obey the Porter-Thomas (PT)' sin-
gle-channel distribution. In the R -matrix theory, '
P„' is proportional to y), ' for a given level ~, where

y), corresponds to channel boundary amplitudes for
an appropriately constructed set of normalized
system eigenstates (quasibound states). The essen-
tial idea is that the individual y), should have a
Gaussian distribution about a zero mean, with a
variance proportional to &P„') for the population.
The result is a several orders of magnitude range
of P„' values for a single population of -100 adja-
cent levels:

the I'„strengths for the p levels average smaller
than those for s levels by a factor (S,/So}(E/E, ),
where E, (=350 keV for Er} is the energy where
the neutron X, =the effective nuclear radius R. The
s strength function So is defined as

(3)

for the energy interval 4E studied, and S, is de-
fined as in Paper III.'

The peaking of Eq. (2) for small P„' is such that
the following probabilities apply: That V„'/&P„') be

0.01 (8%), - 0.001 (-3%), - 0.0001 (0.8%), while

(E/E, ) &0.01 at the upper end of the energy re-
gions where we detect and resolve essentially all
s levels. The most favorable test nuclei have 150
&A. &190. This is the region of the quadrupole
split giant 4s "size-resonance" peak in S„but
where S, is small at low E. The situation is less
favorable for the Th'", U"' region, and very poor
for the nuclei having A = 75 to 135 that we studied
in our Papers IV, V, and VI.'

The samples studied during the 1968 run include
many even-even isotopes in the range of the n =4
peak in S,. The erbium results provide the best
test case and are being reported first in this pa-
per.

II. EXPERIMENTAL SYSTEM DETAILS
FOR THE 1968 MEASUREMENTS

The use of the Nevis synchrocyclotron for neu-
tron time-of-flight spectroscopy has been de-
scribed previously in Review of Scientific Instru-
ments papers in 1960' and 1964.' Reference
should be made particularly to the 1964 descrip-
tion, since most of that over-all picture still ap-
plies. In the following description, we shall sum-
marize the system, emphasizing the new features
of the 1968 run.

The synchrocyclotron was operated at 'l0 bursts/
sec of -350-MeV protons, -1.6 p. A time-average
current, on a Pb target for "evaporation neutron"
production. When the proton bunch reached W8-
in. radius (-350 MeV) a vertical electrostatic de-
flector was pulsed to -100 keV between the plates,
rf-phase-correlated, to give a single-turn deflec-
tion of -1 A proton current over an interval -20
nsec full width. The protons struck the l-in. -high
&&3&8-in. Pb target, which was on top of the 14-
in. -thick & 3-in. -high && 8-in. -long Al walled box
through which recirculating water flowed for cool-
ing and moderator action (new). The proton
bursts on the Pb, -20 nsec full width, gave ~10"
evaporation neutrons/sec instantaneous intensity.
Those neutrons which were moderated in the wa-
ter and left the front box face aimed at the distant
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detectors constituted the useful pulsed neutron flux.
The flight path was mainly in He to reduce air

scattering losses. The "transmission-sample posi-
tion" was just outside the main 10-ft-thick cyclo-
tron shield, where the collimated beam aperture
was 2-in. -highx8-in. for natural-element samples
or 1-,' in. high&5 in. for separated isotopes. The
net cyclotron intensity was increased -4 times
from earlier runs. The new smaller aperture for
separated-isotope samples was very important in
allowing us to use thicker samples for a given
sample mass.

The fast-neutron and y-ray burst from the Pb
target was blocked by aiming the flight path only
at the moderator, along a, path just below a bar-
rier of W-in. thickness of stainless steel and Pb
which was positioned inside the cyclotron cham-
ber to help block the "view" of the Pb target. The
main 200-m detector for transmission measure-
ments used a B"slab -1.5 in. thick along the beam
path&&12 in. high&48 in. wide, which was viewed

by a bank of NaI detectors from below out of the
direct beam, to detect the 480-keV y rays follow-
ing the B' (n, o.)Li'* capture process. For the 200-
m path, the net path Al half spread at half maxi-
mum was -3 or 4 cm, including a contribution
from the moderation time spread for each final
energy E which acts like a length smearing.

The cyclotron building has been extended to in-
clude the old 35-m station, so the self-indication
station was moved to -40 m for the 1968 run. A
new improved detector was used for this station,
designed as shown in Fig. 1. It has a central rec-
tangular aperture 3-,' in. high&94' in. wide&21 in.
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FIG. 1. The 39.57-m self-indication detector. The
collimated neutron flux has a smaller area than the, '3&--

in. -vertical by 94-in. -horizontal central aperture through
the detector. The sample is positioned at midlength be-
tween He-filled boxes having thin Al end windows. Neu-
tron-resonance capture y rays from the sample produce
recoil electrons in the Li&Si04 converter which traverse
the scintillator plastic.

long parallel to the flight path. The neutron flux,
precollimated to miss the inside walls, could pass
through and beyond, except for those interacting
with the "D sample, "which was positioned perpen-
dicular to the beam at the center between He-
filled front and back tubes. As shown in Fig. 1,
the capture y rays from the sample first traversed
a 1-,'-in. -thick layer of Li4SiO„which served as a
radiationless neutron-capture medium and as a y-
ray converter to produce secondary electrons as
in a Moxon-Rae detector. The &-in. -thick scintil-
lation plastic was in four parts (top, bottom, and

sides), each viewed by its own photomultiplier via
a light pipe. Another layer of Li4SiO, came next,
followed by 1 in. of LiF-impregnated wax and 2 or
3 in. of Pb shielding. The scintillation plastic was
12 in. long parallel to the flight path and subtend-
ed -3m solid angle at the sample for good y-detec-
tion efficiency. This new detector gave greatly re-
duced background-to-true -signal rates and was
found to be only slightly sensitive to scattered neu-
trons when a carbon scatterer was introduced. As
for a. Moxon-Rae-type detector, the y-detection
efficiency showed no significant variation from
level to level for a given target nucleus.

A main new feature was the use of an on-line
EMR-type 6050 computer to replace the old, in-
creasingly unreliable, 2000-channel-analyzer sys-
tem. ' The associated interface was built by the
Pegram Labs electronics group under Dr. Jack
Hahn. A 40-MHz free-running crystal oscillator
had four output channels at 0, 90, 180, and 270
relative phase. The "start" pulse, which was ran-
dom with respect to the oscillator, caused the best
aligned phase output to subsequently feed the
"clock" scaling circuit with only +3-nsec maximum
jitter relative to the start pulse. The 8192 histo-
gram channels were divided into 16 groups of 512
channels. The channel widths could be adjusted
separately for each group in powers of 2 times 25
nsec, and a variable delay could be used for the
start of the first group. The 8192 channels were
more than adequate for the 40-m detector, but not
always sufficient for the 200-m detectors to cover
simultaneously the full energy range of interest
with appropriate energy resolution. Previously,
with only 2000 channels, several separate runs
using overlapping energy intervals were required
to cover the full energy region of interest. Every-
thing considered, the 1968 operation was many
times as effective as any previous operating period.

The interface system with the "clock" had an as-
sociated fast (80-nsec) 6-word buffer derandomiz-
er which fed count channel information to a larger
(100-200-word) intermediate-speed (1.9-p. sec/
word) buffer, with later slower transfer to the
main histogram storage each cyclotron cycle.
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This permitted over 100 counts/burst to be collect-
ed. The t =0 position was determined by the (chan-
nel) position of the prompt-y flash which had —', -
p. sec transit time for 200 m. Each data. counting
period lasted -30 to 60 min. The developing data
histogram could be studied using a computer-as-
sociated oscilloscope display. Data were trans-
ferred to magnetic tape, and an Alden recording'
was made for a permanent visual record and for
study in planning subsequent mea. surements.

The detection channel widths were increased (in
blocks of 512 channels} as the time of flight I in-
creased such that n, E/E due to the n. t/t contribu-
tion was typically (200 m) 0.1% at 25 keV, 0.0'7%

at 10 keV, 0.05% at 1 keV, and 0.1% at 50 eV,
with a low-energy limit -20 eV. For the 40-m de-
tector it was 0.2% at 3 keV, 0.1% at 1 keV, and
~A.1% at lower energies, with &1 eV as the lowest
energy. The value of r E/E due to n, l/I was -0.04%
at 200 m and 0.2% at 40 m, with the c I/I and n. t/t
contributions adding in quadrature.

III. PRELIMINARY DATA PROCESSING

During data collection we also used a monitor
detector, which viewed the moderator via another
collimated hole, to help correct for cyclotron-in-
tensity changes. "Fast cycling" was also used to
help obtain proper relative normalizations. ' The
proper data analysis was still quite complicated
and, as mentioned earlier, required -1 yr of in-
tensive study of the systematics of the data before
the data were properly reduced to a (T, c) (trans-
mission, cross section) format for subsequent
resonance-parameter analysis. For the flat detec-
tor transmission measurements, the situation was
far from the textbook situation because the neutron
detectors were basically y-ray detectors and thus
subject to a quite significant dependence on the y
and n filtering by the sample and on the time after
the burst. If not properly carried out, this part

of the processing could lead to quite wrong I „val-
ues and inconsistency between the I „values im-
plied for each level by the data, from different
sample thickness, etc.

Qver the energy region of interest for the Er
analysis (&10 keV) this analysis showed that the
background (for equal n. t intervals) was always of
an A+BE form, where A and B were sample-de-
pendent constants and n =0.6. The evaluation of
the A. and B values was carried out by making use
of favorable levels, where "bottoming dips" (T =0}
occurred in the thick and medium-thick samples.
After the background correction was made for
these thicker samples, the ratio of the true count
rate at the regions between levels for the thick
sample to that for the medium sample gave T for
the difference thickness, o between levels, the im-
plied background-corrected "open" count rate and
the T values for other thicknesses of the same
sample material. The excess actual thin-sample
count rate was then equal to its background so the
parameters A. and B for the thin samples and
"open" count rate could be obtained. It was re-
quired that the final set be self-consistent over
the full energy interval. This could not be achieved
unless the background corrections had been made
correctly. Considerable care was taken to assure
that this crucial processing was done properly.

IV. CONDITIONS FOR THE ERBIUM
MEASUREMENTS

Natural erbium, Z =68, has atomic isotopic
abundances and spin values (0.140%, 0) for 162;
(1.58%, 0) for 164; (33.8%, 0) for 166; (22.9%, -,')
for 167; (2'I.0%, 0) for 168; and (14. I%, 0) for
170. All samples were of the form Er,o,. In addi-
tion to natural erbium samples, we had separated-
isotope samples enriched, respectively, in Er'",
Er'", Er'", and Er" . These materials were ob-
tained on loan from the Isotope Division at Oak

TABLE I. Parameters for the separated-erbium-isotope samples. The samples were in the form Er&O&.

Main
Isotope

Wt. of
Er
(g)

1/n
of
Er Eri66

1/pg of isotopes
Eri67 Er'N) Er"'

E ri 66

F r166

Eri66
Er'66
Eri67
Eri67

Er167

Eri67

E ri68

Erivo

108.2
73.3
34.9
17.5
96.8
79.3
17.5
8.75

84.5
105.9

103
152
319
637
115
141
639

1280
133
107

108.3
160
336
672

1980
2410

10 900
21 900

7560
10 100

2750
4060
8520

17 100
132.4
161.6
733

1470
4550

10 900

8960
13200
27 800
55 600

1810
2210

10 000
20 000

140.8
5500

43 800
64 700

136000
272 000

22 200
27 100

123 000
245 000

17 700
111.8
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Ridge National Laboratory (ORNL). Various thick-
ness samples of each separated isotope were pre-
pared in the form of pressed slabs 1-,' in. x 5 in. A
small amount of dilute polystyrene cement was
used as a binder, and the samples were wrapped in
thin Al foil for protection. Table I shows the pa-
rameters for the samples which were studied.
Values of 1/n in b/atom are shown for the element
and for each isotope. The main isotope has the
lo///est 1/n in each case. The abundances of Er'"
and Er'" in these samples were listed as &0.1 and
&0.05%, respectively. No resonances due to Er' '
and Er'" were observed using the separated-iso-
tope samples of Table I. Earlier transmission

data had been obtained in 1965 using the 200-m
detectors, E» 56 eV, for a separated-isotope sam-
ple of Er' ' having 1/n =4323 (for Er' ). This was
supplemented by the Brookhaven National Labora-
tory studies' using separated-Er-isotope samples
with their reactor fast-chopper time-of-flight sys-
tem. Their resolution was very much poorer than
ours, but their transmission aperture was much
smaller so they could use much thicker samples
for a given sample mass. Their results for Er'"
and Er'" are much more complete than ours in
the low-energy region.

We also have 200-m transmission measurement
data using larger-area format samples of natural

Ep I66 rn = 2.15.015 me Ep 166 I"„= 10.0*0.5 meV
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FIG. 2. Examples of resonance-parameter analysis for four levels of Er . The sample 1/n values are indicated for
each curve.
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Er,O, with 1/n values of 15.0, 61.5, 149.7, and
298.6 for Er. The thickest sample permitted eval-
uation of between-level natural Er cross sections,
and helped in obtaining better parameters for weak
levels which had been identified from the separat-
ed-isotope data.

V. RESONANCE-PARAMETER EVALUATION

In the analysis of the data where resonance trans-
mission dips are seen in flat detector transmission,
or resonance peaks are seen in the D or D+ T self-
indication (40-m) data, we do not attempt to deter-
mine the true o vs E behavior directly. Since 0
varies through many orders of magnitude at reso-
nance and includes Doppler broadening, such a

procedure would give very misleading results at
resonance and the samples are too thin to evaluate
the isotopic 0 between levels. Rather, we use an
inverse process and search for resonance parame-
ters E„ I'„, I' which, when Doppler broadening of
a and instrumental broadening of the transmission
T are considered, best predict the observed fea-
tures. The implied true o vs E can then be recon-
structed if desired. The techniques where the area
A. under a transmission dip is used have been de-
scribed in earlier papers. ' The computer technol-
ogy of carrying out the calculations has been great-
ly improved with time, but the basic ideas are the
same. We have also made partial use of shape
analysis (new) for favorable low-energy resonance
data, where energy-resolution effects are small
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FIG. 3. Examples of resonance-parameter analysis for four levels of Er
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and the resonance is spread over a quite large
number of channels. This might, for example, be
a use of the sides of a bottoming resonance where
T has a gradual recovery from zero. By doing
this for different sample-thickness data for a giv-
en resonance, one establishes sets of Eo+leLyEt and

Ep 62E at which the Doppler -broadened re so-
nance cross section has recovered to 0, and o,
values near the 1/n values for the samptes. If the
observed T(E) has little curvature for a few chan-
nels on either side of the chosen points, this as-
sures that resolution effects are not significant.

We can similarly make use of results for the
peak cross section where the observed transmis-
sion dip T,„ is not too low and is spread over sev-
eral channels. Small corrections can be made for
the experimental resolution from the curvature of
observed T near T,„. This can be done both for
weak and strong low-energy resonances, since,

for example, a strong resonance in Er'" will ap-
pear as a weak "impurity" resonance in the Er' '
or Er'" data, where, however, the Er"6 content
is accurately known.

The analysis of the D-only and D+ 7 40-m data
is complicated by multiple-interaction phenomena
which do not affect the transmission data. In trans-
mission, any interaction will remove the neutron
from the beam. In self-indication the observed
process is resonance capture in the D sample
which may be the first interaction to occur, or
which may be preceded by 1, 2, . . . prior energy-
shifting scatterings in the sample. This multiple-
interaction distortion is a well-known and annoy-

ing problem for experimenters who try to measure
resonance capture or scattering directly. The ef-
fect is small on the low-energy side of resonance,
since energy shifts are away from resonance and

there is destructive interference between poten-

TABLE II. Resonance parameters of Er 6 (also, see Table IX).

Eo aEo
(ev)

r„'
(meU)

Ep AEp I'„4r„'
(ev) (meV)

Ep QEp r „' Wr„'
(eV) (meV)

E, ~p r„' Zr„'
(eV) (meV)

15 ~ 56
73.79
81.74

110.63
154. 15
170.98
243. 59
301.15
315.70
352. 23

388.46
457 ~ 88
509.04
535. 32
594-84

0.04
0.07
0.08
0.08
0.21
0 ' 25
0-21
0-29
0. 31
0 ~ 36

0.42
0. 19
0 ~ 32
0. 34
0.40

0. 55
7.6
1- ll
0.006
0. 56

34
1.7

11.2
20
4.9

9.4
0.07
2-4
2 ~ 3

29

0.04
0. 5
0.06
0.003
0.03

2. 3
0.13
0.7
1
Q. 4

0.8
0.05
0. 22
0. 22
3

17 57.8
1785 ~ 7
1809 ~ 6
1831.9
1846 ' 4

1906 ~ 5
1940.2
1987-7
2027 ' 5
2069.0

2121.6
2128-9
2174-5
2197-5
2245.4

0. 5
0 ~ 6
0.6
0.6
0.6

2. 9
0 ~ -6
0 ~ 6
0.7
3-3
0.7
0.7
0.7
0.7
0.7

4 ~ 7
8 ~ 5
3.8
2.4

14 ' 5

0.23
3.8
1 ~ 2
0.73
0.18

9.9
16

4 ' 7
4.8
8.1

0. 5
1.1
0-6
0.4
1.6
0.16
0.45
0.2
0-16
0.10

1.5
2. 2
0 ~ 54
0.75
1.0

3378.7
3415 ~ 4
3468 ' 6
3519 ' 4
3541.0
3600.9
3615 ~ 9
3630 ~ 6
3663.8
3755.0

3790.7
3841 ~ 5
3851.3
3895.0
3919.3

1-3
1.3
1.4
1.4
1-5
1-5
1.5
1.5
1 ~ 5
1 ~ 6

1-6
1.6
1 ~ 6
1 ~ 6
1.7

15
10 ~ 3
0. 58

17.4
12-5

4 ' 3
F 7
2 ~ 0
0 ' 41

13

2 ~ 0
13
22

6 ~ 1
0. 5

2
1 ~ 2
0 ' 43
2 ' 4
1.9

0-8
0 ' 8
0. 5
0 ~ 41
1 ~ 6

0. 5
2
3 ~ 6
1.1
0. 5

5845. 7
5944. 8
6022 ' 4
6111.4
6274. 8

6303.8
6348. 5
6428. 9
647 5 ~ 0
6543. 3

6556. 0
6601 ' 7
6701.9
6770. 5
6870.7

3.1
3.2
3 ~ 2
3 ' 3
3.3

3.4
3. 5
3.5
3.6
3 ~ 6

3.6
3.7
3-8
3.8
3 ~ 9

29
5-6
6-2

14
7.8

8 ~ 1
8 ' 4
9.1
5 ' 8

30

25
4-6
9-2

11
2 ~ 2

5
1 ~ 4
1 ~ 8
2 ~ 3
1 ~ 5

1 ~ 5
1 ~ 5
1.6
0.9
7 ' 4

6
2.. 2
2. 4
2 ~ 2
2 ~ 2

601.01
642-17
708-29
747 ' 32
772. 84

1.03
0-45
1.32
0-56
0 ' 59

0. 17
1.8
0.105
3.1
1.4

0.10
0.24
0 ~ 045
p. 4
0. 2

2269. 5
2364. 5
2401.4
2463. 2
2476. 2

0 ~ 7
0.8
0.8
0.9
Q. 9

5
1.2

15
1.8

14

0.7
0. 2
1.8
0. 3
1 ~ 6

3982-1
4015.9
4P47 .4
4110.9
4152.7

1.7
1.7
1 ~ 8
1 ~ 8
1.8

11.6
0 ~ 85
0 ~ 82
1-5
6.7

1.6
0- 51
0. 50
0 ' 6
1 ' 1

7017 ~ 2
7057 - 6
7193.5
7222-8
7273. 5

4. 0 7. 3 2. 0
4. 1 1.8 0 ' 7
4. 2 2 0.8
4. 2 7. 3 1 ~ 8
4. 3 3.8 1.1

794- 46
848. 95
873.07
905-02
923.90

0. 61
0. 34
0.91
0- 37
0.99

4-1
33
0. 22

16
0.08

0-43
2 ' 4
0.08
1.7
0.04

2514.0
2548. 5
2569. 0
2594. 9
2656. 4

0.9
4. 5
0.9
0.9
0 ~ 9

7 ' 3
0. 24

19.5
1.45

23

1.0
0. 16
2. 2
0.30
2

4169.3
4233 ' 5
4306 ' 1
4349. 0
4422-5

1-9 7 ' 4 1-1
1.9 4 ~ 3 0 7
1.9 7 ~ 4 1-0
2. 0 7.4 1-0
2 ~ 0 3-5 1-2

7354.8
7385. 1
7477. 2
7593.6
7636-8

4. 3 18 3-5
4 ' 4 21 4
4. 4 10.6 1-9
4 ' 5 18 3
4 ' 6 4 ' 6 1 ~ 6

973.94
1025 1
1036-9
1056 ' 8
1137.2

1 ' 06
0. 5
1.2
0. 5
0. 5

0.08
7 ' 8
0.25
4. 8
2. 4

0.04
0.8
0.10
0. 5
0. 3

2669. 6
2736 ' 0
2785. 5
2808. 2
2829 F 6

4 ' 9
1.0
1.0
1.&
1.1

0.10
17 -4
16.5
F 8

30

0.07
1.7
1.9
0. 2
5

4488-7
4616.9
4652. 6
4688. 6
4759.7

2-1
2. 1
2-2
2. 2
2 ~ 3

1.0
1-4
6-5
1.5
0 ~ 96

0. 5
0.9
1.0
0.7
0. 51

7705 ~ 8
7829 ~ 9
7969-3
8013.3
8132.4

4. 6 9-1
4. 7 4 ~ 6
4 ' 9 13-4
4 ' 9 15 ' 6
5.0 30

2-9
1.9
3.1
3 ' 6
5

1171-0
1183.7
1259 ' 5
1325-0
1339.7

0. 5
0. 5
C. 6
1.7
0.6

8.9
16
4. 9
0. 13
1.8

0.7
1
0 ~ 45
0 ~ 09
0.22

2850. 2
2890. 1
2931.8
2950. 3
2984. 5

1.1
1.1
1.1
1.1
1 ~ 1

0- 56
10
4-8
0-66
3 ~ 1

0-23
1.2
0.74
0.33
0. 5

4857. 9
4902. 2
4936-4
4985-4
5036.4

2 ~ 3 5 ~ 2 1 ~ 2
2.4 21 4
2 ' 4 19 3
2-4 21 3 ' 4
2- 5 2. 8 1-0

8285. 1
8399.8
8458. 1
8680. 7
8835.0

5 ~ 2 16 3-3
5 ~ 3 21 3.8
5. 3 47 7 ~ 6
5- 5 32 6.4
5.7 61 8 ~ 5

1367 ' 3
1431 ' 3
1468.6
1502-3
1545.6

0.7
1.9
0-8
0.8
2. 1

27
0. 2
2. 4

16.5
0. 07

2
0. 13
0.3
1.3
0.05

3022. 7
3040. 9
3068. 5
3127 ~ 3
3147 ' 0

1.2
1.2
1-2
1.2
1-2

0.44
1.1
0.47
0- 54
3.3

0-44
0.7
0.47
0 ' 39
0. 5

5140.8
5314-4
5416-6
5449. 5
5561 ' 3

2. 5 5 ~ 2 1-1
2. 6 12 ~ 6 2 ~ 1
2. 7 8.8 1 ~ 6
2. 7 1.5 0.8
2. 8 6.8 1.1

9016.7
9075. 6
9195.1
9274 ~ 8
9373 ~ 4

5 ~ 9
5.9
6-1
6. 2
6 ~ 2

4-1
16
26
4.4
8

2. 1
4
5
1.9
3

1556- 2
1618F 1
1640 ' 5
1678-9

0.9
2 ~ 3
0.9
2.4

7.4
0. 17
3. 5
0.09

0.7
0.09
0. 5
Q. 06

3214.9
3280 ' 7
3340.8
3351.4

1-2
1 ~ 3
1.3
1.3

7-7
6 ~ 5
6.9

10-5

0.9
0.8
1.1
1.6

5609.9
5729-6
5780 ' 4
5800. 0

2. 9
3.0
3.0
3 ~ 0

5. 3
16
2. 1

19

0. 9
2. 6
0.9
3.4

9429. 6
9486. 2

6. 2 17
6. 3 22

3.6
5
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TABLE III. Resonance parameters of Er (also, see Table X).

Ep a&p
(eV)

rp &I p

(meV)
Ep

(eV)
CATE p

I'P b I P

(meV)
AEp

(eV)

rp arp
(meV)

E
(eV)

EEp rp xrp
(meV)

0.460
O. 584
5.99
7.92
9.39

20. 23
22. 02
26. 24
27. 42
32 F 88

37- 59
39.43
42-23
50. 19
53.60

59.96
62. 07
62 ' 78
69 ' 43
74. 37

75.77
79 ~ 29
85-42
91.22
94 ' 80

97. 57
98.20

107.57
112-81
115-55

128.27
131.56
142 ' 12
142 ' 86
150.45

153.18
157.78
159.42
162.21
165-08

166.83
168.49
176.76
178.45
184 ' 74

191.31
195.95
209 ' 87
217.22
223. 30

228-69
230. 03
235.47
237.86
238. 67

247- 27
249-09
258. 18
263. 25
274-47

279 ~ 91
282. 49
288.83
297. 56
304 ~ 69

306.18
309. 50
314.20

a
0.02
0.03
Q. 03

Q. 05
0.06
0 ' 15
0-08
0.04

0.05
0.06
0.06
0-08
0.09

0.05
0.05
0.06
0.06
0.07

0.07
O. 08
0.09
0.10
0.10

0.11
0. 14
0. 12
0 ' 13
0 ~ 14

0.21
0 ~ 17
0.19
0.19
0. 20

O. 27
0-22
0-22
0 ' 23
0. 23

0.24
0. 24
0.13
0 ' 13
0 ' 14

G ~ 15
0 ~ j.5
O. 17
0.18
0.18

0.19
0.19
0.20
0 ' 20
0. 20

0.21
Q. 22
0.23
0 ' 24
0-25

O. 26
0. 26
0 ' 27
0.30
0-38

0. 30
0.30
0. 31

0.46
0 ' 32
6 ' 9
0.078
2-2

1 ~ 20
0 ' 24

15-6
2-3
1-33

1-30l. 37
0. 55
1-10
8.7

1.68
0.81
0.78
0.31
0 ' 69

0.13
1.01
0 ' 134
0.36l. 97

0.098
0.024
4 ' 4
0-13
0.30

0.034
8 ' 5
1 ~ 34
0 ~ 15
0.158

0.048
4-5
0. 51
2 ' 2
1.56

3-6
3.7
0-62
2 ~ 5
1.25

1.97
5. 3
2. 7
0.66
0-23

3 ~ 2
0 ~ 28l. 50
1.76
0. 56

0.69
1 ~ 13
4. 5l. 54
1-45

4.8
7.6
0- 54
0 ~ 128
0.046

0.138
1- 53
0.37

0.04
0.03
Q. 4
0.008
0.14

0.04
0 ~ 012
1.2
0-16
0.07

0.07
0.07
0.03
0.06
0 ~ 8

0.05
0.05
0.05
0.03
0.09

0.01
0.11
0.012
0.022
0.23

O. 010
0.016
0. 2
0 F 01
0.02

Q. 014
0.44
0.09
0.026
0.014

0 ' 020
0. 32
0.064
0.16
0.16

Q. 38
0 ' 38
Q. o6
0.16
0.074

0 ' 15
0. 28
0 ' 22
0.054
0.04

0-26
0 ' 066
0. 13
0.13
0.13

O. 09
0.13
0.4
0. 16
0.12

0-6
0.9
0.08
0.034
0 ~ 034

0.034
0.16
0.11

319 .44
327. 22
329-95
331-64
335-14

343 F 00
346-50
349.71
355. 51
358.09

363.72
368-32
371.04
37 3 ~ 40
376. 58

381.84
384. 30
387. 62
393.54
396.55

399.59
408 ' 04
411.67
414.63
418.76

422. 66
429. 04
433.94
437. 18
440. 45

442. 23
446. 59
455.77
461.96
466 ' 61

473. 59
450.43
485. 37
497. 30
498.82

505. 91
508. 10
515.38
518.93
522 ' I7

528 ~ 27
531.45
533 ' 13
542. 34
550.03

555. 01
556.80
562. 60
571 ~ 52
57 5.47

580. 99
590.10
612.71
629-88
636.86

648 ~ 45
652. 54
665. 98
675. 97
677.90

691.63
693.13
708 ' 88

O. 31
0. 32
0 ' 33
0.33
0.34

0. 35
0.36
0.36
0.37
0. 37

0.38
0.39
0.39
0.40
0.40

0.41
0.41
0 ' 42
0.43
0.43

0.43
0.45
0.46
0.59
0.24

O. 24
0.24
0.25
0.25
0.25

0. 25
0.26
0 ~ 27
0.27
0 ~ 28

0 ~ 28
0.29
0.29
0.30
0.30

0.31
0.32
0.32
Q. 32
0.33

0-33
0.34
0 ' 34
0. 35
0.35

0 ~ 36
O. 36
0. 37
0. 37
0.38

0.39
0.39
0.42
0-44
0.44

0-45
0.46
0.47
0 ' 48
0.48

0. 50
0. 50
0 ~ 52

2. 20
1.33
0 ~ 28
4.8
3 ' 7

4.1
2. 3
3.4
0.35
0. 22

5. 2
1.83
0.20
0 ' 35
0. 57

1.4
0.26
5.0
0.10
0.13

2-7
0.82
0. 58
0.07
0.14

1.5
1.7
0-33
3.4
0 ' 32

0.29
4. 2
1.73
0.39
2-4

4-3
5-2
5.1
7.4
4-0

2 ' 8
2 ' 0
0.48
0 ~ 37
0. l9

9.3
0. 57
0.31
3.2
1.19

0 ~ 85
3 ~ 5
1.77
5. 2
2 ~ 6

0.30
5-8
3.4
0.69
4. 1

0.33
4-2
1.63
1.38
2. 1

0.65
0.76
2 ~ 0

0.22
0.13
0.09
0.56
0-32

0.32
0 ~ 22
0.32
0.06
0.05

0 ~ 32
0.17
0.04
0.06
0.08

0 18
0.06
0.4
0.05
0.05

0.26
0.12
0.10
0.04
0.04

0.2
0. 2
0.13
0.4
0.11

0.10
0.42
0 ' 14
O. 07
0. 23

0.36
Q. 54
0- 54
1.4
0.8

Q. 44
0.36
0.09
0.09
0.11

1.8
0.14
0.09
0 ' 26
0.17

0. 26
0. 5
0. 25
0 ' 84
0.42

Q. 15
0 ~ 66
O. 32
0.15
0.4

0.14
0. 48
0.23
0-23
0.3

0.15
0.19
0.23

711.99
723 ~ 04
726. 24
729.47
737.08

741.48
750.40
753.23
757.20
772.84

776. 36
784. 74
790.79
800.01
803 F 11

808.12
811.21
816.36
820. 92
823.91

838.24
852. 35
855. 07
865.07
883.45

886-61
888. 59
896.15
914.02
918 ' 57

930.09
935-75
939.47
944. 61
950. 59

956-23
958.96
961.81
966-00
968.47

972.60
984- 32
991.54
995.82
998 ' 83

1014.0
1018.4
1022.0
1035 ' 5
1047 ' 5

1065.8
1068.9
107 3.9
1091.0
1101.4

1108.4
1115.0
1123.7
1129' 9
1138' 8

1144.1
1159.0
1163F 9
1166.1
1173' 7

1193.2
1201.1
1206.8

0- 52
0.53
0.53
0 ~ 54
0.55

0.55
0.56
0. 57
0.57
0.59

0.60
0.60
0.61
0.62
0.62

0.63
0.64
0.64
0.32
0 ~ 32

0.33
0.34
0.34
0.35
0.36

0.37
0.37
0.37
0.38
0.38

0.39
0.39
0.40
0.40
0.40

0.40
0.41
0.41
0.41
0.41

0.42
0.42
0 ' 43
0.43
0.43

Q. 4
0. 5
0. 5
0 ~ 5
0 ~ 5

0. 5
0. 5
0. 5
0. 5
0.5

0 ~ 5
0. 5
0. 5
0. 5
0. 5

0.5
0-6
0.6
0.6
0 ~ 6

0.6
0.6
0.6

0 ~ 37
1.41
1.0
4. 1l.03

1.54
0.47
1.24
0. 69
5.8

13.3
0.42
2. 5
2.1
0.51

2-4
0 ~ 21
2 ~ 6
3.0
0.28

2.8l.09
2. 6
3.0
1.35

0.64
1.48

10.4
5.4
2.0

1.58
4. 1
3.7
0.59
1.49

0.78
Q. 17
O. 97
Q. 51
0.48

2.4
7.1
0.44
0.61
6. 1

2. 9
0.81

13.1
0.90
1.08

0.37l. 53
3.7
0 ~ 85
1.11

l. 56
2 ~ 2
3.0
0. 34
0.77

l. 24
1.68
0.46
0. 55
0.49

0.98
0.70
5. 5

0.15
0.23
0.19
0.52
0.29

0.22
0 ' 24
0.29
0.15
1.5

2. 2
0.14
0.4
0.36
0.14

0.36
0.07
0.36
0 ' 4
0.07

0.28
0.34
0. 34
0.4
0.20

0 ' 20
0.34
1.1
0.66
0.34

0.20
0.72
0.66
0.18
0-33

0.13
0.10
0. 32
0. 16
0.13

0.26
0.9
0.13
0. 22
0.88

O. 38
0. 25
2. 5
0.22
0. 25

0 ~ 18
0 ~ 37
O. 56
0.36
0.27

0.36
0.42
0.48
0.17
0.36

0.30
0 ' 41
0.23
0.27
0.21

0.18
0.15
0 ' 7

1219.5
1223.6
1226 ~ 6
1230.1
1234.2

1237 ~ 8
1243.8
1248 ' 3
1252. 2
1254-6

1265.6
1269.3
1273.7
1279.9
1284. 5

1289.2
1293 ' 0
1299.4
1303.9
1314.9

1318.8
1324.1
1326.7
1336.0
1350 ' 8

1361.7
1372.1
1379.1
1388.2
1399' 6

1407.5
1415.0
1419.7
1425-2
1432.6

1439 ' 3
1442.8
1456.4
1462.9
1471.3

1482.0
1485-9
1493.6
1495.9
1507.9

1517.5
1524.0
1528.1
1538.8
1544-6

1552.9
1563.8
1568-5
1571-5
1581.7

1591' 2
1607.0
1611.4
1622.1
1637.3

1641 F 9
1652.8
1658.8
167 5.8
168Q-0

1686.4

0.6
o.6
0.6
0 ~ 6
0.6

0-6
0.6
0.6
0.6
0.6

0-6
0.7
0.7
0.7
0.7

0.7
0.7
0.7
0.7
0.7

0 ~ 7
0.7
0.7
0.7
0.7

0.7
0.7
0.7
0.7
0.7

0.7
0.7
0 ~ 8
0.8
0.8

0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8

0.8
0.8
0.8
0.8
0.8

0.8
0.8
0.9
0.9
0.9

0.9
0 ' 9
0.9
0.9
0.9

0 ~ 9
0.9
0.9
1.0
0. 5

0. 5

2. 6
1.9
7.1
0.41
0.43

0.57
0.49
0.52l. 58
1.75

Q. 56
2.8
1.29
3.9

15.6

1.0
0.95
0-44
3.1l. 65

0.83
0.71
2. 0l. 37
3.8

l.16
0.86
1.7
8.6
5.7

O. 64l. 65
1.54
2.8
1 ~ 69

6.3
0. 50
2. 4
1-41
5. 5

1.9
0.88
1.04
2.4
1.8
6. 2
3.1
1.07
F 9
7.6

8.6
1.06
6. 1
1.51l. 21

2.7l. 25
2 ~ 2
2. 1
0.84

6.4l. 03
15.0
4. 3
5.4

l. 27

0.6
0. 52
1.4
0.21
0.22

0. 12
0.25
0.17
0.40
0.45

0.11
0.46
0.34
0.96
2.6

0.45
0 ' 45
0. 22
0.61
0. 50

0. 33
0. 33
O. 44
0. 28
0 ~ 76

0.66
0.33
0.43
1.7
0.96

0.32
0.64
0. 53
0.64
0.42

1.2
O. 27
O. 52
0. 53
1 ~ 2

0. 57
0.31
0.52
0.78
Q. 57

1.3
0.76
0.46
1.0
1.3

1.5
0.46
1.4
0.76
0.40

0.6
0.30
0. 5
0.6
0-40

1.7
Q ~ 44
2. 4
1.2
1.5

0- 54

Parameters for the resonances below 1 eV from H. B. Moiler et al. , Nucl. Sci. Eng. 8, 183 (1960).
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TABLE IV. g-wave resonance parameters of Er (also see Table IX). For the "selected" g population to 4.7 keV,
we add "missed" s levels at 646 and 2045 eV as discussed in the text.

Ep AEp
(eV)

I P Zro
(meV)

Ep ~p
(eV)

I"„
(meV)

Eo &Eo
(eV)

I P ~I'P
(me V)

Ep AEp I' 4 I'
(eV) (meV)

79.70
188.94
244. 42
312.63
410.82
445.96
527-11
765.25
830.33

1005.8
1093.9
1131.7
1342.8
1356.3
1449.6
1626.1
1713.9
1810.7
1894.4
1937.3
2151.9
2204. 3
2364. 1
2472. 4
2544. 0
2671.4

0.12
0.14
0.42
0.31
0.29
0.33
0.33
0.58
0.33
0.5
0.5
0.5
1.8
0.7
0.8
0.9
0. 5
0.5
0.6
1.2
0.7
0.7
0.8
0.9
4. 5
1.0

4.9
5.8

35
9.9
0.10
0.11

36
2.8

35
13
30
6.1
0.24
8.7

24
2.5
1.59
5.4

11.8
33
6.6
9.3

32
2.2
0.58

22

0.34
0.3
1.9
0.7
0.04
0.04
3
0.33
3.5
1
2.1
0.74
0.11
0.87
2
0.35
0.31
0.71
1.3
3.4
0.86
1.1
3.3
0.4
0.20
3.9

2682. 7
2814.2
2862.6
2970.6
3 095.3
3165.8
3304.1
3467.2
3588.4
3648.7
3678.3
3751.6
3809.9
3997.7
4098.3
4154.6
4284. 3
4326. 5
4389.5
4515.6
4643.6
4671.1
4819.9
4885.8
5138.2
5326.4

1.0
1-0
5.4
1.1
1.2
1.2
1.3
1.4
1.5
1.5
1.6
4. 0
1.6
1.7
1.8
1.8
4.9
1.9
2.0
2.1
5.6
2.2
5.9
2.3
2. 5
2.7

44
2.7
0.60
5.8

11.7
3.8

52
3.7
3.7
2.8

66
0.47
5.5
1.74

45
61
0.93

24
25
6.5
0.72

10.8
0.32

22
10.5
10.6

6.8
0.75
0.26
1.3
1.5
0.8
6.1
1.2
0.92
0.75
8.2
0.26
1.1
0.55
4.7
5.6
0.49
2.4
3
1.2
0.38
1.5
0.15
2.4
1.4
1.4

5449. 5
5463.3
5703.0
5756. 5
5968.4
6080.4
6249.3
6428.9
6528.8
6565.1
6627.4
6759.1
6859.0
7017.2
7231.2
7441.9
7593.6
7625.4
7780.4
8157.6
8378.8
8702.9
8877.7
8900.7
9117.2
9156.0

2.8 27 4.7
2.8 5.0 1.9
3.0 23 2 ' 7
3.0 42 4 6
3.2 20 2.8
3.3 7.4 2.6347789
3.5 7.2 1.9
3.6 7.7 2.5
3.6 9.0 3.1
3.7 11 3 3 4
3.8 23 3.7
3.9 15.1 4.8
4.0 17.3 2.4
4.2 34 4.1
4.4 45 5.6
4 5 8.7 3.5
4.6 8.3 4.1
4.7 6.8 2.3
5.1 16.6 3.3
5.3 51 7.7
5.6 64 9.9
5.7 23 8.5
5.8 6.9 3.5
6.0 50 9.4
6.0 15 7 5 8

9392
9614
9731
9824

10093
10159
10272
10423
10789
11167
11232
11497
11807
12048
12533
12846
13150
13351
13614
13862
13963
14082
14163
14337
14497
14605

6 9.2
6 11.7

24
78
10
11.4

7 17.3
16.2

8 96
8 34
8 44

43
13.8
18.2

10 21
10 31
11 15.7

8.1
6 10-3

11.5
6 127

26
6

22
16.6
72

4.7
3.6
5.6

12
2 ' 5
3.0
5.4
4.9

16
7
9.4
6. 5
6.4
7.3
8.9
7
7.0
4. 0
4.3
3.4

25
6
6
6.3
4. 2

15

tial and resonance scattering. It is correspond-
ingly of increased importance above resonance.
For the Er data for which self-indication data
were used, corrections due to these effects were
usually s20% so correction programs which we
have developed could be used with good accuracy
for each trial set of parameters used in an "area"
analysis of the "D-only" peaks. One can usually
obtain an accurate evaluation of the channel for
exact resonance from the thinnest D-only sample,
or from a "D+T" curve using a thin T sample
which gives a sharp inversion dip at exact reso-
nance.

A partial shape analysis for the ratio of the peak
of the D+ T curve to that of the D curve was used
successfully for -20 favorable levels.

The procedure in all cases is to calculate, for
each of a set of trial values for I'/n„a value for

ng I"„which best matches the area or shape feature
to be fitted. Here a is the Doppler width, which
is known' as a function of E, and the sample atom-
ic weight A., while g is the spin statistical weight
factor, which is unity for the even-even target nu-
clei. Each "fit" to one experimental parameter,
such as an area of a resonance dip, yields a curve
of implied I"„vs test I'. A thick-sample area tends
to yield a quantity proportional to crpZ or r„r.
A thin-sample area, may be proportional to crpT or
to I'„alone. An evaluation which emphasizes cr,

(the peak cross section) tends to give I'„/I'. The
results for different sample-thickness transmis-
sion for self-indication and for partial shape anal-
ysis then each give curves of implied I'„vs I'
which, when all is well, intersect with varying
crossing slopes about a. "best-choice" locus (I'„, I')
for that resonance.

TABLE V. p-wave resonance parameters of Er'

E
(eV)

QEp g r„zg r„
(meV)

g r„' ~gr„'
(meV)

E
(eV)

ZEo gr„~r„g r„' Zg r„'
(me V) (me V)

139 ~ 58
145-71
l74 ~ 29
296 ~ 67
335 ' 47
587 ' 43
691.46
985 ~ 73
990.61

1022.4
1106.1
1193.2

0-12
0.12
0 ' 16
0 ' 36
0.43
0.50
0.64
1-08
1.09
1.2
1-3
1.5

0.11
0-06
0.15
0- 29
0-85
0.49
1.0
2 ' 0
2. 5
1.7
3.9
2 ' 2

0.04
0.05
0.07
0 ~ 16
0-55
0.40
0.6
1-2
1-4
1 ~ 2
2 ~ 0
l ~ 5

23
12
23
20
48
12
19
23
28
18
37
19

8
10
ll
ll
31
10
12
14
16
l3
19
13

1207 ~ 7
1636.4
1681' 3
2100.6
2325. 9
2456 ' 6
2900-5
3027 ' 4
3202. 8
3849.9
4127 ' 0
4476 ' 8

1.5
2-3
2 ' 4
3.4
3.9
4 ' 3
5-5
5-8
6.3
4-2
4-7
5.3

2-6
4-4
3.0
8-2
4. 3
5 ~ 3

21
14
8.5

14
13
14

1.6
2-4
2.4
4-1
3 ' 4
4.0

12
9
5.0
8

10
10

22
23
15
30
13
15
47
29
16
21
17
16

13
13
l2
15
ll
12
27
19
10
12
14
12
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TABLE VI. g-wave resonance parameters of Er" .

Ep AEp
(eV)

rp ~rp
(me V)

Ep bEp
(eV)

rp ~rp
(meV)

Ep AEp r„' Zr„' Ep ~p
(eV) (meV) (eV)

rp arp
(meV)

95.07
284. 03
496.69
598. 18
748-72
935.55
97 5.00

1089 ' 0
1230 ' 7
1391-1
1524-0
1844.1
2009.6
2101.1
2190.9
2249. 3
2377.9
2594. 0
2830. 6
2977-8
3302. 1
3352.8
3464. 4
3715.9

0.10
0 ' 26
0.30
0.51
0.56
0.39
1 ~ 06
0.5
0.6
0 ~ 7
0 ~ 8
2 ' 8
0.6
0.7
3-6
0.7
0.8
4 ~ 6
1.0
1.1
1-3
3.4
1.4
1.6

90
34
30
0.17
4.6

52
0.26

23
1.08

76
1 ~ 82
0.58

24
31
1.13

45
11.7
0.75

84
3.3

11.3
0.95
3 ~ 3
1 ~ 92

4
2. 1
1.8
0.06
0.55
3.3
0.09
1 ~ 5
0 ~ 20
5 ~ 4
0.41
0 ~ 26
1.8
2 ~ 2
0.43
3.4
1.6
0-32
8.5
0.46
1.2
0.42
1.2
0.66

3843-9
4123-6
4193.3
4240-9
4421 ' 5
4599-6
4715 ~ 1
5449 ~ 5
5946-4
6032-0
6235-8
6385.0
6638. 5
6831.9
6862-9
7187.2
7286 ' 2
8223. 5
8311.0
8405. 1
8894.9
9348.6
9803.8

10054

1.7
1-8
1.9
1.9
2.0
5. 5
2 ~ 2
2-8
3 ' 2
3 ' 2
3 ' 4
3.5
3 ' 7
3.9
3 ~ 9
4 ~ 2
4. 3
5-1
5 ~ 2
5 ~ 3
5.8
6-2
6-6
7

4-8
5.6

18- 2
21
22

1 ~ 6
20
66

153
31
61
3.9

14-1
5.1
9.2
7.6

36
14.3
71

260
13 ~ 3
17.6
63
15

1.1
0.8
1.9
2-2
2 ~ 3
0.7
2
6.8

26
3.9
6 ~ 3
1 ~ 5
2-7
2-4
3.4
1.2
5
2-7

11
38
3-2
5. 2
7.6
4 ' 5

10229
10329
11103
11208
11281
11480
11557
11608
11702
11798
12428
13212
13465
13806
13932
14569
15404
15609
15777
16045
16142
16448
16488
16869

7
7
8
8
8
8
9
9
9
9
9
9
5
6
6
6
7
7
7
7
7
7
8
8

40
82

7 ~ 7
73
17 -9
85

7 ' 2
47
19
14.7
77
46
8.6

50
70
29
10.9
80
49
54
87
41
13-6
73

6
12
2. 9

13
5.7

13
3-6
7.4
9.2
5 ~ 5

ll
8 ~ 7
3.0
8

10
5
3 ~ 2

13
7. 2
8.7

16
8 ' 6
4. 7

14

17012 8
17058 8
17320 8
17773 8
18492 9
18621 9
19319 9
19536 10
19978 10
20301 10
20566 10
21003 10
21102 11
21517 11
21939 11
22322 12
22374 12
22587 12
22803 12
22904 12
23240 12
23695 12

35
34
45
58
22

106
35
43
38
19.7

119
53
96
45

115
27
31
65
25
28
82
55

8.4
8.4
9.9

11
6 ~ 6

16
6 ~ 5

11
7.8
4.9

21
11
18
8. 2

20
10
ll
12
8-6

11
20
13

Examples of this are shown in Figs. 2(a)-2(d)
for Er'", and 3(a)-3(d) for Er'6'. Only transmis-
sion measurements were used for other than very
weak levels of the even Er isotopes. Plots such as
those in Figs. 2 and 3 were prepared for eoery
resonance for which parameter results are given.
The labels on the figures should be self-explana-
tory as to the experimental quantity being fitted
for each curve on each figure. Note that the thick-
est-sample area always results in one extreme
curve which has -45' downward slope from left to
right, while the v~ shape analysis (vz, is the Dop-
pler-broadened peak cross section) has a quite dif-
ferent slope which goes upward from left to right.

The "D-only" analysis makes use of the concept
of an "absolute saturation" rate S„as described
in our earlier papers, ' I and II. This S„ is the
rate which would hold if all neutrons were cap-

tured by the isotope. The evaluated S„curves all
follow a common E 'dt fit, which suggests that
there is no serious dependence of the capture sen-
sitivity on the y-cascade pathway ratios from reso-
nance to resonance. This is also shown by the con-
sistency of the D-only level analysis with that
using flat detector transmission measurements.

In actual practice, the analysis curve most dif-
ferent from that for thick-sample transmission is
obtained from the ratio of the "D+T" peak area to
that for D only, without using the experimental
"wing-area" contribution, but by using wing cor-
rections based on the assumed level parameters.

The results of these analyses constitute the foun-
dation for this paper and the subsequent tests of
fits to statistical theories. Tables II-VII present
the level parameters for Eriee Eries, Eriee and
Er" . For Er' and Er", those levels which con-

TABLE VII. p-wave resonance parameters of Er

Ep
(eV)

Ep gI„ AgI„ gI„ AgI„'
(me V) (me V)

g I „ggI'„g I „' ~g I.„'

(eV) (me V) (me V)

164.59
221.91
394.31
408. 93
483 ~ 76
584 ' 12
698.18
729-50
809 F 18

1433.2
1512.1
1618F 1
1693.4
1827.6
1874.9

0 ' 15
0 ' 23
0 ' 28
0.29
0. 37
0. 50
0.65
0.69
0 ' 81
1.9
2. 1
2 ' 3
2 ' 4
2 ' 7
2 ' 9

0.066
0 ~ 71
0 ~ 54
1.3
0.95
2 ~ 3
1.8
2 ' 2
0.97
2. 9

8 ~ 5
3 ' 4
5-8

12
12

0.045
0 ' 21
0 ~ 25
0.4
0. 50
0.9
0 ~ 8
1.0
0-60
2. 1

4. 5
2-2
3.0
6
5

1l
75
24
55
31
57
34
39
15
19
50
18
29
54
52

8
22
ll
17
16
22
15
18

9
14
27
12
15
27
22

1938-9
2087 ' 2
2291.0
2482 ' 3
2857 ~ 3

2928 ' 0
3018.6
3083.4
3150-3
3414-7
3518-1
3599.7
3698-0
4067. 4
4318.8

3.0
3.4
3 ' 9
4-3
5.4

5 ~ 6
5-8
6.0
6 ~ 2
3.5

3 ' 7
3-8
4 ' 0
4 ' 6
5.0

6-5
3.7

16
14
27

9.5
21
20
15
34

7. 3
28
9.3
9

36

3-5
3.0
7
7

19
6.0
9
8
6

16
5.0

ll
6.0
7

21

27
14
51
40
62

21
44
41
30
60

12 ' 3
46
14 ~ 5
12 ' 2
45

14
11
22
20
44
13
19
17
12
28

8 ' 4
18

9 ~ 4
9 ~ 5

26
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TABLE VIII. Resonance parameters of Er 6 . Since the conditions for the Er measurement could have involved our
missing many resonances, even when they are strong, we do not give statistical parameters such as $p, (D), etc.

Ep AEp r„6I'„
(eV) (meV)

Eo AEo
(eV)

r„' pro
(meV)

Ep ~o I „DI„
(eV) (meV)

Eo ~o
(ev)

r„' pro
(meV)

30. 54 0.10
56. 61 0.09

108 ' 59 0 ' 06
130.96 0.08

0.70 0.07
0.96 0 ' 11
4.1 0-6
8. 5 0 ' 9

136.95 0.09
160.73 0.18
194.63 0 ' 14
214.97 0.17

1.28 0- 21
4.7 0.63
4.9 0.65
1.3 1-3

225. 43 0.18 4-3
419.95 0.24 13
611.57 0.24 7-0
654 ' 24 0 46 3-1

0 ~ 53 750-2 0-06
1.5
1.4
1.0

5. 2 1 ~ 5

stitute our selection for the s-level populations
are listed first, with those considered most likely
to be p levels given in the following tables. Since
we have no specific tests for s vs p for levels,
there may be errors in these assignments. The
details for making the separations are given below.
The gi'„' values are calculated using gI'„' = I'„(350
keV/E), where the exact factor depends on our
choice of nuclear radius" as 8 =1.4A"'~10 " em.
When different S, values are given by different
authors, one should note the assumed radius used
in each case to convert I'„values to gI"„' values.
The result is inversely proportional to R'.

Results for our older data for Er'", given in
Table VIII, are of a much poorer quality, but are
included for completeness. Tables IX and X list
results for cases where I' and/or the compound
nucleus J (for n+Er'") have been evaluated.

VI. LEVEL SPACING SYSTEMATICS
FOR THE ORTHOGONAL ENSEMBLE

The analysis of the systematics of our results
tends to be dominated by the fact that the level
spacing systematics are in good agreement with
the statistical predictions for an orthogonal en-
semble. A review of the pertinent theory, includ-
ing the results of our extensive model calculations
are, therefore, outlined before giving the detailed
comparison of our results with theory. We are
grateful to Professor Freeman Dyson for many
discussions and valuable suggestions on this sub-
ject.

Before -1956, there was no systematic statisti-
cal theory of level spacing ordering. An experi-
mental relative shortage of small spacings tended
to be dismissed as being due to instrumental reso-
lution failings until Professor E. Wigner suggest-

ed his famous spacing law, Eq. (1). He indicated
a belief that the levels for a single popuI. ation
should follow the same ordering behavior as do the
eigenvalues for (large) real square NxN symme-
tric matrices with random Gaussian-distributed
elements. The joint probability distribution is the
"Wishart" distribution, which is proportional to
the product of the absolute spacings

~ E, —E, ~
for

each level pair treated only once, times a Gauss-
ian in Q&E,' which prevents a spacing "blowup. "
This model is now called the Gaussian orthogonal
ensemble (G.O.E.). Wigner showed that the eigen-
value distribution density is peaked at the middle
and falls off according to a semicircle law on
either side, except for a few levels in the extreme
wings on either side. Since the intrinsic mean s-
level density is essentially constant over the few
keV regions of experimental comparison, one
must either make N» the number of levels and
just use the center region where the density is es-
sentially constant, or use a transformation to a
new energy parameter for which the density is
constant except in the omitted wings. A large num-
ber of theorists have studied this mathematical
problem using both analytic and Monte Carlo meth-
ods. The papers, both published and unpublished
to 1964 are collected in a book by Porter. ' A later
review is given by Mehta. " The nearest-neighbor
spacing distribution was found by Gaudin" not to
have exactly the Wigner form [Eq. (1)], but the
difference was less than can be distinguished ex-
perimentally. Calculations were also made of the
spacing distribution for levels having k levels be-
tween, "etc. , which showed a short-range order-
ing for the levels beyond that expected for a. set of
uncorrelated adjacent Wigner [Eq. (1)] distributed
spacings (U.W. }.

TABLE IX. Parameters of the levels in Er and Er for which I is obtained.

Ep
(eV)

Eri 66

r, zr,
(meV)

Ep
(eV)

Eri 66

r, zr,
(meV)

Ep AEp
(eV)

E r168

r zr
(meV)

15-56
73.79
81.74

154.15
170-98

0.04
0.07
0.08
0-21
0-25

94
80
85
89

110

10
12
10
12
30

243. 59
301.15
315.70
352. 23
535.32

0-21
0- 29
0. 31
0 ~ 36
0.34

100
105
110

90
96

20
15
25
15
20

79.70
188 ' 94
244-42
312.63

0.12
0.14
0 ' 42
0.31

78
86
90
95

15
12
15
15



NE U TRON-RE SONANCE SPEC TROSCOP Y. VIII. . . 985

TABI,E X. Parameters of the levels in Er for which I' is obtained and J where determined.

Eo AEo
(eV)

r, ar,
(meV)

Ep QEp
(eV)

I 4r~ J
(me V)

Eo AEo
(eV)

ar
(meV)

5.99
9.39

20. 23
22. 02
26. 24
27.42
32.88
37.59
39.43
42. 23
50.19
53.60
59.96
69.43
94.80

107.57
131.56
157.78

0.02
0.03
0.05
0. 06
0.15
0.08
0.04
0. 05
0.06
0.06
0.08
0.09
0.05
0.06
0.10
0.12
0.17
0.22

83 5
84 9
87 8
87 12
90 15
83 14
92 8
82 8
87 9

100 12
82 10
97 12
92 8

102 15
80 16
82 8

120 18
75 16

166.83
168.49
178.45
184.74
191.31
195.95
209.87
228. 69
258.18
263.25
279.91
282.49
309.50
319.44
331.64
335.14
343.00
346.50

0.24
0.24
0.13
0.14
0.15
0.15
0.17
0.19
0.23
0.24
0.26
0.26
0.30
0.31
0.33
0.34
0.35
0.36

84 15
85 18
82 14
90 15
98 20
90 9 4
93 10 4

102 20
93 12 4
92 16
92 20
95 24
82 20
89 22
88 20
91 16 4
97 U 4
86 18

349.71
363.72
368.32
387.62
399.59
429. 04
437.18
446. 59
455.77
466.61
473.59
480.43
485.37
542.34
590.10
612.71

0.36
0.38
0.39
0.42
0.43
0.24
0.25
0.26
0.27
0.28
0.28
0.29
0.29
0.35
0.39
0.42

92 20
90 14
83 16
82 10
82 12
66 20
92 22
90 20
88 10
91 18

145 25
98 24

118 15
80 10
94 28
93 20

An advance in the analysis was made in a series
of papers by Dyson alone, ' and in collaboration
with Mehta' where a new mathematically equiva-
lent circular ensemble was introduced. For the
relevant circular orthogonal ensemble (C.O.E.),
the eigenvalues are treated as points on a unit cir-
cle, and the joint probability is proportional to the
product of the chord lengths between all possible
pairs of levels. They were able to show that a
crystalline-like long-range order for the spacings
is implied. In particular, their statistic A„which
we denote simply s, is the mean square deviation
between the "ladder function" N(E) of (observed)
levels vs E and a best-fit straight line:

~ =—min (N —AE —B)2dE . (4)
A, B 0

In the absence of long-range correlations, it is
easy to show that 6 should increase linearly with
the total number of levels n for n» the spacing
correlation length. On the basis of our own Monte
Carlo calculations, we find

&6&= n/(55 —210/n), (5)

using 25000 sets of 108 adjacent U.W. spacings
and 15000 sets each for various smaller numbers
of adjacent U.W. spacings. The 6 distribution
was quite widely spread out on either side of &A&.

In contrast, Dyson and Mehta show' for their
C.O.E. that

&n. &
= (1/v')(inn —0.066"I),

Varb, = (0.11)'.

(6a)

(6b)

&(& —W&)(B —&B&)&

I &(& —&&&)'& ((B —&B&)'&]"' (7a)

This remarkable formula implies that n -20000
is needed before &a& =1.00, showing the degree of
long-range crystalline-like regularity predicted.
The spread of 6 values for a U.W. distribution is
such that there is more overlap with Eq. (6a) than
is useful for a. clean experimental rejection of the
U.W. case for data agreeing with Eq. (6a), even
for n-50. It is useful also to consider the corre-
lation coefficient for adjacent nearest-neighbor
level spacings. We define

TABLE XI. Predicted behavior of (&) and [Var Q)]' as a function of the number of levels for Wigner's random ma-
trix model and Dyson's circular ensemble. It is seen that for these tests the predictions of the two models are indis-
tinguishable.

No. of matrices
diagonalized

Monte Carlo random matrix calculations
Matrix Eigenvalue s

dimension used [var ~)~'/'

Theoretical predictions
of the circular ensemble

[Var (~)~'/'

78
78
78
78
62

900 ~

21
31
41
50
81

120

13
23
33
42
77

109

0.257 + 0.011
0.324 + 0.012
0.364 + 0.014
0.372 + 0.011
0.424 + 0.012
0.470 + 0.003

0.098
0.106
0.124
0.098
0.094
0.093

0.253
0.311
0.347
0.372
0.433
0.468

0.11
0.11
0.11
0.11
0.11
0.11

~ Calculated using Dyson's Brownian-motion model.
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For the orthogonal ensemble (O.E.) and large n,
Mehta has shown that one expects to obtain a nega-
tive p for adjacent level spacings.

matrices. One starts from Eqs. (17) and (18) of
his paper" which can be written in the form

p(S~, S)+,) = -0.27 . (7b)

We find that the sum of ~ and this quantity, abbre-
viated as [b, + p], gives a considerably better sep-
aration of the predicted values for the U.W. and
O.E. distributions than either ~ or p alone.

For the above comparison one needs to know not
only the expected mean values for such parameters
as 6 and p, but one must know the probability dis-
tributions for each n. Camarda" developed a com-
puter program for generating and diagonalizing
suitable N&&N random Gaussian real square sym-
metric matrices, which would have eigenvalues
obeying the Wishart distribution. This was car-
ried out for 78 sets each for N =21, 31, 41, 50,
and 62 sets with N =81. The eigenvalue distribu-
tions were found to be in satisfactory agreement
with the Wigner semicircle law. A parameter
transformation was made to unfold the semicircle
form to constant density after two or more eigen-
values were omitted at each end to minimize end-
effect errors. The resulting transformed eigen-
value distributions were then subjected to various
statistical tests.

Values ot (a) and Var(n, ) were calculated and
found, as expected, to agree with the DM result
for the C.O.E., to within statistical uncertainties.
We are not aware of any previous explicit demon-
stration of this equality using finite matrices.

Results for these random matrix calculations
are given in Tables XI and XII. The calculations
were performed using the IBM type 360-44 compu-
ter at Nevis, for which it is uneconomical to treat
large numbers of matrices of larger dimensions.
During discussions with Professor Dyson of our
experimental results and the comparisons with the
above theoretical analysis, he suggested that we
try to make use of his Brownian-motion model" to
simulate the behavior of larger random square

where

E(x,)= .'+ Q
j

where i ranges from -m to +m, excluding i =0.
One selects an initial set of lattice points x, ,

which can have an arbitrary distribution. In prac-
tice, it may be a lattice with constant unity spac-
ings, or one using U.W. spacings. The procedure
used to generate the new distribution is as follows:
(1) Set kT =1 and mean point density =1;
(2) divide the total number, N+4m, of points into
five adjacent groups containing m, m, N, m, and
m adjacent points, where I =N/2. The outermost
groups of m points are kept fixed, and the middle
m+N+m points are reevaluated from their initial
values x',. using

2

x",."=x~+ g „„+1.414m,
xl xf-i

where the sum over i is from -m to +m (excluding
i =0) and the sign (x) is chosen randomly. The con-
vergence of the result is sensitive to the choice of
the parameter e, where e' =6i/f. Empirically, if
e ~0.1, the disturbance due to each iteration is too
large to yield good results. If too small an e is
chosen, the convergence is too slow. In our suc-
cessful procedure, after much experimentation
with other choices, a value c =0.05 was used. The
iterations were performed with occasional tests
using only the rniddle N points to calculate values
of aoM and of p(S„S„,). These values start far
from their final values and "walk" towards their
equilibrium values with a superimposed "jitter."
The idea is to continue the iteration until, except
for the jitter, equilibrium seems to have been

TABLE XH. Tabulated below are the average values of p($&, S,. &) calculated using the average sample spacing $ and
the true average spacing ($). The difference between the values of (p(S, , $,. &)) obtained using S and ($) (for the same
number of levels) is much less than the difference 1/n found in the uncorrelated case.

No. of matrices
diagonalized

Matrix
dimension

Eigenvalues
used (P g;. Sa+f»g

78
78
78
78
62

900

21
31
41
50
81

120

15
25
35
44
77

109

-0.250 + 0.026
—0.241 + 0.021
—0.269 + 0.018
—0.274 + 0.016
-0.256 + 0.012
—0.277 + 0.003

—0.236 + 0.026
—0.233+ 0,021
-0.266 + 0.018
—0.272 + 0.016
—0.256 + 0.012
—0.276 + 0.003

' Calculated using Dyson's Brownian-motion model.
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reached. This required -1500 iterations. The cen-
tral N points were then listed as a first set of re-
sults. Subsequently, sets of -25 iterations were
performed using ~ =0.025, to minimize jitter con-
tribution to b, until a suitably large number of
output sets of N points were obtained. Each set is
not independent of the one before (using 25 itera-
tions, e =0.025}. However, the large number of
sets covers the range of variation adequately, and
it is easy to generate large numbers of sets once
the first has been obtained.

Special procedures are required in the above it-
eration in two special cases as follows: When two

points are so close together that 1/(x,. -x,.„)is
too large, the maximum change ~x",."-x~

~
is lim-

ited to some maximum value which we chose to be
0.15. The second crisis comes when the motion of
one point is through another point. In this case,
we simply relabeled the points to maintain a mono-
tonic ordering.

The detailed evolution of these procedures began
with suggestions by Professor Dyson, with modi-
fications introduced by Dr. H. Camarda in the pro-
cess of trying to achieve successful results. The
results were equivalent to diagonalizing 900 sets
of N =120 matrices. The results are included at
the bottom of Tables XI and XII. In addition, these
calculations yielded a result for the nearest-neigh-
bor level spacing distribution of sufficient statisti-
cal accuracy that it was in agreement with Gau-
din's" more exact evaluation, which is slightly

different from the Wigner distribution, Eq. (1).
In addition to the statistical tests for level spac-

ing distributions discussed in this paper, there is
a different statistical test developed by Rosen-
zweig and Monahan. " This test also shows good
behavior for Er'". We have communicated the
erbium and some other results to Rosenzweig and
Monahan so they could present their analysis and
interpretation in an accompanying article. " We
also omit here, for presentation in an accompany-
ing article, ' the results of additional analysis sug-
gested by Professor Dyson.

VII. DISCUSSION OF RESULTS—
COMPARISON WITH THEORIES

The results for N vs E, the cumulative level
count vs energy over the ranges of Tables II to
VII, are shown in Figs. 4(a}-4(d). For Er"', it
is seen that the cumulative number of levels is
almost perfectly linear to 4200 eV, followed by
an abrupt curving away to a lower slope. In our
subsequent analysis for statistical fits, we use
either the first 4200-eV region, or the first 3-keV
region, as discussed below. Figure 4(b) shows
that Er"' has a much higher level density, as is
expected for an odd-A nucleus. The original slope
for the first 120 eV is followed by a gradually de-
creasing slope, though there seems to be a group-
ing into three regions of roughly constant slope
for 0-120, 120-600, and 600-1700 eV. The break
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FIG. 6. (a) Best straight-line fit to N vs E for all 109 observed resonances in Er to 4200 eV. This gives 6=0.455 for
Dyson's parameter. (b) A plot of the probability of obtaining ~ the indicated value of 4+p(S&, S,+ &) for a set of 108 ad-
jacent spacings, for uncorrelated Wigner adjacent spacings, and when correlations are included according to O. E. the-
ory. The experimental result for Er~ is indicated. (c) Same as Fig. 6(b) for the 78 (or 79) adjacent spacings of Er 6

to 3 keV. The experimental values are obtained as discussed in the text.
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TABLE XIII. Summary of the results for statistical test on the spacings. Level choices A and C for Er and Er '

are as in Tables IV-VII. Choice B treats the 3751.6 Er level asp. Choices D, E, and F for Er treat the 598.2-eV
level asp, the 975.0-eV level as p, and /oft as p, respectively.

Level
Isotope choice

Emax
(keV) p(S;, S +g) P((O. E.) P((U. W.)

166
166
166

all
all
Nod.

4 ' 2
3
3

109 0.468
79 0.436
80 0.437

0.455
0.373
0.400

-0.220
-0.253
-0.207

0.235
0. 120
0 ' 193

0.590
0.375
0. 592

0. 0004
0. 0014
0. 0035

168
168

4. 7
4. 7

50 0.389
49 0.387

0.287
0.302

-0.295
-0.275

-0.008
+0. 027

0.180
0.200

0. 0035
0.006

170
170
170
170

C
D
E
F

4.8
4.8
4.8
4.8

31 0 ~ 341
30 0.338
30 0.338
29 0.334

0.359
0.322
9.269
0.325

-0.093
-0.035
-0.129
-0.062

0.266
0.287
0.140
0.263

0.780
0.810
0.575
0.780

0.230
0.252
0.122
0.227

at 600 eV is probably due to its being the upper
energy for which self-indication analysis was used
for Er"'. The Er"' data plot in Fig. 4(c) shows all
observed levels to 4700 eV. Although we have no
experimental signature to distinguish weak levels
as s or P, a Hayes-theorem analysis, described
below, gave a separation of resonances most apt
to be p levels. Figure 4(c) also shows the level
count to 15 keV for the remaining "s levels. " The
4700-eV limit is where the analysis of the self-

indication data was stopped. For Er", Fig. 4(d),
a similar procedure has been used, i.e. , all lev-
els are shown to 4800 eV and those not deleted as
"probable p levels" to 24 keV. The self-indication
analysis was stopped at 4800 eV.

Figures 5(a)-5(d) show the corresponding plots
of QI'„, or Qgi'„ for the evaluation of the S, val-
ues. In these plots, it is not important if weak
levels are missed. The straight lines represent
average slopes, except where separate slopes are

PORTER- THONR5 0 I STR I BUT ION
0-4. 2keV X N:109
0—3.OkeV X N: 79

NI GNER OI STR I BUT I ON

eV

RC I NGS

eV

C INGS

(b)

6
t

l9l „(mev)'
50

Olev)
75 100

FIG. 7. (a) Plot of the distribution of (I'„) ~ values for Er' 6 to 4.2 and to 3 keV. The Porter-Thomas curves are
shown for comparison. (b) Plot of the adjacent spacing distribution for Er to 4.2 and to 3 keV and the comparison
Wigner distribution curves. All experimental levels are included.
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also shown for the lower-energy parts of the
range, which are believed to be of somewhat great-
er experimental reliability. The values of So ob-
tained are listed below with fractional-uncertain-
ty values of (2/n)'~':

1.62 x 0.17 full range,
~ 10 S'

0
1.70 ~ 0.23 selected range;

1.84+0.16 full range,
104S =

0 1.89 a 0.20 selected range;

Er"' 104SO =1 50 +0.21 full range,

and favored value;

Er": 10'S, = 1.54 + 0.22 full range,

and favored value.

For the 109 levels to 4200 eV for Er"', the DM
best-fit straight line to N(E) is shown in Fig. 6(a).
It gives 6,„=0.455 vs noM=0. 468+0.11, (D) =38.3
eV. The fractional uncertainty in (D) is expected
to be -1/n for O.E. theory. For the same region,
we obtain p(S„S,„)=-0.22, which is also in good
agreement with the O.E. predicted value of --0.27
+0.09 for this sample size. The standard devia-
tion for p(S~, S~„) for the O.E. theory is =0.92/
(n —1)'". We list the observed p(S, , S„,) values
withowt uncertainties, comparing with the pre-
dicted values with n-dependent uncertainties.

While the above experimental values are in ex-
cellent agreement with O.E. predictions, it is im-
portant to see if they also agree or disagree with
otherwise "reasonable" alternate theories which
do not contain correlation effects. It is not rea-
sonable to compare with a theory of randomly
spaced levels which predicts very large 4 values,
since the Wigner distribution is known to give a
good description for the nearest-neighbor spac-
ings. We thus compare with a U.W. distribution
and use as our test the probability of achieving
less than or equal to the observed values. Since a
more sensitive test is obtained using b, + p(S~, S&„)
=[6+p] than A or p alone, this comparison has
been made using the Monte Carlo calculation re-
sults described in the preceding section. The re-
sults are shown in Table XIII and in Fig. 6(b).
The corresponding results for all of the 79 levels
of Er"' to 3 keV are also shown in the table, and
in Fig. 6(c). The observed values of h, p, and
[A + p] are in good agreement with O.E. predic-
tions, but the probability for ~ the observed val-
ue is only 0.0004 to 4.2 and 0.0014 to 3 keV for
the U.W. case.

It should be noted that the mean of p(S, , S,.„)is
not zero for a finite sample when there are no
a Priori correlations. This occurs, since one

uses the sample mean rather than the true mean,
and this bias leads to p= -1/n + (I/n)"' for n spac-
ings, for n not too small. This effect is most
easily seen in the simple case of n = 2 where one
always obtains p(S~, S,„)= -1.

While these results are in excellent agreement
with O.E. theory, a single s-level population
should also show agreement with the Wigner for-
mula for the nearest-neighbor spacing distribu-
tion and with the PT single-channel theory for the
distribution of I'0 values [or (I'o)"2]. The com-
parisons, shown in Figs. 7(a) and 7(b), yield ex-
cellent fits to the theoretical curves both to 4.2

and to 3 keV.
The measurements for Er"' and Er" contain

a large excess of weak levels relative to the PT
theory Th.is is shown in Figs. 8(a) and 9(a) which
imply -22 extra weak levels for Er"' and 30 for
Er'" to 4.7 2nd 4.8 keV, respectively. A very
few of these most marginal levels may be spurious
"noise" fluctuations, but most are probably due to
the inclusion of a partial p-level population. There
is also the problem that a few very weak s levels
may have been missed. The situation has been
examined quantitatively by considering the thresh-
old sensitivity for "observing" resonances (over
background noise fluctuations) as a function of en-
ergy for the various measurement conditions.
Since S, and (D) are relatively well established
from the main groups of nonweak s levels, we can
calculate how many s levels in each energy inter-
val are expected to be weaker than threshold, and
thus obtain estimated mean values for missed s
levels. The predicted number of p levels which
would be observed depends on the assumed p
strength function S„and the true P-level density,
which we take to be 3 times that for' s levels.
Since the expected number of observed p levels
is a rapidly increasing function of assumed Sy,
a comparison with the observed excess of weak
levels plus the calculated mean for missed weak
s levels gives an evaluation of S, and an estimate
of its uncertainty in each case. For Er"' and
Er", the following analyses give definite indica-
tions as to which are most apt to be p levels. The
separations into s and P levels in Tables IV-VII
were made this way. (A few of these assignments
may be incorrect. ) The number of levels subtract-
ed as "p levels" was chosen to give a good fit to
the PT theory for the (I'„)"'values Bs shown in
Figs. 8(a) and 9(a). The nearest-neighbor level
spacing distributions before and after the "cor-
rections" are shown in Figs. 8(b) and 9(b). It is
seen that the fits to the theoretical curves are
good in each case for the "corrected s-level sets. "

The corresponding DM straight-line fit to the
selected s-level populations, with the indicated
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comparisons of chosen s population and O.E. pre-
dicted n. values are shown in Figs. 8(c) and 9(c).
Figures 8(d) and 9(d) show the probabilities of
obtaining ~ the observed [h + p] values for the
O.E. theory and for a U.W. spa, cing set having the
observed numbers of spacings. The agreement
is, in both cases satisfactory for the O.E. com-

parison. For Er"', there is a very small prob-
ability of achieving the chosen s-population [& + p]
value for a U.W. set. Before making more de-
tailed comments on these "selected s-population"
results, we present the details of the selection
procedure below.

A careful study of the data analysis gives the
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FIG. 8. (a) Distribution of (I'„) values for Er to 4.7 keV, using all of the levels, and excluding 22 weak levels (pwave). (b) Nearest-neighbor level spacing distribution for Er 6 to 4.7 keV compared with the Wigner distribution. The
dashed lines correspond to all levels, while the solid lines are for our selected s levels (choice A of Table XIII). (c)
Comparisons of N vs E with the best fitting straight lines for Dyson's E test. Er to 4.7 keV as in (b). (d) Same as
Fig. 6(b) for the 49 Er 6 spacings of choice A of Table XIII to 4.7 keV, for s levels only as discussed in the text.
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following threshold sensitivities for level "detec-
tion"'.

For Fr

Flat detector (I'„),.„=16x10 ' [E/(1 eV)]" meV,

Self-indication (I'„),„=3.7 x 10 ' [E/(1 eV}]"meV.

For Er

Flat detector (I'„),„=28x10 ' [E/(1 eV)]" meV,

Self-indication (I'„),.„=3.4x 10 ' [E/(1 eV)]" meV.

For Er

Flat detector (I'„),.„=16x10 ' [E/(1 eV}]"meV,

Self-indication (I'„) .„=3.1x 10 ' [E/(1 eV}]"meV .
The E"power law is the same as the p-level

energy dependence for 1 „, so except for resolution
difficulties at higher energies, the probable den-
sity of p levels seen should be energy-independent,
while the probability of missed weak s levels in-
creases with the following estimate:

Er166

E 168

Er170

0-1000 eV

1.05
0.27
0.13

1000-2000 eV

1.91
0.50
0.24

2-3 keV

2.47
0.65
0.31

3-4 keV

6.
0.77
0.36

4-4.7, 4.8 keV

0.60
0.32

It is seen that a nontrivial number of s levels are
probably missed for Er'~, but only -2 for Er"'
and 1 for Er" .

For Er"' and Er", a comparison of expected
number (mathematical expectation) of observed
p-wave levels, vs assumed p-wave strength func-
tion $, with the actual observed excess of weak
levels (24 for 168) and (30 for 170), establishes
the "best" values for S„as well as uncertainty
limits (using R =7.'12x 10 " cm for the nuclear
radius):

10 S1=0 70+0 20,

Er 10 $1 0 80+0 25

To obtain a proper fit of the observed (I„)"'dis-
tribution to the PT function for Er"', approxi-
mately the same number of p levels should have
been included as weak s levels missed. This
gives a best S,. An upper limit for S, can also
be obtained as one giving distinctly too many seeak
levels:

ErM6 ~ 1Q4$ g0 75

with 0.60 as the "best estimate" value.
We have followed the method of the Argonne

group in their U"' analysis. " Assuming an a Pri-
ori level density proportional to 2J+1, there
should be 3 times as many p levels as s levels.
Using all but the low end of the (I'„)"'distribu-
tion, a best fit of the experimental histogram can
be made. This yields a (D) for s levels, and thus
—,
' this value for p levels. Then for any assumed
S, and the observed $0, one can use a Bayes-theo-
rem calculation of a Posteriori probability that
each observed weak level is s or p wave (using
a priori values of —,

' and ~}, in addition to the ex-

pectation for missed s and observed p levels.
Table XIV shows the results of this calculation
using S1:06&10 ' for the first 3 keV for Er"'.
Since the absence of self-indication data above 3
keV increases the expectation for missed s levels
in the 3-to-4. 2-keV region, the data to 3 keV, in
principle, provides a "cleaner" test set.

A. Er (0-3 keV)

There were four levels having p ~ 0.58 a pos-
teriori probability from the Bayes-theorem analy-
sis as being p wave (using S, =0.6x10 '). These
were considered to be p levels. The remaining
weak levels had p ~0.13 for being p and these were
treated as being s. Five "missed" s levels were
added using two guides: (a) the number per keV
suggested by the previously mentioned expectation
for the number of missed s levels/keV; (b) where
removing "p levels" gave an unlikely large near-
est-neighbor spacing, when compared with the
Wigner distribution, a "missed s level" was in-
serted at the cente~ of the interval to not bias the
p(S„S,.„)value. This only happened once for a,

117.3-eV interval centered at 1699 eV. The other
four were placed where spacings of 65.5, 72.4,
79.6, and 95.0 eV occurred, two where "P levels"
had been removed. The other two were arbitrarily
at the two largest remaining spacings. The "in-
serted" "missed" weak s levels were placed at
118.0, 1292, 1699, 2317, and 2696 eV. While
there is some arbitrariness, the criterion was
not chosen to minimize 6 or p(S, , S&„).

The results for the 0-3-keV region after doing
this are given in Table XIII. It is seen that 6 is
slightly increased and p(S, , S„,) is made a little
less negative. The fit of the nearest-neighbor
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spacing distribution to the Wigner shape is not

significantly changed. The opposite sign of the
changes after "corrections" shows that the chang-
es were not "fudged" to yield better fits. In the
absence of a more reliable specific test for s vs p
character for these very weak levels, it is prob-
ably better to emphasize the use of the "uncorrect-
ed" level population for Er"', noting that a pn. oui,
one expects to obtain higher L values and less

negative p(S, , S,.„)when the population is incom-
plete and/or contaminated.

B. Er (0-4.7 keV)

The 32 weakest levels of Er"' were similarly
analyzed using Bayes's theorem with 10~SO =1.5
and 10 S, =0.'?. Then a Posteriori probabilities
were obtained for the probability of each level
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FIG. 9. (a) Distribution of (I „) values for Er o to 4.8 keV and comparison with the Porter-Thomas distribution.
The dashed curves include all resonances while the solid ones are for those chosen as s levels. (b) Nearest-neighbor
1evel spacing distribution for Er to 4.8 keV compared with the Wigner distribution using all levels and using our s-
leve1 selection (choice C of Table XIII). (c) Comparisons of N vs E with the best fitting straight lines for Dyson's 4
test. Er to 4.8 keV as in Figs. 9(a) and 9(b). (d) Same as Fig. 6(b) for the 30 Er spacings (choice C of Table XIII)
to 4.8 keV, for the selected s levels only.
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being P. The results are shown in Table XV. The
24 levels denoted by superscript a were considered
to be p levels. They mainly had p probabilities
~0.9 (19 levels), with the remaining five having

probabilities 0.859, 0.839, 0.830, 0.792, and

0.587. The eight levels chosen as s had p prob-
abilities &0.20 for five and 0.385, 0.395, and 0.607
for the other three. The separation is very great
for all but the "p level" with 0.587 probability and

the "s level" with 0.607 probability. This last p-
level choice was to avoid a concentration of three
of the eight s choices in the 2500-to-3000-eV re-
gion. The "s level" at 3751.6 eV (0.607 p prob-
ability) was included to give 10 levels in the weak-
est (I'„)"' box of Fig. 8(a) after two more "missed"
s levels are added as suggested by the preceding
analysis for the expected number of missed s lev-
e1.s. These "missed s levels" were added at 646
and at 2045 eV to split the two largest spacings
and were retained for all "s population" selec-
tions for Er"'.

Inclusion of the level at 3751.6 eV as an "s level"
is somewhat arbitrary, since the Bayes analysis
is "cleaner" if it is also taken as a P level, so all
levels chosen as p levels have p probabilities
«0.587, and all levels in Table XV considered to
be s have &0.395 p probability.

Table XIII shows the various results and com-
parison with theory for the two ways of choosing:
A, treating the 3751.6-eV level as s; 8, treating

the level as p. While Figs. 8(a) and 8(b) are for
choice A, the fits are essentially equally good for
choice B. Similarly, the fits of ~, p(S, , S,„), and

[a+p] to the O. E. case is essentially as before,
with a slightly weaker rejection of the U.%. case.
The (gl'„)"' distribution for choice A is shown in

Fig. 10. It gives a good fit to the high end of the
expected PT distribution for 104$, =0.70.

TABLE XV. Bayes-theorem results for the weak
levels of Er'tl to 4.7 keV; $0 ——1.5x10, 5& =0.7xao

E()
(eV)

r
(me V) (me V) Prob. (p)

139.58 ~

145.71 ~

174.29 ~

296.67 ~

335 47 a

0.0093
0.0051
0.0114
0.0168
0.046

23
12
23
20
48

0.975
0.989
0.973
0.972
0.792

C. Er (0-4.8 keV}

The 40 weakest Er'" levels were similarly ana-
lyzed by a Bayes-theorem method using 10'$,
=1.54 and 10'S, =0.8. The results are shown in

Table XVI. The 30 levels subtracted as "p levels'*
had «0.785 probability of being p, with all but two
«0.85 probability. The remaining 10 levels con-
sidered to be "s levels" had &0.45 probability of
being p except for two having 0.63 probability.

E()
(eV)

r„'
(me V)

gr„'
(meV) Prob. (p)

15.56
110.63 8

154.15
457.88
601.01

708.29
873.07
923.90
973.94

1036.9

1325.0
1431.3
1545.6 8

1618.1
1678.9 ~

1906.5
2069.0
2548.5
2669.6 ~

2850.2

0.55
0.006
0.56
0.07
0.17

0.105
0.22
0.08
0.08
0.25

0.13
0.2
0.07
0.17
0.09

0.23
0.18
0.24
0.10
0.56

12 200
18.8

1270
53
99

52
89
30
30
82

34
49
16.6
36
18.3

42
30
33
12.7
69

0.000
0.826
0.000
0.001
0.000

0.001
0.000
0.132
0.129
0.000

0.049
0.002
0.671
0.030
0.580

0.008
0.088
0.047
0.787
0.000

TABLE XIV. Hayes-theorem results for the weak
levels of Er to 3 keV; $0 ——1.7 x 10 4, S f 0.6x 10

410.82
445.96
587.34 8

691.46 8

985 73 a

990.61 ~

1022.4 8

1106.1 ~

1193.2
1207.7

1342.8
1636.4 '
1681.3 8

21OO.6 '
2325,9 8

2456.6 '
2544.0
2862.6
2900.5 8

3027.4 ~

3202.8 ~

3751.6
3849.9 ~

4127.0 ~

4284.3
4476 8 a

4643.6

0.099
0.109
0.020
0.038
0.064

0.079
0.054
0.117
0.064
0.075

0.24
o.ao9
0.073
0.179
0.089

0.107
0.58
0.60
0.39
0.25
o.a5
0.47
0.23
0.20
0.93
0.21
0.72

83
85
12
19
23

28
18
37
19
22

63
23
15
30
13

15
79
73
47
29
16
44
21
17
76
16
54

0.194
0.172
0.978
0.959
0.938

0.910
0.954
0.830
0.949
0.937

0.384
o.9a8
0.953
0.859
0.952

0.944
0.121
0.169
0 ~ 587
0.839
0.931
0.607
0.900
0.918
0.116
0.919
0.395

' Levels considered to be l = 1. Considered to be) =1.
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This selection, denoted choice C in Table XIII,
gives a "clean" separation and gives about the
proper number of levels in the lowest {V„')'"box
of Fig. 9(a) to give an over-all good fit to the PT
single-channel curve. The hT(E) vs E before and

after this p-level subtraction are shown in Fig.
9(c). If the levels at 598.2 and/or 975.0 eV are
also treated as being p levels, choices D, E, and

F, defined below, give results which are also pre-
sented in Table XIII:
Choice D: level at 598.2 eV considered p,
Choice E: level at 9 t5.0 considered p,
Choice F: both levels considered p.
Choice F also gives a "clean" division of P prob-
ability for levels chosen as s or p.

It is seen that A„and b, », agree well for all
choices, and p(S, , S...) is a little more consistent
with zero than with -0.27 for all choices above.
The [6 +p] test shown in Fig. 9(d) is for choice C
of Table XIII, and is not greatly changed for the
alternate choices above. The I„distribution,
Fig. 9(a), would give a good fit in all cases, as
would the spacing distribution fit in Fig. 9(b).
Mainly, one concludes that the 6 values for Er"0
give a good fit to the O. E. value, but N is too
small to exclude strongly the U.W. case. The

TABLE XVI. Bayes-theorem results for the weak
levels of Er to 4.8 keV; $0 ——1.54x 10, $& =0.8x 10

(eV)
I 0

(me V)
C~n

(meV) Prob. (p)

164.59 a

221.91 a

394.31 a

408.93 a

483.76 a

584.12 a

598.18
698.18 a

729.50 a

809.18 a

0.0051
0.048
0.027
0.064
0.043

0.095
0.172
0.068
0.082
0.034

11
75
24
55
31

57
100

34
39
14.7

0.992
0.885
0.978
0.928
0.968

0.908
0.629
0.958
0.948
0.979

Er'" and Er"' cases provide very much better
tests of O.E. vs U.W. theory.

D. Er Analysis
l67

An examination of Fig. 4(b) of N vs E for Er"'
shows an initial slope corresponding to (D) = 4.0
eV. Since I = z for the target nucleus, the s levels
having J=3 and J = 4 should have nearl. y equal abun-
dances. This largely removes the Wigner repul-
sion effect against small nearest-neighbor level

Cl

X10

EVELS

eV

975.00
1230.7
1433.2 a

1512.1 a

1524.0

1618.1 a

1693.4 a

1827.6 a

1844.1
1874.9 a

1938.9 a

2087.2 '
2190.9
2291.0 a

2482.3 a

2594.0
2857.3 a

2928.0 '
3018.6 a

3083.4 a

3150.3 a

3352.8
3414 7 a

3518.1 a

599 7a

0.26
1.08
0.077
0.22
1.82

0.085
0.141
0.28
0.58
0.28

0.15
0.081
1.13
0.33
0.28

0.75
0.51
0.176
0.38
0.36

0.27
0.95
0.58
0.123
0.4 7

94
307

19
50

416

18
29
54

110
52

27
14

181
51
40

101
62
21
44
41

30
99
60
12.3
46

0.630
0.000
0.967
0.888
0.000

0.966
0.947
0.864
0.391
0.872

0.949
0.968
0.033
0.863
0.906

0.445
0.785
0.950
0.879
0.892

0.927
0.428
0.785
0.961
0.864

JSI „(meV)

FIG. 10. Distribution of (gI'„) ~ values for those Er
levels chosen as p levels for choice A of Table XIII. The
best fit Porter-Thomas integral curve (from Bayes-theo-
rem analysis) is shown.

3698.0 a

3715.9
4067.4 a

4318.8 a

4599.6

0.153
1.92
0.14
0.55
1.59

Considered to be / = 1.

14.5
181
12.2
45

122

0.956
0.025
0.958
0.858
0.207
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spacings. Combined with the much smaller net

(D) than for the even-A nuclei, the upper energy
for which most resonances are resolved is greatly
reduced. Also, if a J = 3 and J = 4 level are nearly
coincident, they will be treated as a single level
even where the instrumental resolution is quite
good. Er"' does not provide a strong test of sta-
tistical theories where one must not miss s levels,
or include p levels. When compared with the re-
cent lower-resolution results of Mughabghab,
Chrien, and Bhat, e we note that they resolved all
but the 62.07-eV level to -95 eV, after which they
miss a large fraction of the levels which we ob-
served. Their gI'„values are in fair agreement
for resonances which do not prove to be multiple.

Figure 5(b) shows that Qgi'„vs F. is less influ-
enced by missing levels, with a decreased slope
being obvious mainly above 1 keV. The evaluation
of Sp mainly uses results to 1 keV for Sp 1 89
x10 4. The comparison of the results to 118 eV
(including the two levels below 1 eV) with the Wig-
ner and PT functions are shown in Figs. 11(a) and
11(b). It is seen that we have about the correct

number of weak levels. The highest histogram
box in Fig. 11(b) is due to the resonance at 26.24
eV which has (gI„)"'=2.794, which is at the up-
per end of the last histogram box. For the first
118 eV, using the best fit PT curve, we expect
only 0.04 levels having ~ this gI"„value. An ob-
vious consideration is to investigate the possibil-
ity of an overlap of two relatively strong reso-
nances of different J at this energy. Since the ex-
perimental resolution is very good at this energy,
the separation of the F., values could be no greater
than -0.2 eV. The gI'„, I' analysis for this level,
similar to those of Fig. 3(a)-3(d), gives an excel-
lent intersection of many different thick, thin,
etc. , flat detector and self-indication curves hav-
ing a very wide range of slopes at the point of in-
tersection. This is quite incompatible with a sig-
nificant change in QgI'o even for two coincident
strong levels. The spacing distribution agrees
reasonably well with that expected for two merged
populations, each obeying the Wigner single-popu-
lation nearest-neighbor spacing distribution, hav-
ing level densities in the ratio 9 to V.

TWO-POPULRT I ON NI GNER OI STR I BUT ION

ORTER-THONRS DISTRIBUTION

C)

ZN

2
8 eV

PRL I NGS 2
8 eV
EVELS

{a) {b)

2 4 6 8
D(ev)

10 12 1q 0.5 1.0 1.5 2.0
1

gl „ (meV)'

2.5 3.0

FIG. 11. (a) Adjacent level spacing distribution for the 29 spacings of Er~ev below 118 eV. The curve is the expected
resulting distribution expected if the J =3 and 4 compound states each separately follow the Wigner distribution, and the
two populations are randomly mixed, with relative separate (D) values inversely as (2J+1). (b) The observed distribu-
tion of (gl „) ~ values for the Er 7 resonances below 118 eV. The theoretical curve is the Porter-Thomas function ne-
glecting any possible difference in (gI'„) for the two spin states.
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For the region to 118 eV, we obtain ~ = 0.293 vs

~», =0,533+0.22 for two merged populations of
nearly equal density, and 0.698 for two merged
U.W. spacing distributions. The experimental
value is even on the low side for the DM theory.
Similarly, p(S&, S,.„)= -0.309+0.169. The value
of p(S, , S, ,) for two merged populations is expect-
ed to be negative whether or not such correlation
exists for each population separately. To test this,
we performed Monte Carlo calculations mixing
two populations (randomly), using level densities
in the ratio 9 to 7. When the separate populations
are "U.W. ," we obtain p(S, , S,„)= -0.262 +0.090.
When O.E. separate populations are used, we ob-
tain p(S~, S,.„)= -0.258 + 0.086. The two theoretical
results are essentially the same, and agree with
the experimental result. Thus, no test of O.E.
theory is provided by the experimental value of

p(S, , S;,)

E. Further Statistical Tests and Comments

Average s-Level Spacing &D)

The evaluations of (D) of the preceding sections
can, in principle, be made more precise by using
an optimum statistic developed by DIVI. ' This uses
an energy interval 2L chosen such that levels need
not be located at the ends of the interval. The
weighting per level, f~, is unity if it is near the
middle of the interval, and decreases to zero ac-
cording to a semicircle law at the ends of the in-
terval. The evaluated quantity is

(D) = (v L/2 W) (1 + 0.9/n),

where W =Q„f, and n is not. t.oo small. The value
of (D) is mainly determined by the number of s
levels believed to be in the interval. For Er"',
we obtain (D) = 38.4 +0.32, 38.4 + 0.44, and 37.9
+0.43 eV, respectively, for the three choices dis-
played in Table XIII. The last value is lower,
since the number of added s levels exceeds that
of deleted p levels by one. The first two values
agree, and are probably better choices in view
of the somewhat arbitrary nature of the third
choice. However, their associated uncertainties
should be increased, since their n values may be
in error by -a1.

For Er»' we obtain (D) =95.3+ 1.7 eV for case A
and 97.4+ 1.8 eV for case B, where each stated
uncertainty assumes that the n value is correct.
Similarly for Er", cases C, D, E, and F give
(D) =155+5, 159+5, 160+5, and 165+5 eV, re
spectively. For Er"' to 118 eV, assuming that
n=30 is correct, we obtain (D) =4.06+0.17 eV,
which has fractional uncertainty 1.27/n for two
intermixed s populations. The actual uncertain-
ties should be increased corresponding to the fact

that the n values may be slightly in error for the
s populations for the intervals.
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S„/&S„& DI STFII B(JT I(jN
UNCORRELRTED, fy —. 1603

CORRELATED, cr —.0881
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S„/&S o&
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FIG. 12. The 10 values of S~p/(S~p) (as explained in the
text) for the first 100 spacings of Er are indicated by
the arrows. The histograms give the results of Monte
Carlo calculations for sets of uncorrelated Wigner spac-
ings, and for the random matrix model.

Other Level -SPacing-Distribution Tests

In addition to Dyson's new I statistic test and
Monahan and Rosenzweig's A statistic test, which
are applied to these data in companion papers, '"
we consider two other tests.

(1) The first 100 spacings of Er' have also been
studied by subdividing the set into 10 nonintersect-
ing subsets (each containing 10 adjacent level spac-
ings), and forming the sums, S,o, of the 10 spac-
ings of each subset. The expected distributions
for S»/(S») for the O.E. and U.W. were calculated
by Monte Carlo methods and are shown in Fig. 12,
along with the 10 observed values of 0.972, 1.058,
O.S83, 1.004, 1.001, 1.105, 0.969, 0.7S5, 1.115,
and 0.998. 6 of the 10 values deviate from unity
by ~0.031, which is small compared to the widths
of either the O. E. or U.W. distributions. The over-
all standard deviation is cr =0.089+0.020, vs 0.088
(O.E.) and 0.160 (U.W. ). The experimental values
favor the O. E. case.

(2) Recently Bohigas and Flores" (BF) have in-
troduced the use of a statistic, which we denote as
o(k), the mean standard deviation of the spacing
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of levels having k levels between them in units of
(D). Note that k =9 for Fig. 12 and k =0 is the near-
est-neighbor case. Comparison with experiment
for a given value of k uses (E~„—E,), (E„,—E,),
. . . , (E„—E„, ,) Th. ey have used this test with
older experimental results which do not provide
pure and complete s populations. Those experi-
mental o(k) values are larger than expected from
O.E. theory. They and others' have done calcula-
tions on what BF call two-body random Hamilto-
nian ensembles (TBRE), which are supposed to
approximate a situation that starts with single-
particle shell-model states and then uses a small
number of independent random variables which
are supposed to approximate the two-body inter-
action. In the resulting N x N square matrices
there are «N(N+ 1)/2 independent variables. The
resulting spacing distributions seem to agree with
the Wigner nearest-neighbor spacing law (k =0),
but show even larger values for o(k) than for a
U.W. spacing set for k&0. In Fig. 13 we show the
BF o(k) vs k for their TBRE case, and those for
the O.E. and U.W. cases from our Monte Carlo
studies. The results for Er"' to 4.2 keV (all),
Er"' (choice A), and Er"o (choice C) are also
shown and are seen to agree best with the O.E.
case. We also show the 10 and 90k limits for the
O.E. case for n=31, 50, and 109. The similar
calculations for Er" (choice B) and Er" (choices
D, E, and F}were also made. These latter cases
are not shown, but they agree about equally well
with the O.E. case. While the experimental re-
sults seem to rule out their TBRE curve, we are
not convinced that their calculations are sufficient-
ly general that this disagreement implies that ef-
fective two-body forces are inadequate to gener.".te
results consistent with the O.E. case. Wigner has
also emphasized this point. "

are consistent with zero. The Er"' values are
more than 1 standard deviation negative from zero,
but are not convincingly inconsistent with zero.
The Er"' values have the smallest standard devia-
tion because of the larger sample sizes, and are
negative by -3 standard deviations from zero.
The expected mean of p(FO „I'„„,} for not too
small n is =-I/n + I/(n)'", for the case of no true
correlation. The experimental values above are
all systematically more negative than -1/n.

It has been customary to express the fractional
uncertainty in a strength-function evaluation for
an interval containing n s levels as +1.5/n"' due

to statistical uncertainties. One assumes that the
spacings form a U.W. set for which the contribu-
tion due to the fractional fluctuation in n for a
given nE is [(4 —v)/nn]'". This part clearly dis-
agrees with the O. E. prediction of about +1/n.
For a fixed n, if one assumes that the I'„set is
uncorrelated, but drawn from a common PT sin-

O
OJ

O

Tests Involving the F„Values

There are the obvious tests for the correlation
coefficients for adjacent I'„values and for the I „
value and the average of the two nearest-neighbor
spacings separated by that level. We denote these
as p(I'„, I'„„,) and p(I„,S).

The experimental p(I'„, S) values are all negative
but near zero. They are individually consistent
with zero. For the cases ordered as in Table XIII,
we obtain the following values for p(I'„, S): Er"',
-0.09+0.08, -0.09+0.10, -0.05+0.11; Er'
-0.09 + 0.16, -0.06 + 0.14; Er', -0.13 + 0.15,
-0.16+0.15, -0.15+0.15, and -0.15 +0.14. The
p(I'„„I'„,„)values are: Er"', -0.21+0.08,
-0.28+0.09, -0.25+0.09; Er' ', -0.13+0.15,
-0.12+0.14; Er', -0.20+0.16, -0.35 +0.15,
-0.27 + 0.16, and -0.29 + 0.16. The Er"' value s

g)
0 I

I

4 8 k

I

l2
I

l6 20

FIG. 13. Comparison of experimental erbium data for
0(k) vs k with Monte Carlo results. Here a(k) is the stan-
dard deviation of S(k)/(S(0)), where S(k) is the spacing of
levels having k levels between them. The discrete data
points shown correspond to the following cases: Er
all levels to 4.2 keV; Er, choice A of Table XIII;Er, choice C of Table XIII. The solid curves display
the mean 0(k) corresponding to the O.E., U.W. , and
Bohigas-Flores TBRE (Ref. 19) cases. The dashed
curves give the 10 and 90% limits for the O.E. case, for
31, 50, and 109 levels.
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gle-channel distribution having a common (I„),
the contribution from this is s(2/n)" .The

p(I'„&, I'„&„)values for Er'" suggest that a true
negative correlation may exist. This would, if
true, lead to a smaller contribution to the frac-
tional uncertainty in So from the I"„values. As an

additional test of this matter, we introduce a sta-
tistic which is similar to the DM 6 statistic, ex-
cept the cumulative sum of I'„/(I'c) values replac
es the cumulative level count N(E):

&sc+ns F10 2

A~, -. —= min "-AE -If dE. (8)
s hE jsz (i'„)

Figure 14 shows the experimental value of As, -

for Er"' to 4.2 keV, with the calculated probabil-
ity of obtaining & given values of 6» for an un-
correlated set of PT-generated I'„values having
a common (I'„). This was done for U.W. level
spacings and for equal level spacings. The O.E.
case should lie closer to the equal spacing case

0
C

L cn
0

A
0 ~

cr (UNCORRELATED):. QQ

cr (EXPERIMENTAL):. 21

EO
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~ ~

4 6
t RGUP NO.
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O

FIG. 15. A plot of (I'„)&0/(I'„) for groups of 10 succes-
sive levels at a time for the first 100 levels of Er
This tests for long-range order in the I'„values. For no
correlations of adjacent widths which follow a Porter-
Thomas distribution, a standard deviation of +0.40 is ex-
pected.

O

8 ~ 10
SF

12 14

FIG. 14. The Ds & statistic is the mean square devia-
tionbetween the staircase for +I't/(I'tl and a best fitting
straight line. The experimental value for the 109 levels
of Er~66 to 4.2 keV is shown along with the probability of
obtaining this value or less for a set of uncorrelated ad-
jacent I'0 values which have a Porter-Thomas distribu-
tion. The left curve is for a regular grid of level posi-
tions, while the right curve is for uncorrelated signer
spacings. The case of levels following the Dyson theory
will be between the two curves. This tests long-range
order in the I'„values.

than to the U.W. case. The values P, =0.047 and
0.072 are so small that it seems unlikely that the
I"'„values are uncorrelated.

A further test for regularity is provided by divid-
ing the first 100 levels for Er"' into 10 adjacent,
nonoverlapping groups of 10 levels [i.e. , (1-10),
(11-20), etc. j and using the 10-fold averages
(I'c„), divided by the 100-fold average (I'c) .
The results are plotted in Fig. 15. This is sim-
ilar to the treatment of the spacings in Fig. 12,
except that the successive values are plotted vs
group number. The experimental standard devia-
tion, cr =0.21, compares with 0 =0.40 for an un-
correlated set of (PT) I'„values.

All of the above tests for the Er"' results sug-
gest a short-range regularity of the I"„values
which has not been expected theoretically. We
have no suggested explanation for this effect, if
real, and welcome suggestions on the subject.
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