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Current descriptions of (p,2p) reactions, nucleon-nucleon bremsstrahlung, and low-ener-
gy pion production use the half-off-shell two-nucleon 7 matrix in the neighborhood of the on-
shell point. We present a method for expanding the amplitude ¢ o(p, %, ; k%) in powers of p—k.
After explicitly extracting the contributions arising from the long-range part of the interac-
tion, we obtain a power series with an infinite radius of convergence. The coefficients of
this series are expressed in terms of weighted integrals of the difference function, thus per-
mitting us to determine precisely how variations of the interior wave function affect the near
off-shell behavior of the half-shell 7 matrix. This allows treatment of a large class of mod-
els for the two-nucleon interaction, including wave-function models as well as local, nonlo-
cal, and energy-dependent potentials. As an example, we apply this method to a wave-func-
tion model of the two-nucleon 1SO T matrix constructed by the authors in a previous paper.
We find that the expansion converges rapidly and that the inclusion of more terms extendsthe
representation farther off the energy shell. The expansion coefficients are smooth, rapidly
decreasing functions of energy. The even coefficients and the odd coefficients each form a
family of similar functions which fall off rapidly with index. The T matrix arising from this
model is very similar to those obtained with realistic potentials. Since the coefficient func-
tions can be tabulated or parametrized quite simply, this expansion should provide a compact,
useful method of expressing and comparing the near off-shell behavior of the two-nucleon
half-shell T matrices arising from different models while permitting one to maintain both a
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fixed phase shift and the correct long-range behavior of the potential.

I. INTRODUCTION

Certain nuclear reactions are believed to probe
the off-shell behavior of the two-nucleon force in
a direct manner. These include (p,2p) reactions,®
bremsstrahlung,? and pion production near thresh-
old.®* They are described as proceeding primarily
via reaction mechanisms which involve two pro-
cesses: (1) a pair of nucleons interact with each
other; and (2) a breakup or production process
occurs. (See Fig. 1.) The second step limits the
extent of the time taken for step (1) so that the
scattering of the nucleons need not conserve en-
ergy.

There are three energies involved in a general
two-nucleon scattering: the initial relative ener-
gy, k;?/2m, the final relative kinetic energy,
k;?/2m, and the (center-of-mass) energy of propa-
gation, E. We will write the partial-wave T ma-
trix for a scattering as ¢,(k;, k;; E). If the three
energies are all unequal, the T matrix is said to
be fully off shell.

In the reactions described above, the time for
the two-nucleon scattering process is only re-
stricted on one side. After (before) their inter-
action, the two nucleons proceed to (come from)
infinity unscattered. The center-of-mass ener-
gy of propagation must therefore be equal to the
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final (initial) relative kinetic energy. The T ma-
trix applicable in this case, t,(k’,k;k%/2m), is
called a half-shell T matrix. We will call a re-
action proceeding by such a process a half-shell
reaction.

In elastic two-nucleon scattering, there are no
other particles to provide additional scatterings
and thus constrain the time available for the two-
nucleon interaction. As a result, the three ener-
gies must be equal. The T matrix for the elastic
process, t,(k,k; k%/2m), is called on shell and can
be expressed in terms of the elastic scattering
phase shifts.

The description of the half-shell reactions re-
quires the calculation of the half-shell T matrices.
Neither the potential® nor the T-matrix methods®
currently in use for describing the two-nucleon
interaction in a semiphenomenological manner are
well adapted to a description of half-shell reac-
tions, since their adjustable parameters are very
remote from the T matrix needed. In this paper
we present a method for parametrizing the half-
shell T directly. This method can serve as a use-
ful and simple intermediary step between the theo-
retical models and the experimental data, and can
greatly simplify the calculation and use of T ma-
trices in the analysis of half-shell experiments.

The region of the half-shell T relevant to the
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half-shell reactions is crucial for the choice of
method. In (p,2p) reactions the amount that the
scattering is off shell is controlled by the binding
energy of the struck proton and the extent of its
form factor in momentum space.! In stable nuclei
this restricts the difference between the initial
and final relative kinetic energies of the pair to
less than 200 MeV (in practice, |k —k’|<1 F™),

In bremsstrahlung the amount the scattering is
off shell is determined by the energy carried off
by the photon. In principle this can be anything,
but in practice, experiments have been restricted
to incident proton energies of about 200 MeV or
less.® This implies |k - k’|< 1.5 F~!. The differ-
ence of the initial and final energies in pion pro-
duction is determined primarily by the pion’s
mass. As a result, the difference is on the order
of 150 MeV (|k - #’'|~2 F~!). The reaction mecha-
nism becomes more complicated well above thresh-
old owing to the presence of pion-nucleon reso-
nances.?

We are therefore primarily interested in half-
shell T matrices for which |k - k’|<2 F~!, The
on-shell momenta may vary from essentially zero
(in some bremsstrahlung experiments) up to 4 or
5 F~![in some (p, 2p) experiments]. In addition,
the on-shell value of the T matrix is well deter-
mined from elastic scattering experiments. We
therefore choose to expand the half-shell T matrix
in a power series about the on-shell point. Pre-
vious expansions of the half-shell T matrix’ were
carried out about the point 2= p=0. These meth-
ods are not convenient at energies above the re-
gion of applicability of the effective-range expan-
sion and can not easily include the experimentally

(a)

(b)

Nucleus’

Nucleus

FIG. 1. Diagrams for half-shell reactions: (a) post-
emission in a production reaction; (b) prior emission
in a production reaction, or knockout.
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determined on-shell values. The coefficients of
our series serve as parameters for a description
of the half-shell behavior of the T matrix. Calcu-
lations of the half-shell T matrices arising from
various models in the regions of k¥ and %’ indicated
show a slow enough variation that we expect a few
terms in the power series to suffice.®

Since the potential in the interior region is poor-
ly known, we eliminate it in Sec. II using the Schro-
dinger equation and express the half-shell 7' ma-
trix in terms of the difference function (the differ-
ence between the exact scattering wave function
and the phase-shifted free wave function). An ex-
pansion of the T matrix about the on-shell point is
then carried out, the coefficients being expressed
in terms of moments of the difference function.

As is well known,® the half-shell T matrix has
complex singularities in the off-shell momentum
for Yukawa or exponential tails. The contribu-
tions of the tails are eliminated, resulting in an
expansion with an infinite radius of convergence.
This also permits the inclusion of our knowledge
of the longest-range parts of the interaction. Thus,
the known aspects of the two-nucleon interaction,
namely, the on-shell T matrix and the long-range
tail of the potential, are included exactly. The
off-shell variation resulting from changing our
off-shell parameters reflects the remaining in-
determinacy in the problem, namely, the wave
function in the interior.

In order to determine whether one may realisti-
cally expect the resulting expansion to provide a
good representation of the half-shell T matrix in
a sufficiently large region, we apply the expansion
to a model of the two-nucleon scattering wave func-
tion constructed by the authors in a previous pa-
per.'® The expansion coefficients can be calculat-
ed analytically and the approximate results ob-
tained by truncating the expansion compared with
the exact T matrix. We find that a few coefficients
suffice to give a good fit quite far off the energy
shell, and that the coefficients possess the nice
properties of smooth variation with energy and
rapid decrease with index.

The results and conclusions are summarized in
Sec. IV. The derivation of the expansion coeffi-
cients and a discussion of their low-energy behav-
ior is given in the Appendix.

II. OFF-SHELL EXPANSION

In this section we expand the half-shell T matrix
in a Taylor series about the on-shell point and re-
late the coefficients directly to the exact wave
function. We restrict ourselves to uncoupled s
waves, since the half-shell behavior in the 'S,
state is the most important for the half-shell p-p
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reactions. The extension to an arbitrary uncou-
pled partial wave without bound state is straight-
forward, although algebraically more complicated.

We choose units such that 7=2m =1, wherem is
the two-nucleon reduced mass. The s-wave T ma-
trix is then defined by

o0, )= [ Ve 10, )

where j, is the spherical Bessel function, j,(x)
=x~'sin(x). ¢§* is the exact outgoing scattering

wave function normalized to

9 () — k—l,, e®odBgin[kr + 5,(k)], (2)
r —>oo
where §, is the s-wave phase shift. In general,
we permit V to contain both local and nonlocal
parts. Since V, j,, and e”*%(®y{*) are real, ¢,
has the form

LoD, ks 1) = e P M7 o(p, B3 K2) 3)
with 7, real. The on-shell T matrix is given by
1
To(k)E‘ro(k,k;kz)=—E sindy(k) . (4)

Since we wish to deemphasize the potential, we
use the Schrédinger equation to eliminate V. The
kinetic energy term is then integrated by parts.
The surface term at infinity is eliminated by sub-
tracting the phase-shifted free wave function,

e %(®) (ky)~tsin[ky + 6,(k)], from y{*. Since the
differential operator in the integral annihilates
this, the value of the integral is unchanged. As

a result, the wave function y{* is replaced by the
difference function,

Ay, 7) =~ 2o kryl (v) = sin[kr + 8,(R)] . (5)

As may be seen from Eq. (2), Ay(k,7) vanishes
asymptotically in ». The final equation [derived
in Ref. (10)] is

2

R-p? (- .
o J; dr sinpr A, (k, 7).
(6)
The dependence of 7, on the off-shell variable,
p, comes only via known analytic functions. This

equation therefore provides an analytic continua-
tion of 7, to the complex p plane. In order to ex-

To( b, k3 B2) =T,(R) +

pand in p about kB we introduce the variable g=p k.

In terms of q, Eq. (6) becomes

Q% +2qk

Tolk +4q, k3 B?) =7,(k) - )

xfwdrsin[(k+q)r] Ay(k,7). (1)

Expanding all the functions of ¢ in a power series

about the on-shell point, ¢=0, and collecting
terms, we find

Tolk+q, by B2) =1,(R) + 2 A, (R)g™, (8)
m=1
where
_ [m/2]-1 _ _ ,
Am(k)= (=1)""™ E (_l)n[D(zn) _plen+1 ]
n=0
+ (1 + 6( 1+m)/2, [(1+m)/z])(-l)m/zﬁ(m-l) . (9)

The notation [#] means the largest integer con-
tained in n, and the functions D" (k) are related
to moments of the difference function weighted
with a trigonometric function. Explicitly, we de-
fine

— k" e sinky n even
(n) _r
b (k)_n! J; drv” Bk, 7) 3 coskr %rz odd .

(10)

The derivation of Eqs. (8) and (9) and the behavior
of the coefficients A, (k) for small % are given in
the Appendix. Note that we have chosen to expand
the simple function (k+¢)~! in powers of g. We
thereby eliminate the apparent pole at g=-F
(p=0). This is not a true singularity, since the
zero in the denominator is canceled by a zero in
the numerator at the same point. It would, how-
ever, appear as a singularity in a truncated ser-
ies if the numerator alone were expanded. [See
also the discussion in the Appendix following Eq.
(A6).]

This provides the desired relation between the
expansion coefficients and the interior wave func-
tion (equivalently, the difference function). The
region of applicability of the series [Eq. (8)] is
somewhat restricted by the singularities of 7, in
the complex p plane. Since these singularities
arise from the long-range parts of the two-nucleon
potential, they can be eliminated if we use our
knowledge of the potential tail.® This has the addi-
tional advantage of assuring that all our parame-
trizations will be consistent with this knowledge.

The singularities of 7, are well known for the
cases of interest, but they may also be obtained
directly from Eq. (6). For example, if the poten-
tial vanishes outside the radius R, then so does
the function A,(k, 7). The off-shell part of the T
matrix, defined by

78" (b, ks B2) = To( D, 3 k%) = To(R)
k% - p?

=%

is finite for all complex values of p as long as
Eryi*) (r) is absolutely integrable on the interval

f “drsinpragk,r), (1)
0
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[0,R]. (Note that this condition is weaker than
those usually encountered in potential treatments!!
and will hold even for hard-core potentials and non-
singular finite-range nonlocal potentials.) The am-
plitude is then an entire function of p.

For an exponential potential® the singularities
are poles at p=+k +niu, where p is the inverse
range of the exponential and # is a positive integer.
For a Yukawa potential of inverse range u the sin-
gularities are cuts® originating at p=+k +wiu.
These are illustrated in Fig. 2.

For the two-nucleon interaction the longest-
range part of the potential is due to one-pion ex-
change. The range of the resulting Yukawa poten-
tial is the pion Compton wave length or about 1.4 F.
The radius of convergence of the expansion on Eq.
(8) is therefore about 0.7 F~!, This has a number
of implications for the use of this expansion.

First, we are interested in seeing the relation
between the off-shell coefficients and the interior
wave function. Since the coefficients are com-
posed of integrals over the difference functions
times powers of 7, the long-range parts of the
difference function will be weighted more heavily
than the short-range parts. Since there will be
large cancellations between different terms from
those parts due to the tail (indeed, it is the tail
contributions which lead to the divergent part of
the series), our information concerning the in-
terior is severely masked. Fortunately, the long-
range part of the two-nucleon interaction is rather
well known. If we extract the contribution of a
known tail explicitly, our information concerning
the interior wave function is improved.

Second, since the behavior of the long-range
part of the interaction is believed known, we wish
to include it in order to be certain that our parame-
trizations are consistent with that behavior.

Third, if one wishes to extract the coefficients
from a half-shell experiment and to use the re-

X
X
X X
X
X

(a) (b)

FIG. 2. Singularities of 7y(p,k;k?) in the complex p
plane for (a) an exponential potential, (b) a Yukawa po-
tential.
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sulting representation in a region larger than that
in which there are data, the representation will
not converge to the exact T matrix as additional
terms are added to the series. This is a conse-
quence of the standard theorems of complex analy-
sis.’? To demonstrate that this has practical con-
sequences, we have taken the exact T matrix from
a model of Ref. 10 described in the next section
and fitted it with a power series in g. Twelve data
points around the on-shell point having |g|< 1.05
F-! were taken as input. Fits were obtained with
third-, fourth-, fifth-, and sixth-degree polynom-
ials.®® These functions were then extended beyond
|g)=1.05 F~!. The results are displayed in Fig.
3 (a). Large variations occur outside the data re-
gion. Figure 3(b) shows the results of fitting the
same data after the contribution of the tail has
been removed by the method described above. The
tail contribution has been added back in after the
fitting. The convergence is considerably improved.
For these reasons, we explicitly put in the poten-
tial for large distances. It is generally assumed
that the two-nucleon interaction is local beyond
about one pion Compton wavelength (R ~1.43 F).
We may then write

»)6(r =7')
=

V(r, r’)'—:L +N(r,r") »,»">R, (12)

with

'L(T)l>>de'V’2]N(T,7")I, ¥>R. (13)

(a) : (b)

sof- Y Hels s
k=075 F i
3:0693 :

o

T (p.k;K?) (MeV F*)

-50

10 20 30
p (FTh

FIG. 3. Analytic continuation of 7,(p,k; k?) as a func-
tion of p for £=0.75 F~1. The heavily marked points were
taken as input data and fitted with polynomials of third—
sixth degree. The curves are indicated as follows: ex-
act, ; third, - — —; fourth, —...—; fifth, —.—; sixth,
------ . In (a) the value of the full 7 matrix was taken as
input data. In (b) the polynomials were fitted to the in-
terior contribution alone. The contribution of the tail
has been added back in after fitting.
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The difference function for » >R satisfies the in-
tegral equation

Ak, 7)= A (R, 7) + %f dr’ sink(r’ - 7)

X L(r")Ay(k,7") v>R, (14)
with
AL (R, r):%jf dr’ sink(r’ - 7)
X L(r") sin[kr’ + 8,(k)] . (15)

This is derived in Ref. 10. Since this is a Volterra
equation, the Neumann series converges to the
solution. For the two-nucleon case we are aided
considerably in practice by the fact that Af,°) is an
excellent approximation to A, for » >R. (See Ap-
pendix B, Ref. 10.)

To include the long-range parts explicitly, we
divide 75'f into a contribution from » >R (the ex-
terior region) and a contribution from »<R (the
interior region). For the purposes of this work,
we will choose R=1.43 F. Assuming the tail,

L(7), is known, the contribution from the exterior
to 7, may be calculated from A, which can be
found by solving Eq. (14). We then expand the con-
tribution of the interior in a power series. Since
the integral for the interior now cuts off at R, it
is entire in p. Thus we can write

Tolb, k3 B0) = 1 (k) + 7S p, By ) + 3 A (R)™
1
(16)

where

kZ

2 w0
TEY p, k3 B?) = ;kp f drsinprag(k,r).  (17)
R

The coefficients A, (k) are given by Eq. (9) with
the moments D™ replaced by the moments D(™
defined by

sinkr

n E(R
D! ’(k):Hj; drr"Ao(k,r)gcoskr f %”e"e“

n odd
(18)

Note that the integrations now only go from 0 to R.
The result of using Eq. (16) in an analytic con-
tinuation is considerably superior to that of Eq.
(8), as is shown in Fig. 3. (Note that the coeffi-
cients were extracted directly from the curves
rather than calculated from the difference func-
tions.) In addition, the variations of the coeffi-
cients A, do not conflict with our knowledge of the
potential tails. It is therefore preferable to deal
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with the coefficients for the interior alone after
explicit extraction of the tail contribution.

II. APPLICATION TO A PARTICULAR
MODEL

As an example, we apply the method of the pre-
vious section to a model constructed in Ref. 10.
This model reproduces the wave function and half-
shell T matrix of a soft-core potential quite well,
and has the advantage of extreme ease of calcula-
tion. We therefore expect the results obtained
here to by typical of those which would be obtained
for realistic potentials.

In the region beyond »=R =1.43 F the model con-
sidered takes the difference function as equal to
the zeroth-order difference function, Af,"), given in
Eq. (15). The phase shift and the exterior poten-
tial are taken from the soft-core potential of
Reid.* This is done to simplify the caclulations.
Ideally, the phase shift should be taken from ex-
periment and the potential tail from theory. In the
exterior region, the model difference function im-
plies an exact wave function which agrees with the
wave function produced by the Reid soft-core
(RSC)™ potential to better than one percent at en-
ergies corresponding to £20.15 F-!. Lower ener-
gies were not considered, because of the impor-
tance of the Coulomb potential at these energies.
Coulomb corrections have not been included.

In the interior region, »<R, the difference func-
tion is represented by a polynomial in ». The co-
efficients of the polynomial are restricted by the
condition that the value and the first two deriva-
tives of the difference function match those of the
exterior difference function, and by the condition
that the model wave function and its first two deriv-
atives vanish at the origin. The latter condition re-
sults in a suppression of the wave function at the
origin similar to that due to a soft-core potential.
The smoothest polynomial fitting the end-point con-
ditions is fifth order, and we choose this polyno-
mial for this paper. The interior difference func-
tion can be written

5
Aok, 7)=35 Cr™. (19)
4]
The equations for the coefficients C,, are given in
Ref. 10. This reference also shows that the wave
functions and the T matrices arising from this
model are very similar to those of the RSC.

The RSC potential consists of a sum of Yukawa
potentials. For such a potential A{? can be found
in closed form in terms of exponential integrals.
[See Ref. 10, Eq. (30).] These determine the co-
efficients C,(k). Since the interior wave functions
are polynomials, D"(k) may be calculated analyti-
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cally using standard integrals.'® Explicitly, we
find

k2" S (m +2n)! . mm
D2"=(2—n_)—!- E C"l [W (—1) cos B

m=1
m+2n m+2n-1
- Z A (m -;2") 1—2?;1—— cos(kR +%>i\’
=0
(20)

. (m+1)m

Dan:—__Z C prAene2 (_l)n sin 9

gl 8 [(m +2n+1)!
2n+1)! m
2n+1) p—t

m 21+l m+2n+1-1
- Z l!<m+zln+l>£—k—zjl—sln(kR+l—27r->]
1=0

Calculations of the difference function, half-
shell T matrix, and expansion coefficients were
carried out for various values of k. The fits to
the T matrix at three typical momenta (k=0.75 F~,
1.2 F~! and 1.8 F~!) are displayed in Fig. 4.

Note that the retention of additional terms pro-
vides a good fit increasingly far off the energy
shell. The third order fits well up to about 1.5 F~!
off shell, while the fifth order extends the fit to
almost 2 F~! off shell. This is considerably far-
ther than the radius of convergence of the original
series (~0.7 F~!). The fit of a given order general-
ly improves as the on-shell energy increases.

The expansion will provide a useful representa-
tion of the half-shell T matrix if two conditions
are satisfied: (1) the coefficients decrease rapidly
as the index increases, so that a few terms in the
series suffice to describe the relevant off-shell
behavior at each energy; and (2) each coefficient
is a smoothly varying function of energy. The lat-
ter condition guarantees that the coefficients can
be tabulated at a small number of points and the
remaining values obtained by interpolation.

The even coefficients A,, A,, and Ag are dis-
played in Fig. 5(b), and the odd coefficients A,
A,, and A, are displayed in Fig. 5(a). Owing to
the evenness of j,(x), the odd coefficients must
vanish at k=0, while the even ones do not.!® Note
that each set shows the following features: (1) the
shapes of the curves are similar; (2) except for
the rapid rise of the odd coefficients at very low
energies, the coefficients fall rapidly and smooth-
ly as a function of energy; and (3) the coefficients
change sign and drop by an order of magnitude as
the index is increased by two. Although the varia-
tion of both sets looks rapid at low energies, the
behavior is actually quite simple, as shown in the
Appendix [Eq. (A29)]. In order to display the sim-
ilarity of these functions at low k we have plotted
logarithmically the even coefficients and the odd
coefficients divided by k in Fig. 6. The similarity
is striking.

5
50 T T T
(a) //
/
k=075 F"' / _
5] 80693 / // ]

k=180 F"' /7
IOF 8=-.059 .
1 1 1
° 10 20 0
T p(F™)
OF =~/ 4

FIG. 4. Calculated polynomial approximations to
To(p, k 3 R2) for (a) k=0.75 F~!, () k=1.2 F~!, and (c) %
=1.8 F™1, The curves are indicated as follows: exact,
——; first-degree polynomial, ----~; second, — ——;
third, —.—; fourth, —-...—; fifth,«..c..; sixth, —x— .
The tail contribution has been included in all the curves.
The arrow marks the on-shell point.
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FIG. 5. (a), (b) Dependence of the off-shell coefficients
on the on-shell momentum k.

The coefficients therefore possess the very de-
sirable properties of rapid convergence and ease
of parametrization and should be useful for ex-
pressing half-shell T matrices. Note that the
quadratic term, A,, is dominant for very small &
(k<0.4 F~'), while for larger & (k>0.6 F~!) the
linear term, A,, is strongly dominant.

In order to show that the coefficients can be
easily extracted from a few values of the half-
shell T matrix, even using low-order polynomials,
we have compared the coefficients determined for
the analytic continuation discussed in conjunction
with Fig. 3(b) with the calculated coefficients. Re-
call that the exact tail contribution was subtracted
from the exact T matrix at the 12 heavily marked

1000 T T T T

100

Q.

Il | 1
00! X 05 10
kK (F ™)

FIG. 6. (a), (b) Behavior of the off-shell coefficients
for small values of k. Note the logarithmic scale.
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points. The resulting values were used as input
data and fitted by a polynomial in ¢.'* The values
of the coefficients thus determined and the values
calculated from the exact wave functions are dis-
played in Table I. The coefficients determined by
the fit and the calculated coefficients agree to an
accuracy of better than a few percent even when a
low-order polynomial is used in the extraction
routine. The three-term fit gives accurate values
for all three coefficients determined. Since these
coefficients are related to low-order sine and co-
sine moments of the difference function, informa-
tion about the interior wave function may thus be
extracted from the near off-shell behavior of the

T matrix.'” Since the half-shell T matrices in this
model are very similar to those of realistic poten-
tials, the same conclusion should hold for poten-
tial models.

The exact tail was used to calculate and extract
7%, In order to determine the sensitivity of the
result to the tail, we have calculated the value of
7% for various potential tails. The tail used is

3 e-Hikr
L(r)=36G, T (21)
i=1

p,=1.0, G,=-10.463 MeV, =07 F",

1L,=4.0, G,=-1650.6 MeV,

L;=T7.0, G,=6484.2 MeV.

Values of 7°* for various strengths and ranges of
the three terms are shown in Fig. 7 for £=0.75
F~!. Only one factor was varied at a time. The
inverse ranges (., and u, are the most important
parameters. The strengths and u, are less criti-
cal. The longest ranges are determined by the
mass of the pion and the effective mass of the two-
pion contribution. The pion mass is well known,
but an accurate determination of the two-pion part
may require some further investigation.'®

TABLE I. Fitted and calculated coefficients.
k=0.75 F 1,

Extracted coefficients
N=3 N=4 N=5

Calculated coefficients

Cy? —35.30 —35.32 —35.32 -35.32
c 26.57 26.57 26.58 26.59
C, 13.11 13,57 13.57 13.56
Cy -5.06 -5.06 =—5.16 -5.24
C, -1.23 -1.23 -1.24
Cs 0.21 0.38

2 Cy is the on-shell value of 7.
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IV. SUMMARY AND CONCLUSIONS

We have presented an expansion of the half-
shell T matrix around the on-shell point and re-
lated the coefficients to the exact wave function.
The coefficients are sums of moments of a trigo-
nometric function times the difference of the exact
and phase-shifted free wave functions. The con-
tribution of the long-range part of the potential is
extracted explicitly from the 7' matrix. This has
a number of advantages: (1) The contributions of
the singularities are then calculated exactly, yield-
ing a series with an infinite radius of convergence.
(2) Most field-theoretic calculations and phenom-
enological potentials give essentially the same po-
tential beyond about 1.5 F. If the contribution of
this part of the potential is extracted explicitly,
our resulting parametrizations will always be con-
sistent with this knowledge. (3) We wish to focus
on the short-range behavior of the wave functions.
Because of the divergence of the power series for
Te* it is easier to extract the contributions of the
exterior region before the expansion is made rath-
er than after.

As a test of this method, we have applied it to a
simple wave-function model of the two-nucleon
'S, state. This model has wave functions and T
matrices closely resembling those of soft-core
potentials, but is sufficiently simple that the off-
shell coefficients and the contribution of the tail
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can be calculated in closed form. In this model,
we find that the coefficients possess very nice
properties, namely: (1) The even and the odd co-
efficients form families of similar functions. The
odd coefficients vanish at £=0, while the even co-
efficients go to a constant. However, the behavior
of the even coefficients near £=0 is similar to
that of the odd coefficients divided by k. (2) With-
in each family the coefficients change sign and
drop by an order of magnitude as the index is in-
creased. (3) The variation of the coefficient func-
tions with energy is simple and usually quite
smooth. Since most phenomenological potentials
have qualitatively similar T matrices, their off-
shell coefficients should show similar behavior.
We have replaced a function of two variables,
namely, the half-shell T matrix, by a discrete set
of functions of one variable, namely, the energy-
dependent coefficients of the power series, and an
(almost) universal function of two variables which
can be written in closed form, namely, the contri-
bution of the long-range tail. The convergence
rate of the power series and the simple form of
the energy dependence suggest that these coeffi-
cients are a simple and useful way of parametriz-
ing the off-shell behavior of the half-shell T ma-
trix. The fact that the expansion is made in the
difference between the on- and the off-shell mo-
menta, g =p — k, rather than in the off-shell mo-
mentum, p, permits the inclusion of the on-shell
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FIG. 7. Variation of the contribution of the potential tail to 7°ff as its individual parameters are varied. The ratio of

the contribution to 7,(k) is presented for £=0.75 F~!,

For each set of curves the parameter varied is indicated above to

the left. The value of that parameter associated with each curve is given in parentheses to the right. The standard val-

ue is indicated with an asterisk.
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T matrix exactly, and makes this the appropriate
expansion for the treatment of the half-shell reac-
tions. Since, in practice, the on-shell T matrix
is much better known than the off-shell T ma-
trices, this is a highly desirable feature. Further-
more, because the tail has been extracted, any
parametrization by this method will be consistent
with the correct long-range behavior of the two-
nucleon potential.

Since we have related the off-shell coefficients
to the difference function, we are able to deter-
mine how the interior wave function affects the
near off-shell behavior. In currently accessible
half-shell reactions, only two or three coefficients
are relevant, so only a small number of integrals
of the difference function weighted by simple func-
tions are probed by these reactions [Egs. (9) and
10)].

It is therefore possible to express realistic half-
off-shell behavior in a simple form with two or
three parameters, facilitating the inclusion of off-
shell T matrices in the analysis of half-shell ex-
periments with a minimum of computational effort.
Furthermore, comparison of the coefficients aris-
ing from different models would indicate whether
half-shell experiments could be expected to dis-
tinguish between the potentials in question.

APPENDIX

In this Appendix the expansion coefficients for
the off-shell part of the T matrix are derived. We
define the off-shell part of the T matrix by Eq. (11)
with the upper limit of the integral replaced by a.
Here, q is infinity for the coefficients A, [Eq. (8)]
and equals the cutoff radius R for the coefficients

» [EQ. (16)]. When expressed in terms of the
distance off shell, g¢=p—- &, the off-shell part of
the T matrix becomes

-4 +2kqf dr Ay(k, ¥)

Mkt g, by 2= P

X (sinkycosqr + coskr singr) .

(A1)

If the trigonometric functions of ¢g» are expanded
in powers of g, we obtain

sof._4 }:fz;l[z(_l)n<g) pen

. i: (_1)n< % >2"+1D@n+l)] . (A2)

where the functions D™ are sine and cosine mo-

ments of the difference function:

D% (k)= @ )'f dr Ay(k, v)r?"sinky
(A3)
© k2n+1 a R
D "”)(k)=(2—n;1—)!j; dr Ay(k, ¥)r*"* 1 coskr.

If we temporarily introduce the variable z=q/k,
this becomes

off = _ 21+2‘z[2( 1)" 2nD(2n)+Zx 1)" 2n+1D(2n+l)]
0

(a4)

Defining the negative moments D“" (n=1, 2,...)
as zero and incorporating the numerator into the
brackets gives

off _

T 2(_1)71 2n[ D(zn-l) D(Zn—z)]

1 +2
_i(_l)nzbﬁl[zD(Zn)_D(Zn-l)]E i (A5)

We now apply the following:
Lemma 1

1 @ o0 [i/2] )
, (—1)"22"0,,: Z) z!g E (_l)l-na

o j=2ng n=nq

where [j/2] is the largest integer contained in j/2.
(This and the subsequent lemmas are easily proven
by explicating the terms on both sides.)

Applying this to Eq. (A5) gives

= ([li/2) .
Toff = EZ: 3 Z; (_I)J-n[ZDC'Z'I—l) +D@n~2)]§
ji=2

n=1

% . [i/2] .
- E Zl*l% Z) (_l)J—n[zD(Zn) _D(Zn-l)]g .
‘ <o

(A6)

A word about the convergence of the series is in
order here. It may appear that by expanding the
term (1+2)"! we are unnecessarily introducing
additional singularities into the expansion. This
is not correct, as long as both series have non-
zero radii of convergence. Within the minimum
of the two radii both series converge absolutely.®
Therefore, inside this radius we may rearrange
them to obtain the indicated product series. These
also converge absolutely. The expansion therefore
provides an element of the analytic function 7°f.
The region of convergence of this series will be
determined only by the singularities of 7°F and
not by those of the product functions. Since 7°f
has no singularity at ¢=-%, the series obtained
will converge there. The region of convergence
will be as discussed in Sec. II in the body of the
paper. (See Forsyth,?° Sec. 34.)
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We displace the limits and collect powers of z
using the conventions: (1) negative moments van-
ish; (2) [m]<m; and (3) if the upper limit of a
summation is negative, the sum vanishes. We
then obtain the expansion

°f= 3 zm(-1)"B, = 3, A,q4", (A7)
m=0 m=0
A =(-)"p"B_, (ATa)
with
1 [m/2]

A

1)

— Z (—1)""”[2D<2"'1) _ D(Zn—2) +D(2n-3)]

mORT
+ 6(m+:)/2.((mu)/z]("l)(MH,/Z[ZD(M-I) - D(m-z)] .

(A8)

The function 6,4 is 1 if its arguments agree, and 0
otherwise. In this case, it is 1 if m is odd, and 0
if m is even. For calculational purposes, a re-
arrangement of this series is useful. The even
and odd D’s may be collected separately and the
limits on the summation altered somewhat to yield
[m/2]=1
B = E (_1)n [D(Zn) - D(2n+1)]

m
n=0

+ (1 + O(mﬂ)/z' [(m+1)/2] )(—1) ["'/Z]DO"_I) . (Ag)

This is the desired result. The first few coeffi-

cients are
B,=0, B,=D® - DV - 2p%,

Bl=2D(°), B4=D(O)—D<l)—D(2)+ZD(3)!

Bz :D(O) - 2D(1) s Bs =D(0) - D(l) - D(Z) +D(3) + 2D(4) .
(A10)

The coefficients may also be expressed recursive-

—J

Lemma 2

|on

ly beginning with Eq. (A7). One easily obtains

B2m+1 = BZm+ (_l)m[ZD(ZM) - D(Zm—l)] ’
(A11)
Bymi2=Bypey— (—I)M[ZD(ZMH) +D(2M)] .

One point remains to be considered. From a
first glance at Eq. (A9), it appears as if the coef-
ficients A,, m =1, become infinite as % approaches
zero. This conflicts with what one would have ob-
tained from expanding Eq. (A2) in powers of g after
the limit % goes to zero had been taken. [Note that
Ao(0, #)=0 from Eq. (5).] There is really no con-
flict, since the coefficients of all the divergent
powers cancel, as we now show by explicitly ex-
panding the coefficients B, in powers of k.

We require the quantities

1
A(”(O, ,},)Ed_%yf’_r) , (A12)
dk &=0
and their moments
) 1
1) = n A (1)
A, =n!“j:drrA (0, 7). (A13)

The full Ay(k, ) may now be expanded in the Taylor
series

8alle, )= 30 5 200, 7). (a14)
1=0

Using this and expanding the trigonometric func-
tion in Eq. (A3) in a power series gives

Dem = p2ntl i (_l)ik2j+l< 2n+2j+ 1>A(x)

150 271 2n+2j+1 )
(A15)
o . 2n+2j+1
@n+1) _ p2n+1 _1)ip2i+1 ] (1)

The symbol (7) is the standard binomial coefficient.
We now group powers of # using the following:

fﬁ ji(-l)"k"’f”g(l,j)= i kz'"i)(—l)'g(zm -2L, D+ E'j k“‘“i(—l)’g(zm -20+1,10).
1= =0 1=0

m=0 1=0

This gives

L m
@n) _ 2n+21+1 - ~—
D _k2n+lz ksz(—l)l< 2% [Agn+2§’+)1+kAé2n+2§l++ll)Jy
=0 1=0

m

" - 2n+21+1
pert=gnen 3 e 3 2 2 gt e ratrity ).

2n+1

m=0 1=0
We now write

= RBZ S
B,=B3+BS.

(A16)

(A17)
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The term B is the summation term in Eq. (A9), while BY is the term proportional to (1+6). Inserting
Eq. (A16) gives
[u/2]-1

+ m 2 +21+ 2n+21+1 ~— 21t
Bi= 3, Caren ’Ekz E -1 [( ’ )'( 2n+1 )]M?wz?ihkA%ﬂ?il”. (a18)

We now perform the following manipulations on this form: (1) interchange the m and I sums, (2) redefine
the m variable by v=m - I, (3) redefine the I variable by A=#n+/, and (4) interchange the » and X sums.
For steps (1) and (4) we need the following:

Lemma 3

2 Xgm, D=3 ¥ gm,);
m=0 =0 1=0 m=1
Lemma 4
np w = min(}, ng)
2. gln,\) = Z) gln,2).
n=0 A\=n A=0  n=0

The resulting expression is

o =, mineno) alf 2a+1 21 +1 -
-5 B T T eren e (B 1) - () [tasn e eain), (a19)

v=0 X\=0 n=0
with
o= [%]- 1. (A20)

The only part of the summand depending on 7 is the square brackets containing the binomial coefficients.
Let us look at this sum in detail. We have

min(X, ng) 2+ 1 oA+l 2min(\, ng)+1 o +1
=) Z ()
n=0 n=0
If X <n,, then min(ny A) =X and
MO 20+ 1\ [ 2+ 1\]_RE, 21
— = - n = — 2X+1:
ZO [( o > (2n+1)] Z‘;( 1)( " ) (1-1) 0. (a21)

Therefore, all the terms with X <n, cancel. Equation (A19) may then be written (relabeling /=X - ny— 1)

) - w Znot! 20+ 2my+3
Bi:=(_1)no 1k2"0+32kzvz("l)lkz'[AézlvEZno-»s+kA2&I”++2;;+3 E (- 1),.( + no+ ) (A22)
v=0 1=0
T
Using the fact, obtained from Eq. (5), that The low-% behavior of B} may be obtained directly
A©Z0 | (A23) from Eqs. (A9) and (A15):
_ it Ny i mins (2542 =1
we find as k-0 Bp,=(=1)k2i"1 E(—l)'kz’“< ]2; _ll >A(21i)+2j—1 )
BE - (_l)noanoMA(l’l) +s2(n, +1); (A24) hizo (A27)
but = 25 +2i+1
3(u-2), K even Bzéfﬂ =2(=1)K%"! Z (=1)ie < ’ ;jz+ )A(z“')+2i+1 .
Ny = , (A25) i,1=0
1
z(u-3), K odd These give the limits
so
i . BS — (=1)12A)
BE -——-k2’+2(-1)’ 1A 9 , L2 2j=1)
24 2j+14] &0 (A28)

B.fjﬂ;—- BRIt (1) -ta), 25, (A26) B —2(=1YF*20), (25 +1).
-0 k=0
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Putting together Eqs. (A7a), (A26), and (A28)
gives

A“zj—’ (‘1 )jA(zlj)q ’
k>0

Ayjey— k(-1)2(5 +1)A(21‘,’+1 .
B0

(A29)

(K3,

This leads to the equation
Toff(q’ 0; 0) - f}qzj(_l)jA(zlj)-‘l ,

=1

(A30)

which agrees with the result obtained when Eq.
(A2) is expanded about g =0 after the limit k-0
has been taken using A (k,7)/k—~A"(0, 7).
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