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Proton-proton correlations: Determination of the source size and lifetime
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Triple (p-p-fragment) coincidences from the **Ni+ **Ni reaction at 850 MeV have been measured. By
detecting the source of the emitted particles we were able to study the directional dependence of the p-p
correlation function. From this dependence both the source size (r,) and the particle emission time (7)
have been extracted. The extracted p-p correlation functions could be fitted with source size and lifetime
in the range of 3.3%}3 fm and 3.271-3X 1072 5, respectively.

PACS number(s): 25.70.Pq, 21.65.+f

I. INTRODUCTION

The technique of measuring light particle correlations
offers a unique method to extract characteristic spatial
and temporal information about the zone where these
particles are generated [1-6]. To obtain such informa-
tion various pairs of light particles have been employed in
correlation studies [7-13]. Generally speaking, an
enhancement in the light particle correlations occurs ei-
ther when the two emitted light particles are in close
proximity [14—15] or when they are emitted as a pre-
formed complex [17-19].

Proton-proton (in further text referred to as p-p) pairs
have been used quite frequently in correlation studies,
primarily because protons are relatively east to identify.
Furthermore, in many instances, e.g., for low emission
temperatures, the probability of emission of preformed
*He? fragments is small compared to that of the emission
of two protons with nearly equal momenta [17,20]. In
the latter case, the enhancement in the p-p correlation
function is due to the p-p final-state interaction. In par-
ticular, there is a strong enhancement in the p-p correla-
tion function at Ap =20 MeV/c (Ap=1)|p,—p,l, where
p, and p, are, respectively, the laboratory momenta of
the two protons). This enhancement comes as a result of
the attractive nuclear force dominating the combined ac-
tion of the repulsive Coulomb force and the effects of the
Fermi statistics [14].

In p-p final-state interaction models [14-16], two pa-
rameters determine the p-p correlation function. These
are the source size r, and the product of the relative ve-
locity and the emission time, v 7 [V, is the velocity of
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the p-p pair (v,,), relative to the source velocity (vy), i.e.,
Vil =Vp, — Vo). In order to determine the two quantities,
ro and 7, one needs to measure (or else specify) the rela-
tive velocity v,;. To obtain this information, a new gen-
eration of light-particle coincidence experiments is need-
ed in which light particles are measured in coincidence
with heavy fragments. These experiments aim at the
determination of the source of the emitted light particles
through their correlation. Notice, however, that even
when v, is known, there is still an ambiguity in the
determination of r and 7, if these parameters are not de-
duced from the simultaneous fit to both the perpendicular
and the longitudinal p-p correlation function. In earlier
papers [5,21], studies using the directional dependence of
the p-p correlation function were attempted but in these
cases there was no experimental information about the
velocity or nature of the emitting source.

In this paper we report on measurements of p-p-
fragment triple coincidences from deep inelastic col-
lisions of **Ni+**Ni at 15 MeV/nucleon. As noted in
Ref. [14], for the same values of the parameters r, and 7,
there is a difference in the shape of the p-p correlation
function when (a) Ap is perpendicular to v, and (b) Ap is
parallel to v.,. The parameters r, and 7 were deduced
from this difference in the p-p correlation functions by re-
quiring a simultaneous fit to both subsets of the p-p corre-
lation function. The values obtained for these parameters
are found to be consistent with those obtained in an ear-
lier analysis of the same reaction [22]. Thus, the analysis
presented in this paper differs from that presented in Ref.
[22] where the parameters 7, and T were determined from
a v, dependence of the p-p correlation function.
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This paper is organized as follows. The description of
the experimental layout is given in Sec. II. In Sec. III, we
discuss the p-p correlation analysis and briefly describe
the experimental problems related to the construction of
the background yield. We continue the background con-
struction discussion in Sec. IV, where we also describe
the event mixing procedure in detail. In Sec. V we com-
pare our results with theoretical predictions. This section
also contains the discussion of our results. Finally, in
Sec. VI we summarize the obtained results.

II. EXPERIMENTAL LAYOUT

The experiment was performed with an 850 MeV **Ni
beam produced by the coupled accelerator facility at the
ORNL Holifield Heavy Ion Research Facility. The areal
density of the *®Ni target was 1 mg/cm?.  Triple
p-p-fragment coincidences were measured using the
heavy-ion-light-ion (HILI) detection system [23]. Figure
1 shows a schematic view of the experimental layout.

The charge and the energy of the heavy fragment were
obtained from the position sensitive ionization chamber,
while the direction of the heavy fragment was obtained
by combining the signals from the ionization chamber
and a parallel plate avalanche counter (PPAC) with mul-
tiwire position read-out. The heavy fragments used in
the analysis were in the charge range of 21 <Z <26.

Light charged particles and light fragments were mea-
sured using an array of 96 AE-E phoswich scintillator
detectors [24]. The energy calibration for protons was
performed by measuring the elastic scattering of the **Ni
beam from protons in a polypropylene target at two
different beam energies. The average angular resolution
of the light-particle detectors was about 2°. In the
analysis, the azimuthal and polar angles of each of these
detectors were randomized over the detector area. The
maximum detection polar angle was 22°.

III. CORRELATION ANALYSIS

The correlation function R is defined as the normalized
ratio of the two-particle coincidence cross section to the
product of the single-particle cross sections, i.e.,

Ionization

96 Hod S
chamber 0seopes
HILI scattering chamber |
N,
\
PPAC
Target
N
Beam ] /

FIG. 1. Schematic view of the HILI (heavy-ion-light-ion)
detection system.
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In Eq. (1), the two-particle coincidence cross section con-
tains both the correlated and the uncorrelated particle
pairs, while the product of the single-particle cross sec-
tions is a function of uncorrelated particles only. The
asymptotic behavior of the function R(p;,p,) is assumed
to be such, that at large Ap all two-particle correlation
effects vanish, i.e., R (p;,p,)=0 and the two-particle coin-
cidence cross section is equal to the product of the
single-particle cross sections.

The determination of R(p,,p,) from the experimental
data is often complicated by the various experimental
biases and conditions which need to be taken into ac-
count. For example, the measured single-particle and
coincidence yields may not originate from the same
source, i.e., result from the same mechanism. This as-
sumption is, however, implicit in Eq. (1). To avoid this
problem, a different approach to the construction of the
background yield has been suggested. In this approach,
the background yield is constructed from the two-particle
coincidence yield by mixing particles from different coin-
cidence events [25,26] rather than constructing it from
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FIG. 2. Heavy fragment energy spectra for (a) proton multi-

plicity M =1 and (b) M =2. The detected heavy fragments are

in the charge range of 21 < Z < 26.
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the product of the single-particle yields [27,28]. By using
the mixing method, one hopes that all effects, except the
genuine two-particle correlations, will be contained in
both the numerator and the denominator of Eq. (1) and,
therefore, effectively cancel out.

A comparison between the two different background
construction schemes was recently done for the
4N +27A1 reaction at 75 MeV/nucleon [29]. The two
different techniques were found to yield virtually identi-
cal results. This, however, need not be generally true; it
is probably correct for the “N-+2’Al reaction at very
high energies, where the complete breakup of the com-
posite nuclear system into individual nucleons is prob-
able, which is not the case for the reaction studied in this
J

0123(P1:P2,Pf)

work. Figure 2 shows the fragment energy spectra in
coincidence with protons of multiplicity 1 and 2; it is
clear from the shape of the two spectra that the proton
multiplicity serves as a reaction filter and that the single
proton-fragment coincidences do not originate from the
same process as the p-p-fragment coincidences.

Therefore, we have opted to use event mixing of triple
coincidence data to get the background for our correla-
tion studies. Because the p-p correlation function in our
measurement is associated with exclusive p-p-fragment
triple coincidences it will have to be written in a way that
explicitly takes into account the presence of the heavy
fragment, in addition to the two light particles. Equation
(1) thus reads

R(p17p2)pf)+1=C

where 0 53(p,P2,Py) is the measured yield of p-p-
fragment coincidences consisting of protons (with mo-
menta p; and p,, respectively) and a fragment (with
momentum py). The fragment momentum p, was deter-
mined from the measured fragment charge, energy, and
polar and azimuthal angle distributions, with the frag-
ment mass taken as the most probable mass obtained
from a distribution calculated with the statistical eva-
poration code LILITA [30]. The background yield

0"123(p1,i’P2,i’pf,i!;pl,j’pZ,j’pr)

was constructed by mixing protons p;; and p,; from
events i and j, respectively. Note here that the structure
of Eq. (2) is basically the same as that of Eq. (1), since the
integration of Eq. (2) of p, yields Eq. (1). Equation (2) is
normalized to the theoretical R(p,,p,) at large Ap
through the normalization constant C.

IV. EVENT MIXING

This section deals with the Monte Carlo simulation
procedure for the emission of uncorrelated proton pairs,
effects of the final-state interaction between emitted pro-
tons, and a self-consistency test of the event mixing tech-
nique to assure the usage of this technique later on in the
analysis of the experimental data.

In the Monte Carlo simulation procedure two protons
are generated in the source rest frame. The momentum
(p), theta (0), and phi (@) distributions associated with
the two proton emission are given in Figs. 3(a)-3(c), re-
spectively. These distributions were chosen as such to
closely reflect the p, 6, and ¢ distributions acquired in the
experiment. We proceed further by calculating the Ap
distribution of uncorrelated proton pairs. This distribu-
tion will be compared with the (i) Ap distribution ob-
tained by turning on the p-p final-state interaction and (ii)
Ap distribution obtained by mixing events from (i). Obvi-
ously, in the case (i) the ratio of the Ap distributions ob-
tained with and without p-p final-state interaction should

’

2i2j0'123(p1,i’p2,i’pf,i;pl,j’pz,j’pf,j )

= {(p) ~exp{-[(p-138)/68.5])2
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FIG. 3. The distributions of the proton: (a) momenta (p); (b)
polar angle (0), and (c) azimuthal angle (¢) (open points). The
solid curves are parametrization used as input to the Monte
Carlo simulation.
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give us back the net effect of the p-p final-state interac-
tion, i.e., the p-p correlation function R itself. In the case
(ii), however, if the event mixing procedure works well,
then the Ap distribution obtained by mixing events from
(i), i.e., by mixing events of particles with correlations,
should be identical to the Ap distribution of uncorrelated
proton pairs. We now turn to the description of turning
on the p-p final-state interaction between emitted un-
correlated proton pairs.

The final-state interaction between two protons is
turned on assuming that the proton emission could be as-
sociated with a fixed source size ry and fixed emission
time 7. Furthermore, for given values of the parameters
ro and 7 the proton pair correlation was weighted accord-
ing to the calculated p-p correlation function R using the
model of Ref. [14]. To obtain a correct weighting of the
p-p final-state interaction a pool of 100 p-p correlation
functions was used. The p-p correlation functions were
calculated for a source size of r,=3 fm and the values of
the parameter v 7 in the range of 0 fm <v ,7<12 fm,
respectively. Note that this was necessary since although
the parameter T was fixed, the relative velocity v, is
different for different events. To simplify the test pro-
cedure, the dependence of the p-p correlation function on
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FIG. 4. The self-consistency check of the event mixing pro-
cedure. The full lines refer to the p-p correlation where the
final-state interaction between two protons is calculated exactly,
i.e., with weight according to the ratio r for a given event. Open
symbols refer to the extraction of the p-p correlation function
(from the same set of data) but going through a step of mixing
events rather than calculating the ratio R exactly. In the test
procedure, a source size of r,=3 fm and a lifetime of (a) 7=25
fm/c and (b) 7=100 fm/c were used, respectively. In all calcu-
lations the source that emits particles was at rest.

the angle between v, and Ap was not taken into account.

Figures 4(a) and 4(b) show the results of a self-
consistency test of the event mixing technique for a
source size of 7, =3 fm and two different values of the pa-
rameter 7, respectively. Full curves in Figs. 4(a) and 4(b)
show the ratios R corresponding to the case where the p-
p final-state interaction was turned on and off in the
Monte Carlo calculation [case (i)]. On the other hand,
open symbol in Figs. 4(a) and 4(b) show the ratios R ob-
tained by dividing the Ap distribution with correlations
by the same Ap distribution but obtained by mixing
events [case (ii)]. As one can see from Fig. 4, the ratios R
obtained by switching the p-p final-state interaction on
and off in the Monte Carlo calculation (full curve) fits
very well with the ratio R obtained by mixing events
(open symbols).

V. RESULTS AND DISCUSSION

It is well known [14—-16] that for nonvanishing charac-
teristic emission time 7, the p-p correlation function de-
pends on the both Ap and the angle between Ap and v,
(6,). We explore this directional dependence of p-p
correlation function in an attempt to deduce both param-
eters, ry and 7. To achieve this goal, the p-p correlation
function was analyzed in two limiting cases (1) for small
Ap, and (2) for small Ap|. Ideally, one would like to im-
pose tight constraints (Ap, or Ap,=0) on the analyzed
p-p correlation functions, but due to limited momentum
resolution and the limited number of triple coincidence
events, the above conditions were approximated with
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FIG. 5. The measured p-p correlation functions correspond-
ing to the Ap, <15 MeV/c cut being imposed on the data. The
solid lines show two different fits to the extracted p-p correlation
function, respectively.
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Ap,(Ap|)<15MeV/c.

The p-p correlation function obtained by imposing the
Apl <15 MeV/c cut on the data is shown in Fig. 5 (open
symbols). Figure 6 shows the same but for the Ap <15
MeV/c cut being imposed on the data. Solid lines in
Figs. 5 and 6 show the calculated p-p correlation func-
tions for two different sets of parameters calculated using
the model from Ref. [14]. In calculating these these p-p
correlation functions, the finite (angular) detector resolu-
tion was taken into account by averaging the model cal-
culations over the same Ap bin size (8 MeV/c) as used in
averaging the measured data. To ease the comparison be-
tween the measured p-p correlation functions and the
model calculations so averaged, model calculations (i.e.,
points) were then jointed by a smooth curve (see Figs. 5
and 6). As one can see from Figs. 5 and 6, the p-p corre-
lation functions could be described either with a set of
parameters of r;=3 fm v, 7=10 fm or with a set of
ro=5 fm, v, 47=3 fm. To check the sensitivity of the ex-
tracted p-p correlation functions on the parameters 7,
and v,y7 a x* was calculated for the model and the ex-
tracted p-p correlation functions using the following ex-
pression
2

REP—_Rth
it , (3)

2—
=2 g

i

where R and R are the experimental and calculated
p-p correlation function. The extracted p-p correlation
functions and AR/ are uncertainties in the experimen-
tally extracted p-p correlation functions are normalized to
1 at large Ap where no correlation is assumed as shown in
Figs. 5 and 6. Once the normalization constant C [see
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FIG. 6. Same as Fig. 5 but for the Ap; <15 MeV/c.

Eq. (2)] was determined it was kept fixed throughout the
whole analysis.

A contour plot representation of the y? values is shown
in Fig. 7 for a Ap, <15 MeV/c cut on the data. Figure 8
shows the same for the Ap; <15 MeV/c cut being im-
posed on the data. The contour plots shown in Figs. 7
and 8 are obtained by calculating the X2 in the range of
2.6 fm <ry<5 fm and O fm <v,7<12 fm in steps of
Ary=0.4 fm and A(v7)=3 fm, respectively. In calcu-
lating the y? values the first point of the extracted p-p
correlation functions, which was below 10 MeV/c, was
left out from the calculations.

A glance at Fig. 7 (Ap, <15 MeV/c reveals that the
calculated X? values show a minimum at ,~3.5 fm and
Vq™~9 fm. A 25% variation in the calculated X2
around this minimum is associated with a band of corre-
lated r, and v, 7 values where a larger value for the
source size r, is associated with a smaller value for the
parameter v, 7 and vice versa. On the other hand, the
calculated X? values from Fig. 8 (Ap 1 <15 MeV/c), show
a shallower minimum at ry~4.5 fm and v, 7~6 fm. A
25% variation in the calculated X2 around this minimum
includes a wider band of correlated r, and v, 7 values.
As was already clear from Fig. 6, relatively large error
bars associated with the p-p correlation function obtained
by imposing the Ap <15 MeV/c cut on the data,
prevents us from obtaining better steepness of the calcu-
lated X? values. Therefore, in what follows, we rely on
the X2 analysis from Fig. 7, i.e., we take the ranges of
ro=3.3%)3 fm (Gaussian density) and v,,7=97} fm as
the final values for the extracted parameters r, and v 7.
Assuming a uniform density distribution as a source den-
sity distribution we obtain 7, =5.27%9 fm. This value for
the source size is quite reasonable since deep inelastic
fragments are about the size.

The 6, distributions obtained by applying the
Ap, (Ap;)<15 MeV/c cut on the data is shown in Fig.
9(a) [9(b)]. In fact, these two figures show the directional
cuts used in the data analysis. Figure 10(a) shows the v
distribution obtained by imposing the Ap, <15 MeV/c

v*1 (fm)

L 1
2.9 3.3 3.7 4.1 4.5 4.9

ro (fm)

FIG. 7. Contour plot representation of the y? values obtained
by using Eq. (3) for Ap, <15 MeV/c cut being imposed on the
data. The y? values are given as a function of the fit parameters
ro and v, T, respectively.
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FIG. 8. Same as Fig. 9 but for the Ap; <15 MeV/c.

cut on the data. Figure 10(b) shows the same but for the
Ap, <15 MeV/c cut being imposed on the data. These
distributions will be used now to extract the range of
emission times 7 from corresponding to the p-p correla-
tion functions shown in Figs. 5 and 6, respectively.

The value for the parameter T was obtained by specify-
ing the most probable v, from the v, distributions
shown in Figs. 10(a) and 10(b). A Gaussian fit to these
v, distributions yields for the most probable v, velocity
a value of (v, /c)=0.11. Combining this information
with the knowledge that the variation of the parameters
ro and v, 47 in the ranges of 2.6 fm <r;<4.6 fm and 3 fm
<v.q7 <12 fm still gives an acceptable fit to the extract-
ed p-p correlation, one obtains for the parameter 7 an
average value of (3.2+1.5)X 1072 5. This value for the
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FIG. 9. Distributions of 6., the angle between Ap and v,
obtained by applying the (a) Ap, <15 MeV/c and (b) Ap; <15
MeV/c cuts on the data.
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FIG. 10. Distributions of v, obtained by applying the (a)
Ap, <15MeV/cand (b) Ap; <15 MeV/c cuts on the data.

emission time 7 fits well within the recently deduced nu-
clear emission times of highly excited composite nuclei
[3,11].

VI. CONCLUSION

Triple p-p-fragment correlation’s from the deep inelas-
tic ®Ni+®Ni collision have been measured at 15
MeV/nucleon. This provides information about the
source velocity of the emitted light particles relative to
the p-p c.m. The knowledge of this velocity was neces-
sary to extract both the source size ry and its lifetime 7
from a directional (6,,;) dependence of the p-p correlation
function.

The source size r, and the lifetime 7 have been deter-
mined by extracting the p-p correlation function in two
limiting cases. In one case the perpendicular component
of Ap was small, while in the other case the longitudinal
component of Ap was small. (The longitudinal and the
perpendicular components of Ap are defined with respect
to the relative direction between the heavy fragment and
p-p c.m. velocities). By imposing these directional cuts on
the data, we were able to fit the p-p correlation function
with a set of source sizes in the range of 7o=3.31}:3 fm
(Gaussian density) and light-particle emission times in the
range of 7=3.2113X 10722 5, respectively.

While our triple coincidence data allowed us to resolve
some competing effects affecting the p-p correlations, it is
clear that greater statistics and better momentum resolu-
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tion are needed to improve the sensitivity of the extracted
p-p correlation functions on source parameters. In a pre-
vious publication [22] we have used cuts on the p-p c.m.
velocity to arrive at similar results; the presently avail-
able statistics do not allow a simultaneous application of
both the relative velocity and directional cuts. A second
level trigger has been implemented in the experimental
setup which allows a 10-fold improvement in the rate at
which triple and higher coincidence level data can be ac-
cumulated. Improvements in detector granularity for
better relative momentum resolution data are also under-
way.
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