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The Q value for the 22 A1™ superallowed beta decay
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The threshold energy of the 2*Mg(p, n)?® AI™ reaction has been measured to be 5209.46+0.12 keV,
using a 1 V standard as reference, and taking account of effects due to finite beam energy spread,
nonuniform proton energy loss in the target, and ionization of the magnesium atoms. The Q value
derived for the ?Al™ beta decay then becomes 4232.17+0.12 keV, which is in clear disagreement
with the most precise of the existing measurements. A further measurement is proposed.

PACS number(s): 21.10.Dr, 23.40.—s, 27.30.+t, 24.80.Dc

I. INTRODUCTION

As pointed out by Hardy et al. [1], and reemphasized
recently [2], the study of superallowed 0% to 0, T =1
Fermi beta decays continues to be of fundamental in-
terest. The knowledge of the strengths of these transi-
tions provides both a precise test of the conserved vector
current hypothesis and of the three-generation standard
model, and, in addition, when combined with parameters
from the decay of the neutron, a means of ascertaining
the sizes of the weak interaction coupling constants Gy
and G4 individually.

Of the decays whose strengths, or ft values, may possi-
bly be measured with a precision approaching 0.1%, eight
are discussed in [1], although a ninth, that of 1°C, should
not be ignored, despite being experimentally more diffi-
cult [3]. For all nine decays, establishing the magnitude
of the ft value involves measuring three parameters, the
decay energy, the half-life, and the branching ratio. Each
of these has its own attendant difficulties. The present
work describes the determination of decay energies, and
in particular that of 26 A1™.

The data compilation discussed in [1] shows that there
have been four groups who have tried to measure the Q
values for several of the superallowed decays with a preci-
sion of better than 0.5 keV. The first, whose method and
results are described by Vonach et al. [4], determined the
ingoing and outgoing particle energies in (3He,t) reac-
tions, with the ultimate energy reference being a time-
of-flight system over more than 100 m. So that, for
instance, the 26A1(3+)26Mg decay energy was given di-
rectly in terms of the 26Mg(3He,t)26Al Q value. The
second, of Koslowsky et al. [5], was somewhat similar,
but determined the differences between pairs of decay
energies by looking simultaneously at the outgoing par-
ticles from pairs of (3He,t) reactions, and so ultimately
relied on other determinations to establish an absolute
energy scale, although not of course to test the con-
served vector current hypothesis. The third looked at
the difference, in three cases, of the proton separation
and neutron separation energies of the decaying nucleus
via the determination of (p,v) and (n,v) Q values, Kik-
stra et al. [6]. This technique has more steps involved
than the others. For example, for the 26Al™ decay, first
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some narrow resonances in the 2°Mg(p,~)26Al reaction
were chosen, and their proton energies measured relative
to the energy of a resonance in the 27Al(p,v)23Si reac-
tion. Then, in a second step, the excitation energies in
the nucleus 26Al fed by the resonances were established
by comparing the energies of their deexcitation gamma
rays with those of gamma ray standards. And finally, in
a third experiment, the excitation energy within 26Mg
fed by thermal neutrons was compared with that from
other neutron capture reactions. The fourth method, of
which the present work is an example, is most recently
described in Brindhaban et al. [7]. Here the threshold
energy for a (p,n) reaction is measured fairly directly in
terms of a 1 V standard, so that for 26Al™, what will be
described is the acquisition of a yield curve of the reac-
tion 26Mg(p,n)26Al™, as a function of incoming proton
energy. The proton energy at threshold then provides
the 26 AI™ decay energy directly.

The most important joint feature of the four techniques
described above is that they differ from one another in
many of their aspects. Thus many of their intrinsic
sources of error should be different, which is important
when the experiments being attempted are near the limit
of what is currently possible. If there is good agreement
between several of them, one can then place some reliance
on the conclusions drawn. For the 26 A1™ decay, it can be
seen from Ref. [1] that the overall situation is not reas-
suring. Indeed the quoted “average” value is completely
incompatible with the most precise one from Ref. [6].

Accordingly, we describe here the determination of
the threshold energy, at around 5210 keV, of the
26Mg(p,n)26Al™ reaction, and the absolute calibration
of that energy in terms of a maintained 1 V standard
using a beam of surface-ionized 33Cs* accelerated be-
tween ground potential and 39.6 kV. This threshold has
been studied twice previously, with moderate precision,
in techniques which relied for their energy scale on a com-
parison with alpha particles from radioactive sources, and
once in Auckland using an earlier form of the present sys-
tem [8]. As the present technique is somewhat unusual,
we try to expose the various parts of it in detail since, al-
though several aspects have been recently improved [9],

we have not discussed the whole system for some time
[10].
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II. ENERGY MEASUREMENT: HISS

The method for the measurement of the mean kinetic
energy of the proton beam used in the (p,n) reaction,
and of the energy distribution is via a heavy ion source
system (HISS) and is simple. The proton beam from the
AURAZ2 tandem accelerator at the University of Auck-
land passes on a tightly collimated path around an Enge
split-pole magnetic spectrograph. Then, without alter-
ing the magnetic fdeld, a beam of 33Cs* jons is accel-
erated through a voltage difference V to pass along the
same path. The size of V is determined using a purpose-
built fixed-ratio resistive divider (the HVD), and then
a variable-ratio commercial Kelvin-Varley divider (the
KVD), whose output is compared with one volt using
a microvoltmeter. Thus a kinetic energy of 5.21 MeV is
determined with three successive divisions. First (mass of
133Cs*)/(mass of proton) to give 39.6 kV. Second a fixed
ratio of 10001 from the HVD to give 3.96 V, and third
a ratio of 0.252 from the KVD to give 1 V. Of course, if
one is aiming for a precision of better than 10 ppm, each
one of these seemingly simple steps involves additional
features at levels which are not negligible, but as will ap-
pear, none is greater than 50 ppm, and we believe each
is understood at a level of 3 ppm or better. We illustrate
the above by taking one particular calibration and yield
point and following the calculation of the proton mean
energy.

The “standard” spectrograph geometry is to collimate
with object and image slits of widths 0.075 and 0.025
mm, respectively. In addition, the entrance angles are
constrained by a rectangular set of slits, 0.8x0.8 mm?,
170 mm downstream of the object point. As shown in
Ref. [9], this leads to an emerging beam of Gaussian
energy distribution with a full width at half maximum,
(FWHM), of 55 ppm, which is entirely brought about
by the sizes of the object and image slits. The effect of
aberrations caused by finite entrance angles is negligible.
To increase the yield of the present experiment we de-
parted from this ideal situation, and opened out the col-
limation. As indicated in Ref. [9], this was effected, not

by widening the entrance angles which would eventually
have led to principally second order, and nonsymmetric,
aberration effects, but by opening the object and image
slits. Figure 1 shows a transmission curve for 133Cs™ ions
accelerated through about 39.6 kV, measured as a cur-
rent, as the accelerating voltage was varied over a small
range. The object and image slit sizes were 0.09 and 0.03
mm, respectively. As can be seen the energy shape is a
symmetric, slightly “flattened” Gaussian, with a FWHM
of 75 ppm and a center at —19(2) ppm. An important
feature to emphasize here is that, because this shape is
entirely understood in terms of the sizes of the object
and image slits, it may be safely inferred that it repre-
sents also the shape of a transmitted proton beam, with
identical central momentum.

To use Fig. 1 as a calibration for a subsequent proton
energy, some additional parameters need to be noted.
The magnetic field is monitored with a nuclear magnetic
resonance (NMR) probe whose output is locked onto the
field. For this measurement its frequency was 26.016 92
MHz, which remained constant to better than 1 ppm.
The spectrograph nominal temperature was 18.8 °C. The
KVD ratio was 0.2525727. The calibration parameter,
or X value, which is derived as follows, is conveniently
taken to be proportional not to the particle momen-
tum, p, but to p%, and can be expressed nonrelativis-
tically as [(mass)x (kinetic energy)]/(NMR frequency)?.
The mass of a 133Cs™ jon is [11] 132.905 433 u—0.000 549
u=132.90488 u. To obtain the accelerating voltage we
note that the HVD ratio of 10001 is actually a slight
function of applied voltage. This has been thoroughly
investigated and the ratio at 39.6 kV is 10000.44(3).
Hence, taking the central position of —19(2) ppm, the ac-
celerating voltage is (1.000000/0.252 572 7) x 10 000.44 x
(0.999981)=39.593 55 kV. This does not give the kinetic
energy directly because there is a small contact poten-
tial between the metal surface of tungsten where the
cesium atoms are ionized and the average of the spec-
trograph internal metal surfaces between which an ion
flies, and which defines zero electrostatic potential for it.
This contact potential is measured in a series of sepa-
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FIG. 1. A calibration scan of ***Cs™ ions
showing the symmetric energy profile with
center at —19(2) ppm and FWHM of 75 ppm.
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rate experiments for each new surface, and was for this
case —0.9(1) eV. Hence the mean ion kinetic energy was
39593.55—0.9 = 39592.65 eV and thus the calibration X
value was 132.904 88x39.59265/(26.016 92)2 = 7773.986
in units of ueV/MHz2. A last, small, factor is that, as
discussed in [9], the momentum selected is slightly depen-
dent, with a linear coefficient of +33(3) ppm/C, on the
spectrograph nominal temperature, which is monitored
via a resistance thermometer buried in the aluminum cas-
ing. Consequently, all X values are normalized to 25°C
and X becomes 7773.986x (1 + 6.2 x 0.000 033)="7775.58.
This last step is not as large as it might seem, since the
experiments are invariably done within less than 1°C of
the calibrations.

The assigned error to X is composed partly of ele-
ments, such as those from the NMR frequency or deter-
mining the center of the scan, whose influence would de-
crease with repeated scans, and others, such as from the
contact potential and the nonconstancy of the 100 001 ra-
tio, which would not. So for each 2Mg(p, n)26Al™ yield
curve, the difference between the prior and post calibra-
tions will be included in the error assigned to the thresh-
old value, and then the systematic errors, of certainly less
than 10 ppm, will be included in the final mean value.

Although a calibration was performed immediately be-
fore and after each yield curve run, it was not always a
complete scan, as the amount of cesium adsorbed on the
ion source was limited, and a technique which used much
less was to locate the maximum of the scan in terms
of the acceleration voltage offset. Experience has shown
that five or six sequential locations of the maximum are
more than equivalent in reliability to a full scan, and the
saving in cesium is substantial.

III. YIELD MEASUREMENTS

After passing through the spectrograph image slit, the
proton beam traveled 60 cm further before striking the
target perpendicularly over a rectangular area roughly 1
cm high and 0.5 cm wide. The intensity of the beam
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never exceeded 150 nA, and the targets were evaporated
metallic 26Mg, enriched to 80%, 10-15 keV thick to the
proton beam, transported in argon from the evaporator,
and exposed for a few seconds to air.

The yield of the 26Mg(p, n)26Al™ reaction was moni-
tored by detecting the positrons emitted by the 26 Al nu-
clei, of maximum energy 3.2 MeV, using a plastic scintil-
lator dE-FE telescope placed just behind the target, but
outside the vacuum. To be counted, a positron had to
pass through the target backing (0.125 mm Ta), then
through a stainless-steel window of 0.075 mm, through
the 0.9 mm plastic dF detector and then register in the
3 cm thick plastic E detector. A dE-FE 10 ns coincidence
requirement retained the positron signal while reducing
background by a large factor.

The reaction energies for a yield curve were chosen by
keeping the spectrograph magnetic field, and hence the
proton kinetic energy, constant via the NMR signal, and
applying an offset voltage difference between the target
and ground. Each yield was evaluated as follows. The
proton beam was allowed to strike the target for 20 s,
after which it was shut off by a tantalum plate 5 m up-
stream of the spectrograph. After a delay of 0.1 s, the
time decay of the logic output of the telescope was fol-
lowed for 20 s in a 512 channel multiscalar after which,
following a further 0.1 s delay, the beam was allowed
through again. Thirty such decays were accumulated
for each point of a yield curve such as the one shown
in Fig. 2. The actual yield was then calculated by an-
alyzing this decay curve in terms of a constant plus an
exponential decay whose half-life was that of 26A1™, 6.34
s. The amplitude of this decay was then the yield.

To monitor the number of protons which had struck the
target, a small collimated silicon semiconductor detector
registered protons scattered from the target at roughly
140° to the incoming beam. Hence the normalized yield
was the decay amplitude mentioned above divided by this
number.

A minor complication was that it seemed impossible to
make magnesium targets as described without introduc-
ing a small amount of sodium contaminant. This pro-
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FIG. 2. An exploratory yield curve of
26Mg(p, n)ZGAlm.
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FIG. 3. The yield curve of
26Mg(p,n)*® Al™ taken for run 5 of Table I.
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duced ?2Mg, with half-life 11.6 s and maximum positron
energy 3.1 MeV, and it was identified in terms of this half-
life. To include its effects in the analysis, several lengthy
runs were performed a few keV below the threshold for
26 Al™, and the normalized yield of the 22Mg ascertained.
Then, with the assumption that this yield was sufficiently
constant over a proton energy range of 5 keV, a suitable
decay curve was subtracted from the 26 Al™ yield curves
before they were analyzed. This correction, however, was
very small, and had the effect, for the yields of Fig. 3, of
contributing on average 0.15.

To illustrate the calculation of the reaction energy for
a particular yield point we choose the point in Fig. 3
which is at approximately 5210.5 keV. The associated
parameters are NMR frequency 26.014 95 MHz, spectro-
graph temperature 18.3 °C, target voltage —1850 V. The
mean X value before and after the run was 7775.50.
So the nonrelativistic proton kinetic energy is E,, =
(X f?/mp) = 5224.267 keV, with the proton mass, m,,
taken as 1.007277 u. In this case, however, a rela-
tivistic calculation is necessary, and this is given by
E = —m, + mp(1 + 2E,,/mpc?)*/2=5209.80 keV. Cor-
rection up to 18.3°C gives 5208.65 keV, and including
the voltage offset gives a final reaction energy of 5210.50
keV.

5212

IV. ANALYSIS

Seven yield curves were taken as described above, the
first one exploratory over a wide energy range, and the
others for detailed analysis, each of these last being with
a freshly prepared 2Mg target and with independent
X calibrations performed immediately before and after.
The data of Fig. 2 illustrate the particular idiosyncrasy
of this reaction, namely the pronounced resonance in the
yield within a few keV of threshold, which we had noted
in Ref. [8]. In that work an analysis had been barely
possible, and that only by adding together five separate
yield curves. Since then the use of the positron telescope,
coupled with the time analysis of its output, as outlined
above, has meant that the yield curves, such as the one
in Fig. 3, are considerably improved. In that figure, the
continuous line is the fit to the data in terms of the func-
tion Y = A+ B(E — E)%?, where Ej is the threshold
energy, which is the expected form of the thick target
yield of s-wave neutron emission. It should be empha-
sized that only the data up to a proton energy of 5210.5
keV, i.e., within 1 keV above the threshold, have been
used in the analysis, and that this was the case for all six
runs. The six yield curves were analyzed thus using non-

TABLE 1. Parameters for each ?*Mg(p, n)?¢Al™ threshold run. The FWHM of the proton beam,
the raw extracted threshold, the corrections for the finite beam FWHM (Ay), for the nonuniform
proton energy loss (A4) and for atomic ionization (A,:), and the final threshold energies (all in

keV).

Run FWHM E, (raw) Ay Aq Aat Eo, (final)
1 0.60 5209.24(13) 0.09 0.06 ~0.10 5209.29(14)
2 0.60 5209.66(23) 0.09 0.06 —0.10 5209.71(24)
3 0.60 5209.47(12) 0.09 0.06 —0.10 5209.52(13)
4 0.39 5209.55(18) 0.04 0.06 —0.10 5209.55(19)
5 0.39 5209.56(19) 0.04 0.06 —0.10 5209.56(20)
6 0.39 5209.65(36) 0.04 0.06 —0.10 5209.65(36)
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FIG. 4. The energy distribution of a beam
of protons, of initial energy 5210 keV, inside
a target of 2°Mg, according to a 1/q® energy
loss dependency.
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linear least squares optimization, and the values of Ey
extracted. The results are summarized in Table I, which
also contains information on the FWHM of the proton
beam energy. Because of the way in which the yield is
calculated, as described in Sec. III, the value of the co-
efficient A should be consistent with zero. This was true
in all six cases.

The functional form above assumes that the proton
beam energy width is infinitesimal, that the protons lose
energy uniformly as they slow down in the target, and
that the atoms which are involved in the nuclear reac-
tion are not ionized. Each of these factors has to be un-
derstood and corrected for, and the procedures adopted
were the following. The proton beam energy distribu-
tion is known, as discussed above, that appropriate to
runs 4-6, with a FWHM of 75 ppm (=0.39 keV) being
shown in Fig. 1. Accordingly, an artificial yield curve was
generated in steps of 10 eV up to 10 keV above thresh-
old. This was then convoluted with the distribution of
Fig. 1, using the techniques of fast Fourier transforms,
and the resulting curve analyzed, up to approximately 1
keV above threshold, in terms of (E — Eo)3/2. The shift
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in the value of Ey was taken to be the correction to be
applied for this effect.

Nonuniform proton energy loss in the target was dealt
with similarly. As a proton slows down by colliding with
electrons, the probability of losing energy ¢ in a collision
is proportional to 1/¢?, with a maximum g, gmax, given
by a head-on classical collision, and a minimum, gmjn,
taken to be I?/qmax, with I the ionization energy. So an
energy profile of the protons in the target at any time
will not be flat, but rather will have an excess of higher
energy particles, as illustrated in Fig. 4. This curve was
generated in a straightforward way using Monte Carlo
methods. To establish the effects of this on a yield curve,
it was convoluted with the cross-section dependency (E —
Eo)l/ 2in 10 eV steps over 10 keV and the result analyzed
as above. [The (E — Ej)%? dependency is obtained by
convoluting with the flat distribution.]

The third effect, that of ionization of the target atom of
a nucleon undergoing the (p, n) reaction, has been treated
recently [12]. Briefly, a perturbative approach gave the
differential probability dP/dE for a proton to lose energy
E by expelling an electron out of a particular subshell

T T
102
10° -
> 10t
CA
)
z 10°
z
10°
107
1ol L n L1 1

FIG. 5. Energy loss distribution of 5210
- keV protons to electrons ejected from Mg
atoms during a (p,n) reaction.
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during the (p,n) reaction. Summing these subshell prob-
abilities in 10 eV steps gave the total curve of Fig. 5,
which was then convoluted with the (E — E;)3/2 form
and analyzed to find the threshold shift.

The sizes of these corrections and their effects on the
raw extracted thresholds are shown in Table I, which also
contains for each run a 10 ppm contribution to the as-
signed error due to the uncertainty in the mean X value.
A corroboration of the magnitude of the calculated cor-
rection for ionization, the third effect considered, can be
obtained by noting that the mean energy loss, derived di-
rectly from Fig. 4 (which is a crude estimate of the total
shift of the yield curve) is 135 eV.

V. RESULTS

The weighted mean threshold value from Table I is
5209.49(7) keV, with a x? of 4 from 6 points. Also to be
included is a possible 10 ppm systematic error from the
HISS energy measuring process. An electrical effect in
the HVD, whose presence was realized after the calibra-
tion scans had been performed, reduces the energies by
6 ppm. And finally the estimated errors incurred in the
procedures for calculating the three corrections discussed
in Sec. IV are assigned sizes of half their magnitude. The
final threshold value therefore becomes 5209.46(12) keV,
which is preferred over the preliminary value from the
same data cited in Ref. [7], which it replaces, mainly be-
cause the corrections for nonuniform proton energy loss
and for atomic ionization have been more thoroughly in-
vestigated and included. We would also like it to replace
the result of 5208.86(23) keV from our laboratory, quoted
in the conference proceedings of Ref. [8], with which it is,
however, not in serious disagreement. But the data for
the latter were somewhat inadequate, as discussed above,
and accordingly they were never published in a journal.

From this figure, the Q value for the 26Mg(p, n)2¢Al™
reaction becomes 5014.57(12) keV, and the Q value for
the positron (actually the electron capture) decay of
26 AI™ becomes 4232.17(12) keV, using 782.40 keV for
the mass difference of the hydrogen atom and the neu-
tron. This Q.. is in good agreement with the compilers’
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mean value of 4232.01(18) keV, quoted in Ref. [1]. But,
as noted above, it is in poor agreement with the most
precisely quoted value, namely 4232.81(10) keV from
Ref. [6]. A further interesting comparison is with the
Q-value difference from the Chalk River (3He,t) stud-
ies, Qec(?PAl™) — Q.(1*0)=1401.68(13) keV, Ref. [1].
The comparable figure for results from Auckland (from
Ref. [13]) is 4232.17(12) keV —2830.31(8) = 1401.86(14)
keV, although it should be pointed out that the O re-
sult does not contain corrections as discussed above. But
they would be unlikely to affect the @) value by more than
100 eV.

VI. DISCUSSION

The beta decay @ value for the pure Fermi transition
of the nucleus 26Al™ to its 0*, T = 1 partner in Mg
has been measured by determining the threshold energy
for the associated (p,n) reaction, using a method which
relates the absolute energy calibration fairly directly to
a 1V standard. The result obtained, although in accord
with the presently accepted value, is in disagreement with
the presently most precisely quoted value, which is based
on a method of comparison of (p,v) and (n,v) Q values.
It does not seem worthwhile therefore to draw conclusions
at a high level of precision about the ft value of the 26 AI™
decay until this difference is explored. Accordingly, we
aim to attempt to repeat the latter measurement, at least
for the (p,<) part, using our ability to measure proton
resonance energies directly, and measuring deexcitation
gamma-ray energies relative to known standards.
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