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Neutron transition densities for ®Ca from proton scattering at 200 and 318 MeV
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Differential cross sections and analyzing powers for scattering of 200 and 318 MeV protons have
been measured for states of *®Ca up to 7 MeV of excitation. The data cover c.m. momentum transfers
from approximately 0.4 to 3.0 fm ™. Neutron transition densities were extracted for the 27, 37, 35,
4}, and 57 states using density-dependent empirical effective interactions previously calibrated upon
elastic and inelastic scattering data for °0 and *°Ca. The corresponding proton transition densities
were obtained from electron scattering data and held fixed during the analysis. Fits performed to
the data for either energy provide excellent predictions for the other. Neutron densities fitted to
data for either energy independently agree very well with each other and with the densities fitted
to both data sets simultaneously. These densities are also consistent with earlier data for 500 MeV
protons. The energy independence of the extracted transition densities demonstrates that residual
errors in the reaction model are compatible with the error bands estimated by the fitting procedure.
Several additional tests of the model dependence of the results were performed also. The proton and
neutron transition densities are compared with calculations based upon the extended random phase
approximation, which includes 2p2h correlations. These calculations are most successful for densities
dominated by 1plhk configurations, whereas densities requiring substantial 2p2h contributions tend

to be underestimated.

PACS number(s): 27.40.+z, 25.40.Ep, 25.40.Cm, 21.60.Jz

I. INTRODUCTION

We have measured cross sections and analyzing powers
for elastic and inelastic scattering of 200 and 318 MeV
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protons by “8Ca and have deduced neutron transition
densities for several normal-parity excitations. Proton
transition densities for these states were previously mea-
sured with electron scattering [1] and were used in the
analysis of these proton scattering data. Electron and
proton scattering data for %?44Ca have also been ac-
quired [2] and will be reported in future publications.
The present work is part of a program whose primary
purpose is to study the evolution of neutron and pro-
ton transition densities for the calcium isotopes as the
1f7/2 neutron shell is filled. We begin with the doubly
magic “8Ca nucleus, for which extensive nuclear struc-
ture calculations are available. Most notably, the recent
calculations of Brand et al. [3,4] using the extended ran-
dom phase approximation (ERPA) to include 2p2h cor-
relations have enjoyed considerable success in describing
the electron scattering data for ®Ca. These calculations
predict significant differences between proton and neu-
tron densities.

Comparisons between predicted and measured transi-
tion densities can provide considerable insight into the
evaluation of nuclear structure theories. Proton transi-
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tion densities are readily and accurately measured us-
ing high-energy electron scattering [5,6], but most pre-
vious attempts to measure neutron transition densities
via hadronic scattering data have been greatly hindered
by uncertainties in both the reaction mechanism and the
effective interaction. Thus, whereas most of these anal-
yses were content to extract a simple scale factor which
characterizes the relative contributions of neutrons and
protons in a qualitative manner [7-9], radial densities
provide much more detailed information and more rigor-
ous tests of structure theories [10-16].

It has been shown that proton scattering is capable of
determiining neutron transition densities with good ra-
dial sensitivity provided that the effective interaction is
known with adequate accuracy [10]. Consequently, we
have developed methods for fitting neutron transition
densities to nucleon scattering data that are similar to
the nearly model-independent analysis procedures used
for electron scattering data. This procedure, called the
linear expansion analysis (LEA) method, has been de-
scribed in detail in previous papers [10,15,13,14] and has
been applied to extract neutron transition densities from
(p,p’) data for 80 [11], 3°Si [12], 34S [14], and 33Sr [16].
The error analysis used in our method includes contribu-
tions due to penetrability, the statistical and normaliza-
tion uncertainties in the data, and the uncertainty due to
the finite range of nionientum transfer that is measured.
These uncertainties are combined to produce error en-
velopes which depend upon radius. While this procedure
provides estimates of the precision of the extracted densi-
ties, determination of their accuracy requires much more
care: Residual errors in the reaction model are not rep-
resented in the error envelope.

However, since theoretical nuclear-niatter interactions
are not yet sufficiently accurate for this purpose, it is
necessary to eniploy empirical effective interactions cal-
ibrated to data for which the transition densities are
known accurately [17,18]. The starting point for obtain-
ing these empirical interactions is to make a parametriza-
tion that can be fitted to nuclear matter interactions.
Then, the parameters are optimized by fitting to a large
body of (p,p’) data for transitions whose relevant nu-
clear structure is independently known from electron
scattering. The isoscalar spin-independent central and
isoscalar spin-orbit interactions are fitted to normal-
parity isoscalar excitations of self-conjugate nuclei. The
proton transition densities are obtained from electron
scattering and we assume that neutron and proton tran-
sition densities are very nearly equal for self-conjugate
targets. These interactions provide excellent descriptions
of the (p,p’) data for N = Z targets and can be used to fit
neutron densities to (p,p’) data for targets with N # Z,
provided that the proton transition densities are already
available froni (e, e’). Even when the neutron and proton
densities are significantly different, the isoscalar interac-
tion usually still dominates the cross section. Thus, we
assume that medium modifications to the isovector inter-
action are known well enough from nuclear matter the-
ory that residual errors in this small contribution do not
compromise the accuracy of the fitted neutron densities.

Several methods for testing the accuracy of the analy-

sis procedures for neutron transition densities are avail-
able. The first method to be applied systematically is
called the self-conjugacy test, in which isoscalar transi-
tion densities are fitted to data for self-conjugate targets
and compared with proton transition densities from elec-
tron scattering. Alternatively, the proton transition den-
sity can be supplied and the neutron transition density
fitted to data for self-conjugate targets. In either case,
we should find p,(r) = pp(r). This method was applied
by Kelly et al. to data for 32S(p,p’) at E, = 318 MeV
[13], using interactions fitted to data for **0O and *°Ca,
and very good agreement with electron scattering densi-
ties was obtained for this target with mass intermediate
between those for which the interaction was calibrated.
Similar tests for *°Ca using 200 MeV protons [15] were
also successful.

Another important test of the accuracy of fitted densi-
ties which can applied for V # Z targets is based on the
requirement that the transition densities, which are prop-
erties of the target but not the probe, be independent of
the properties of the probe. The neutron transition den-
sities presented in this paper were fitted to data taken
with protons of two distinct energies—200 and 318 MeV
— and we find that the results are energy independent.
Although the properties of the effective interactions at
these two energies and the resulting angular distributions
are significantly different, the neutron densities fitted to
the two data sets are essentially the same. We also find
that the fitted densities provide good predictions for data
with E, = 500 MeV. Therefore, the accuracy of the fitted
densities has been shown to be commensurate with the
estimated error envelopes.

In Sec. II we describe the experiment and in Sec. III
we summarize our analysis procedures. The sensitivity of
fitted densities to uncertainties in the reaction model is
discussed in Sec. IV. In Sec. V we present our results for
neutron transities in 48Ca and show that they are very
nearly independent of energy. Comparisons to previous
experiments and to structure calculations are made in
Sec. VI and Sec. VII, respectively. Finally, in Sec. VIII
we sunimarize and discuss our conclusions.

II. EXPERIMENT

The acquisition and analysis of the experimental data
are described in detail in Ref. [15] for 318 MeV and in
Refs. [19,20] for 200 MeV. Brief summaries of these ex-
periments are given here. Data tables for both experi-
ments are on deposit with the Physics Auxiliary Publi-
cation Service (PAPS) [21] for the states listed in Table
I, where the excitation energies are taken from Ref. [22]
and multipolarity assignments from Ref. [23]. These ta-
bles include data for many states of “8Ca below 7 MeV
excitation not considered in the present paper. Although
the data are as complete for many of the states not dis-
cussed in this paper as for the states that are, the data
for several of the weaker transitions, particularly at 318
MeV, are relatively sparse, as indicated by the comments
in Table I.
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TABLE 1. States of *®Ca up to 7 MeV. Excitation energies
are from Ref. [22]. Multipolarity assignments are from Ref.
[23]; uncertain assignments are enclosed by parentheses.

E (MeV) Jr Comments
0.000 of
3.832 27 pn fitted
4.284 o
4.503 a7 not resolved from 37 *®
4.507 37 pn fitted
4.612 3t
5.147 57
5.252 (5%) sparse 318 MeV data
5.304 17) sparse 318 MeV data
5.322 sparse data
5.369 3, pn fitted
5.461 07
5.729 57 pn fitted
6.104 47
6.342 4F pn fitted
6.614 (17) sparse 318 MeV data
6.648 af sparse 318 MeV data
6.685 27
6.750 sparse data
6.795 2+
6.820 sparse 318 MeV data
6.895 sparse 318 MeV data

®Data not reported for this state. See Sec. V A 2.

A. 318 MeV experiment

Polarized-proton beams with energies in the range
317.8+0.3 MeV were provided by the Los Alamos Meson
Physics Facility (LAMPF). The beam current measured
by the ionization chambers was normalized by measuring
elastic p-p scattering from a CH, target and comparing to
phase-shift calculations [24]. The beam polarization was
measured by the continuous in-line polarimeter described

in Ref. [25] and ranged from about 0.7 to 0.8. The scat-
tered protons were analyzed with the HRS spectrometer
using the standard focal-plane array described in Ref.
[26]. Data were collected for laboratory scattering angles
between 5° and 39° in steps of 2°, plus an additional set-
ting of 9.6°. Spectra were constructed for an acceptance
of £1.03° and were analyzed with the line-shape fitting
code ALLFIT [27]. The resolution [full width at half max-
imum (FWHM)] for the “Ca peaks varied from about 35
keV for the smallest laboratory angles to about 55 keV
for the largest. A typical spectrum is shown in Fig. 1.

The isotopically enriched 44Ca target had a thickness
of 7.0 mg/cm?. By comparing yields extracted for 4°Ca
peaks to the “°Ca data from Ref. [28], it was determined
that the 4°Ca contamination in the *8Ca target was 2.2%
(stoichiometric percentage). Where the *°Ca peaks were
not strong and resolved, the areas of those peaks were
held fixed to values consistent with the data from the
same reference.

B. 200 MeV experiment

Polarized-proton beams with energies in the range
201.4 £+ 0.2 MeV were provided by the Indiana Univer-
sity Cyclotron Facility (IUCF). The accumulated beam
charge was measured with Faraday cups internal (exter-
nal) to the scattering chamber for angles less (greater)
than 18°. The small internal cups were calibrated against
the larger and more accurate external Faraday cup. The
beam polarization was determined from the asymmetry
of low-energy proton scattering from *He using a gas cell
lowered into the beam between the injector and main-
stage cyclotrons every few hours. Typically polarizations
of 72-77% for spin up and 74-79% for spin down were
obtained with very little change between measurements.

The *8Ca target had a thickness of 15.2(2) mg/cm?
and was 97.69(5)% pure. Measurements were made with
the K600 spectrometer for laboratory scattering angles
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FIG. 1. Typical spectrum for **Ca(p,p’)
at E, = 318 MeV acquired with the HRS
spectrometer at LAMPF. Note the logarith-
mic scale. The total fit and each individual
peak are shown, including those due to the
small *°Ca impurity.
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ranging from about 5.86° to 55.27°. The fitting of the
spectra was done using the same methods as for the 318
MeV data. A typical spectrum is shown in Fig. 2. The
energy resolution was typically 30-50 keV FWHM.

III. ANALYSIS PROCEDURES
A. Folding model

Detailed discussions of our implementation of the fold-
ing model and the local density approximation can be
found in Refs. [17] and [18]. The methods used for fitting
neutron transition densities to proton scattering data can
be found in Refs. [10,13-15]. In this section we summa-
rize those aspects of the model relevant to this paper.

Proton scattering calculations were performed with the
code LEA [29]. The effective interaction is evaluated for
the local density at the projectile site. Knock-on ex-
change is included in the zero-range approximation [30].
Both optical potentials and scattering potentials were
generated from the same effective interactions, except
that the density dependence of the inelastic interaction
is enhanced with respect to the elastic interaction by the
rearrangement factor derived by Cheon et al. [31].

All calculations presented here are based upon em-
pirical effective interactions fitted to proton scattering
data for both %0 and 4°Ca simultaneously [32,28,20].
These analyses fit density-dependent modifications to the
isoscalar spin-independent central and spin-orbit compo-
nents of the nucleon-nucleon effective interaction. How-
ever, several analyses have been performed for both ener-

gies with different selections of data and different repre- -

sentations of the low-density limit of the effective interac-
tion. For example, slightly different results are obtained
when fitting to inelastic data for both targets or when
including the elastic data also. Similarly, slightly dif-
ferent results are obtained when the Franey-Love (FL)
parametrization of the nucleon-nucleon ¢ matrix [33] is

FIG. 2. Typical spectrum for **Ca(p,p’)
at E, = 200 MeV acquired with the K600
spectrometer at IUCF. Note the logarithmic
scale. The total fit and each individual peak
are shown, including those due to the small
40Ca impurity.

used to represent the free interaction or when the free in-
teraction is taken from the low-density limit of a nuclear
matter calculation, such as the Paris-Hamburg (PH) G
matrix [34,35]. The latter does not reduce to the nucleon-
nucleon ¢ matrix in the limit kz — 0. Since it is fitted
to nucleon-nucleon data and is available over a broader
range of energy, we have chosen to employ empirical ef-
fective interactions based upon the FL ¢ matrix. Finally,
at each energy we chose the interaction which gives the
best results for the self-conjugacy test, which at 200 MeV
was found to be the interaction labeled LR3 in Table II
of Ref. [20] and at 318 MeV the interaction labeled EI3 in
Table I of Ref. [28]. The former includes both elastic and
inelastic data, whereas the latter is based upon inelastic
scattering data only. We found that use of the 318 MeV
interaction that includes the elastic data gave slightly in-
ferior self-conjugacy results to the interaction based upon
inelastic scattering data alone, possibly because the den-
sity dependence of the 318 MeV interaction is so strong
that minor inaccuracies in the Cheon rearrangement pre-
scription could adversely affect the interaction fitted to
elastic and inelastic scattering simultaneously. At 200
MeV, on the other hand, exclusion of the elastic data
from the analysis of the effective interaction has very lit-
tle effect upon the 48Ca analysis.

For both energies the isovector components of the ef-
fective interaction were obtained by parametrizing the
density dependence of the theoretical effective interac-
tion due to Ray [36] and applying the corrections to the
FL t matrix as described in Ref. [32]. This model of
the effective interaction is designated LR. The sensitiv-
ity of the fitted neutron densities to ambiguities in these
prescriptions is examined in Sec. IV and is found to be
small.

Proton transition densities were obtained by unfolding
the proton form factor from the transition charge densi-
ties measured by Wise et al. [1] using electron scattering
and were not varied during the analysis. Similarly, the
ground-state proton density was obtained by unfolding
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the proton form factor from the charge density tabulated
in Ref. [37]. Predictions for proton elastic scattering from
48Ca at 200 MeV and 318 MeV are compared with data in
Fig. 3, where the solid lines are based upon the assump-
tion p, o pp and the dashed lines employ ground-state
neutron densities constructed by Ray [38] by adding a
theoretical model of p, — p, to the measured p,. Al-
though the latter provides a slightly better description
of the elastic scattering data for intermediate momen-
tum transfers, the differences between neutron transition
densities fitted to inelastic scattering data using distorted
waves based upon these two models are extremely small
because distortion of inelastic scattering is quite insensi-
tive to details of the ground-state neutron density [15].
Therefore, the fits for inelastic scattering were performed
assuming proportionality between the ground-state neu-
tron and proton densities, which should not cause any
significant errors in the fitted densities. Furthermore,
the small discrepancies between the elastic data and the
calculations at large momentum transfers should have a
negligible effect on inelastic scattering.

B. Transition densities

The matter densities are defined by

pir(r) = E<f||

T

ri)
Y5 (7:)lle), (1)
where the sum runs over either protons or neutrons when
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FIG. 3. Data for elastic scattering of 200 and 318 MeV pro-
tons by *®Ca are compared with calculations based upon the
empirical effective interactions for those energies. The solid
curves use the proton density from electron scattering and
assume pn x pp. The dashed curves use a neutron transition
density based upon a theoretical calculation of p, — pp, as
described in the text.

T = p or n, respectively. It is also convenient to de-
fine isoscalar and isovector densities pg = p, + pp and
P1 = Pn — Pp, respectively. Although it is customary
to represent the proton density as a Fourier-Bessel ex-
pansion (FBE) when analyzing electron scattering data,
we find it more convenient to represent neutron densi-
ties using the Laguerre-Gaussian expansion (LGE) when
analyzing proton scattering data. Hence, we expand the
density

ps(r) =z'e”

Za LI+1/2(222), (2)

where z = r/bis a radial variable scaled by the oscillator
parameter b and L, is a generalized Laguerre polynomial
of order n. We have chosen to use b = 2.0 fm for the
calcium isotopes based upon the harmonic-oscillator shell
model.

The strength of the transition is customarily charac-
terized by the multipole moment or matrix element

My (r) = [ drr?*2p.(r) 3)

where again 7 = p for protons and n for neutrons. The
subscript J will be omitted whenever possible for brevity
in the rest of this work. Unfortunately, the moments M,
and M, are often not determined very well by scattering
experiments. These quantities strongly emphasize very
large radii through the weighting factor 77+2. Scatter-
ing experiments for intermediate momentum transfers,
typically 0.25 < ¢ < 3.0 fm™!, provide accurate mea-
surements of transition densities for intermediate radii,
typically 1 < r < 8 fm, but determine neither very long
nor very short wavelengths. The analysis of such data
requires the use of both high momentum and large ra-
dius constraints. However, even when a tail bias is ap-
plied with considerable care, imperfections in the data in
localized regions of momentum transfer sometimes tend
to produce unlikely structures in the fitted densities at
large radii. The M, and M, values can then depend
too strongly on the details of the tail bias. Therefore,
long-wavelength quantities such as M,, and M, cannot
be determined in a model-independent fashion.

In order to obtain a relatively model-independent mea-
sure of the relative strengths of neutron and proton tran-
sition densities, it is useful to employ the ratio

R.p = pn(qn)/Pp(dp), (4)

where
Prlg) = / dr 23,5(qr)pa(r) (5)

is the Fourier-Bessel transform of the proton or neutron
transition density where A = p or n and where gy is the
momentum transfer for which p, attains its maximum
value. Therefore, since both the numerator and denom-
inator are usually accurately determined by scattering
experiments, R,, should be stable and subject to little
model dependence. In fact, we have found in several
previous analyses that variations of the tail bias which
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produce as much as 20% variations in M, result in less
than 1% variations in R,,. Since R, is based upon the
peaks of the form factors, it should more closely repre-
sent the results of scaling analyses than does the ratio
M, /M,.

The moments we quote for proton transition densities
were obtained from the electron scattering work of Wise
et al. [1]. However, inspection of the moment integrand
r7+2p,(r) reveals that insufficient attention was paid to
the large-r behavior during that analysis, resulting in
unrealistically strong oscillations at large radii for some
of the densities. Hence, we believe that the uncertainties
they quote for M, are overly optimistic. Fortunately,
although errors in M,, can affect the ratio M,,/M,, the
R,,,, ratio is relatively insensitive to the tail of the density
and should be more stable. Moreover, even when other
authors express their results in the form of M,,/M,, it is
usually a quantity similar to R,, that they have obtained
by analyzing the peaks of angular distributions.

C. Fitting procedures

A high-g bias is applied to the fits to facilitate esti-
mation of the incompleteness error that results from the
limited range of momentum transfer for which data are
fitted. Although for most states data are available for
larger momentum transfers, the fits were restricted to a
range of momentum transfer ¢ < 2.7 fm~! for several
reasons. First, charge form factors tend to be known
well only up to about twice the Fermi momentum (which
is about 2.7 fm~!). Second, the validity of the reaction
model also tends to be limited to values of ¢ up to about
twice the Fermi momentum. Finally, it is expected that
the form factors drop precipitously after this.

Additional uncertainties of 5% for cross sections and
+0.05 for analyzing powers were folded into the data for
all the fits. This was done partly to account for residual
errors in the reaction model and partly to put approx-
imately equal weighting on the observables throughout
the fitted range of momentum transfer. However, all data
shown in this work are plotted with the original error
bars. Finally, normalization errors of 5% were assumed
for both data sets, 200 and 318 MeV. The contribution
of the normalization uncertainty to the error bands was
evaluated by refitting the densities using renormalized
cross sections. When fits were performed with more than
one data set, the normalization errors were evaluated for
each data set independently and the contributions to the
error bands were combined in quadrature.

An important physical constraint concerns the large-r
behavior of the radial density. While higher-order terms
allow a niore flexible shape, they also permit ringing at
unreasonably large r. These unphysical artifacts of fit-
ting a linear expansion can cause very large errors in
the determination of moments for which the density is
weighted by a large power of r. This error can be mini-
mized through the addition of a penalty function

[8(r:) = p(ro))?
=2 P ©)
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to x? that inhibits deviations of the fitted density from
radial pseudodata that obey the asymptotic tail function

t(r) = se 4 /r™, (7

where s is matched to p,(r) at r = r,. Although an
earlier analysis for 3°Si [12] used the above equation with
n = 2, the results are rather insensitive to the choice of
n and subsequent analyses, including the present work,
were performed with n = 0. Similarly, since the fits to
scattering data are relatively insensitive to the value of
d, this parameter was chosen by examining the moment
integrand r'+2p,,(r) for r > r,,,. We find that the choices
rm = 7.0 fm and d = 3.5 fm produce smooth tails without
large-r oscillations and with very little impact upon fits
to the data. Note that these choices are similar to those
made previously for 8Sr [16], but lighter nuclei seem to
prefer smaller values of d.

For all states except 47, a tail weight of w = 1.0 was
sufficient, but for the 47 data at 200 MeV a stronger tail
bias was required. Hence, the 47 data for both energies
were analyzed with w = 0.1. For each state ten radial
pseudodata spaced by 0.5 fm were employed for the tail
bias.

Figure 4 shows a plot of the error envelope for the 2]
state of #Ca fit to 200 and 318 MeV data simultaneously.
The normalization error dominates at large r because of
its effect on the low-q data and the My, moment. The
statistical uncertainties dominate at intermediate values
of r because the data cover mainly intermediate values
of g. The incompleteness error dominates in the interior
where the limitation in the range of momentum transfer
has the greatest effect.

IV. SENSITIVITY TO MODELS OF THE
EFFECTIVE INTERACTION

The empirical interactions used to fit the neutron den-
sities in this paper have already undergone extensive test-
ing for accuracy and A independence [32,28,20,19]. How-
ever, the fitting of densities offers additional important
tests.

1.2 v T v L T
Ee 1.0 '\\ T
|.§ 0.8} \\ 4'SCO 2:- _
L]
o 0.8 \\\ .
< 04! \ .
c L 'I ‘ , 4
% 0.2 ] /; . \,'-/\ <A\ -
PR )
0.0
0 2 4 6 8
r (fm)

FIG. 4. The error band (solid lines) for the neutron transi-
tion density for the 2] state of *®Ca is decomposed into statis-
tical (dash-dotted lines), incompleteness (long-dashed lines),
and normalization (short-dashed lines) contributions.
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A. Self-conjugacy tests

An important test of the accuracy of the effective inter-
actions can be made by fitting isoscalar densities to data
for self-conjugate targets, such as “°Ca, where charge
symmetry ensures that p,(r) and p,(r) are very nearly
equal. Thus the isoscalar density po = pn + pp can be fit
to data for self-conjugate targets without supplying any
nuclear structure input. If the interaction is accurate,
the resulting isoscalar density should be just twice the
point proton density. This procedure, known as the self-
conjugacy test, allows us to fit proton transition densities
to (p,p') data for comparison to the completely indepen-
dent and a priori more reliable (e,e’) proton transition
densities.

An analysis of this type was presented by Kelly et al.
[13] for 32S(p,p') at 318 MeV, where it was demonstrated
that isoscalar densities fitted using the empirical effective
interaction reproduce electron scattering measurements
very well. It was also found that use of the empirical ef-
fective interaction was essential to obtaining good agree-
ment between (p,p') and (e, e’)— theoretical effective in-
teractions gave much less satisfactory results. A similar
analysis of data for 200 MeV protons scattered by 4°Ca
is presented in Ref. [15], where again good agreement be-
tween (p,p’) and (e, €’) is obtained using empirical inter-
actions and inferior results with theoretical interactions.

In Fig. 5 we compare transition densities fitted to 200
and 318 MeV proton scattering data for “°Ca [20,28] with
densities fitted to electron scattering data by Miskimen
[39]. Dashed lines were fitted to 200 MeV data, dotted
lines to 318 MeV, and solid lines to electron scattering.
The error bands fitted to both proton scattering data
sets simultaneously encompass the single-energy fits over
most of the radial range, demonstrating the energy in-
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FIG. 5. Self-conjugacy test. Transition densities for *°Ca
fitted to proton scattering data for 200 MeV (dashed lines),
318 MeV (dotted lines), or both data sets simultaneously
(bands) are compared with densities from electron scattering
(solid lines).
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dependence of the fitted densities. The densities fitted
to proton scattering data agree very well with those fit-
ted to electron scattering, demonstrating the accuracy
of the fitted densities. However, since the analysis of the
electron scattering data did not treat the tail bias as care-
fully as the present analysis of proton scattering, several
of the densities from (e, e’), such as the 2] and 3; den-
sities, exhibit significant large-r oscillations. These oscil-
lations, which are especially evident in plots of r7 *2pp,
are probably correlated with the more pronounced in-
terior structure present in some of the (e,e’) densities.
Therefore, we do not regard these small differences be-
tween the two analyses to be meaningful and consider
the self-conjugacy test to have been fully satisfied by the
empirical effective interactions chosen for the analysis of
the *8Ca data.

B. Dependence upon the isovector interaction

Since the isovector components of the effective interac-
tion are not determined by fits of the empirical effective
interaction to isoscalar transitions within self-conjugate
nuclei, it is also important to evaluate the effect of possi-
ble uncertainties in the isovector interaction upon the fit-
ted neutron densities. Among the states analyzed herein,
we find that the isovector density is most important for
the 2 state. Furthermore, the relative strength of the
isovector interaction compared with the isoscalar interac-
tion decreases over the energy range considered. Hence,
the analysis of the 200 MeV data for the 2] state should
be most sensitive to possible ambiguities in the isovector
interaction. Therefore, we refitted these data using sev-
eral variations of the isovector interaction. First, the em-
pirical interaction based upon the FL t matrix including
the LR theory for the density dependence of the isovec-
tor interaction was used to extract the neutron transi-
tion density. Second, the density dependence of the LR
isovector interaction was turned off and the neutron den-
sity was refitted. Third, the isovector interaction was
eliminated completely and yet another neutron density
was fitted.

The results of these three variations are compared in
Fig. 6, which shows that the differences between them
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FIG. 6. The sensitivity of p, fitted to the 200 MeV data
for the 2] state of “®Ca to uncertainties in the isovector inter-
action is illustrated by comparing fits excluding the isovector
interaction (solid lines) or using a density-independent isovec-
tor interaction (dashed lines) with the full analysis (band).
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are very small. Thus, substitution of the low-density
limit of the isovector force for the density-dependent ver-
sion has very little effect and even complete exclusion of
the isovector force has relatively little effect on the fit-
ted density. The somewhat larger density near r ~ 6
fm that results from elimination of the isovector interac-
tion altogether increases the fitted value of M, by 9%,
which is about 3 times its estimated uncertainty. Since
this is an unrealistically large variation of the isovector
interaction, the uncertainty in M,, due to the isovector
interaction must be smaller. Therefore, the LR isovector
terms would have to be grossly inaccurate to have any
significant impact on the fitted neutron densities. Fur-
thermore, since the isovector contribution decreases with
increasing energy, uncertainties due to the isovector in-
teraction at 318 MeV and 500 MeV should be even less
than shown here.

C. Ambiguities in the low-density interaction

Finally we consider the sensitivity of fitted neutron
densities to possible ambiguities in the effective interac-
tion for low densities. Although a strict interpretation of
the local density approximation (LDA) would require the
effective interaction to approach the free nucleon-nucleon
t matrix in the limit kr — 0, phenomenological analy-
ses of proton scattering data require modifications of the
low-density interaction in order to obtain good fits to the
data for states with surface-peaked transition densities.
These modifications reflect limitations of the LDA. Fur-
thermore, nuclear-matter theories of the effective interac-
tion, such as the Paris-Hamburg (PH) model [34,35], do
not necessarily reduce to the free t matrix as kr — 0 ei-
ther [17]. Therefore, although we have chosen the empir-
ical effective interactions which give the best results for
the self-conjugacy test, ambiguities in the model of the
low-density interaction could affect fitted neutron tran-
sition densities.

The sensitivity of transition densities fitted to the 200
MeV data for 8Ca is illustrated in Fig. 7, where the solid
lines are based upon the interactions labeled {LR1, LR2,
LR3} in Ref. [20] and the dashed lines are based upon
interactions {PH1, PH2, PH3} from the same source.
The former are based upon the FL ¢ matrix and the latter
upon the low-density limit of the PH interaction. Within
each set there are three selections of data employed in the
analysis, with the PH3 and LR3 interactions being based
upon the same and the most complete data set. For
the present purposes it is not important to distinguish
within the figures between these variations within each
set. We find that the spread among results obtained with
interactions of the same type is never significantly larger
than the uncertainty estimated by the fitting procedure,
and is often substantially less. The largest such spread
is about +1.36M,, for the 3, state, where dM,, is the
estimated uncertainty in M,,.

Systematic differences between the two sets of densi-
ties provide an indication of residual uncertainties due
to the reaction model. These differences involve both
shape and scale. With the exception of the 4; state,
where the two sets agree, the fitted transition radii are
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FIG. 7. The sensitivity of p, fitted to 200 MeV data for
“8Ca to ambiguities in the low-density effective interaction
is illustrated by comparing fits based upon the {PH1, PH2,
PH3} interactions (dashed lines) with fits based upon the
{LR1, LR2, LR3} interactions (solid lines).

about 0.2 fm smaller for the PH interactions than for the
LR interactions. These smaller radii are compensated by
larger peak densities, so that the fractional differences
between results obtained with the two sets of interac-
tions are generally smaller for integral moments than for
densities. Thus, the differences between the LR3 and
PH3 interactions, which are both based upon the most
complete data set, range between 6% and 18% or (1.5-
3)dp,, for the peak of the transition densities or between
3% and 11% or (0.5-3)6 M, for integral moments. (Note
that the deviation between LR3 and PH3 results is not
directly related to the estimated uncertainties.) Since the
agreement between the densities and moments obtained
from the 200 and 318 MeV data are generally as good
or better than the agreement between these two sets of
interactions for 200 MeV, we conclude that the system-
atic uncertainties due to the reaction model are probably
no more than twice the uncertainties estimated by the
fitting procedure. These uncertainties do not affect any
important features of the densities or their comparison
with theoretical models.

V. ENERGY INDEPENDENCE OF pxn
A. Analysis of 200 and 318 MeV data

Neutron transition densities are properties of the tar-
get and thus are independent of the properties of the
beam. The error bands already include uncertainties due
to statistics and normalizations, penetrability and dis-
tortion, and incompleteness, but do not include uncer-
tainties due to the effective interactions. As a check that
these interaction uncertainties are under control, we can
compare densities fitted to data of different energies. We
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have taken data for low-lying states of *8Ca at 200 and
318 MeV. If the densities determined separately by each
energy’s data set are all consistent with each other for
each transition, then we can be confident that both the
fitted neutron densities and the interactions used to ob-
tain them are indeed accurate.

Neutron transition densities were fitted to data for the
21, 37, 35, 47, and 5; states of *Ca at 200 MeV, 318
MeV, and again to both energies simultaneously. Also,
the densities fitted at each energy were used in conjunc-
tion with the empirical interaction for the other energy
to predict the observables at that other energy. For ex-
ample, the density fitted to 318 MeV data was used with
the 200 MeV interaction to calculate the observables for
200 MeV. We call these cross-energy calculations.

Finally, in order to simulate typical past analyses, a
scale factor fit was done to the combined data set (200
MeV and 318 MeV data) for each state. In the scale
factor fit it is assumed that p,(r) = Spy(r), where the
proton transition density is held fixed while S is allowed
to vary to minimize x2. For each case the range of g
used in these fits was limited to the dominant peak of
the cross section angular distribution so as to sample the
bulk of the radial density. Thus, differences between the
radial shapes of neutron and proton transition densities
are revealed by deviations from the scale factor fits as
the momentum transfer increases. These differences are
described by the LGE analysis.

The results can be seen in Figs. 8-12. Each figure
has the same six-panel format. On data plots, solid
lines represent dual-energy fits, short-dashed lines repre-
sent single-energy fits, long-dashed lines represent cross-
energy calculations, and dotted lines represent scaling
fits. The upper right panel in each figure compares fitted
densities, where the dashed line is the 200 MeV deunsity,
the solid line is the 318 MeV density, and the band is
the result of the dual-energy fit. To properly interpret
these figures, it must be remembered that the single-
energy fits also carry error bands which are somewhat
wider than those of the dual-energy fits, particularly for

small radii and 318 MeV, but these bands cannot be eas-
ily displayed without excessive clutter. To illustrate the
sensitivity to shape differences between the proton and
neutron transition densities, the lower right panel com-
pares the scaled proton density, shown as a solid line,
with the neutron density, shown as a band, that results
from the dual-energy analysis.

Before discussing the analysis of each state, we make
a few general observations. It can be seen from the fig-
ures that the densities determined by the single-energy
fits are consistent with the error bands produced by the
dual-energy fits. Furthermore, on the data plots, the
single-energy fits (dashed lines) are barely distinguish-
able from the dual-energy fits (solid lines). Similarly,
the cross-energy calculations are often difficult to distin-
guish from the solid lines except at values of ¢ beyond
the range analyzed. Note that whenever a cross-energy
calculation deviates from the dual-energy fit, the differ-
ences are larger for the 200 MeV calculation based upon
the 318 MeV density. Because of smaller absorption, the
200 MeV data are more sensitive to details of the radial
density. Thus, the dual-energy fits tend to be dominated
by the 200 MeV data and to produce densities closest to
those fit to the 200 MeV data alone. Nevertheless, these
densities provide excellent predictions for the 318 MeV
data.

Therefore, even though the angular distributions for
each state are rather different for the two energies, essen-
tially the same density results from fits to either energy.
This is strong support for the claim that the empirical
interactions used in this analysis are accurate and inde-
pendent of target and that the neutron transition den-
sities fitted using these interactions are accurate to the
extent shown by the error bands.

1. 2] state

The fits to the data for the Zf' state, shown in Fig. 8,
are all excellent. It is difficult to distinguish the single-

4 FIG. 8. Results for the 2; state of **Ca. In
the first two columns, short-dashed lines por-
tray single-energy fits, solid lines dual-energy
fits, and long-dashed lines cross-energy cal-
culations, as described in the text. Note
that it is difficult to distinguish between these

curves. The dotted lines portray dual-energy

scale factor fits. In the upper-right panel,
the dashed line is the 200 MeV density, the
solid line is the 318 MeV density, and the
band is the dual-energy density. In the
lower-right panel, the band is the dual-energy
density and the solid line is the scaled den-
sity, pn = Spp, based upon the dotted lines
in the first two columns.
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energy fits (short-dashed lines) from the dual-energy fits
(solid lines). Also, the cross-energy calculations (long-
dashed lines) are difficult to discern except on the 200
MeV analyzing power plot for ¢ > 2.8 fm~!, which is
outside the fitting range. Both the cross sections and
analyzing powers at both energies are described very
well. The resulting densities are shown in the upper right
panel. The dashed line is from the fit to the 200 MeV
data, the solid line is from the fit to the 318 MeV data,
and the band is the density from the combined fit. One
has to imagine error bands on the single-energy densities
whose widths are somewhat larger than that of the error
band shown for the dual-energy density, particularly for
small radii and 318 MeV. When this is done, it is easily
seen that the three densities are self-consistent.

The scale-factor fit describes the data for the first max-
ima of the cross section angular distributions well, but
the deviations increase rapidly with increasing momen-
tum transfer, revealing a significant difference between
the shapes of the neutron and proton transition densi-
ties. The lower right panel shows the density of the com-
bined fit as a band and the scaled density as a solid line.
The shape of the surface lobe of the scaled proton den-
sity is narrower and positioned at smaller r, such that its
Fourier transform falls less rapidly with ¢ than that of
the LGE density and the corresponding cross section is
too large at high gq. Nevertheless, the smaller radius for
the peak of Sp,(r) is compensated by its greater height
so that both densities have similar moments and similar
form factors at low ¢, and we find S ~ M,/M, = R,,.
The LGE analysis clearly permits much more detailed
information to be extracted from the data than a sim-
ple scale factor, and thus permits more discriminating
evaluations of nuclear structure models to be made.

2. 3, state

The fits to the data for the 3] state are shown in Fig. 9.
Here again the single-energy fits, the dual-energy fits, and
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the cross-energy calculations are almost indistinguishable
from each other and all provide excellent descriptions of
the data, particularly for 200 MeV. The densities in the
upper right panel are clearly consistent with each other,
with the single-energy fits residing inside the band for
most of the plot.

The lower right panel again shows some shape differ-
ences between the proton and neutron densities. Even
though this is a surface peaked state, the scale factor fits
again clearly deviate from the data for large ¢ due in
part to the extra height and reduced width of the scaled
density.

We have also investigated the likely impact of the un-
resolved 4] state on the extraction of the 3] transition
density. These states are separated by only 4 keV and
could not be resolved by the experiment. However, there
is good reason to believe that the strength of the 47
state is very small compared to that of the 3] state.
We will see in Sec. VII that the densities predicted by
the ERPA model [4] show excellent agreement with our
results. Consequently, we used the ERPA predictions
for the 41 densities in conjunction with our empirical
effective interactions to produce predictions for the ob-
servables for this state. First, it was found that the ob-
servables barely changed when the results of the 47 cal-
culations were “subtracted” from the 3] data. Second,
we refitted the “corrected” 37 data and found that our
inability to resolve the minuscule separation of the 47
and 37 states has very little effect on the densities fitted
to either 200 MeV or 318 MeV data. A more detailed
description of this analysis is given in Ref. [15].

3. 3; state

The results for the 3; state are shown in Fig. 10. Yet
again the single-energy fits and the dual-energy fits are
almost indistinguishable from each other and all provide
excellent descriptions of the data. Although the 318 MeV
density appears to be a little wider than the 200 MeV

FIG. 9. Results for the 3] state of
7 48Ca. In the first two columns, short-dashed
lines portray single-energy fits, solid lines
dual-energy fits, and long-dashed lines

cross-energy calculations, as described in the
text. Note that it is difficult to distinguish
L between these curves. The dotted lines por-

tray dual-energy scale factor fits. In the up-

per-right panel, the dashed line is the 200
MeV density, the solid line is the 318 MeV
: density, and the band is the dual-energy den-
sity. In the lower-right panel, the band is
the dual-energy density and the solid line is

the scaled density, p, = Sp,, based upon the
dotted lines in the first two columns.
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FIG. 10. Results for the 3, state of
48Ca. In the first two columns, short-dashed
lines portray single-energy fits, solid lines
dual-energy fits, and long-dashed lines
cross-energy calculations, as described in the
text. Note that it is difficult to distinguish
between these curves. The dotted lines por-

tray dual-energy scale factor fits. In the up-

per-right panel, the dashed line is the 200
MeV density, the solid line is the 318 MeV
density, and the band is the dual-energy den-
sity. In the lower-right panel, the band is
the dual-energy density and the solid line is
the scaled density, pn, = Spp, based upon the
dotted lines in the first two columns.
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density, the error bands for these two results nearly over-
lap. Hence, the densities in the upper right panel are
essentially self-consistent. The lower right panel shows
that the shapes of the neutron and proton densities are
similar. As a result of their close similarity, the scale-
factor fit does a much better job of reproducing the data
than scale fits for the 2'1" or the 3] states, but it is still
not as accurate at large ¢ as is the LGE fit.

4. 47 state

As shown in Fig. 11, the single-energy and dual-energy
fits and the cross-energy calculations for the 47 state are
again almost indistinguishable from each other and all
provide very good descriptions of the data. The single-
energy densities plotted in the upper right panel are al-
most lost in the dual-energy band and hence are inar-
guably self-consistent.

4

(o]

r (fm)

The lower panel shows the result of the scale-factor fit
and demonstrates that the shapes of p,, and p, are clearly
different. The scale-factor fit does a very poor job of
describing the data. The scaled density peaks at smaller
r than the LGE density, but the width of the main lobe
is greater. Also, the inner lobe is significantly smaller
than that of the LGE density. The inward compression
in r is again accompanied by an outward stretch of the
observables in g.

Note that because the shapes of p,, and p, are so dif-
ferent, the fitted scale factor depends strongly upon the
range of ¢ that is employed. For the scale-factor analysis
shown in Fig. 11 we chose to fit data only for ¢ < 1.0
fm~!, which allows the fitted cross section to overshoot
the peak of the angular distribution. Had we included
data at and beyond the peak in that analysis, we would
have obtained a smaller value of S. We chose to restrict
the scale-factor analysis to low ¢ so that S would be close
to M, /M,, which is a long-wavelength or low-g property

FIG. 11. Results for the 4] state of
48Ca. In the first two columns, short-dashed
lines portray single-energy fits, solid lines
dual-energy fits, and long-dashed lines
cross-energy calculations, as described in the
text. Note that it is difficult to distinguish

between these curves. The dotted lines por-

T tray dual-energy scale factor fits. In the up-
per-right panel, the dashed line is the 200
MeV density, the solid line is the 318 MeV
density, and the band is the dual-energy den-
sity. In the lower-right panel, the band is
the dual-energy density and the solid line is
the scaled density, p, = Sp,, based upon the
dotted lines in the first two columns.
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FIG. 12. Results for the 5 state of
48Ca. In the first two columns, short-dashed
lines portray single-energy fits, solid lines
dual-energy fits, and long-dashed lines
cross-energy calculations, as described in the
text. Note that it is difficult to distinguish

-

between these curves. The dotted lines por-

tray dual-energy scale factor fits. In the up-
per-right panel, the dashed line is the 200
MeV density, the solid line is the 318 MeV
i density, and the band is the dual-energy den-
sity. In the lower-right panel, the band is
. the dual-energy density and the solid line is
the scaled density, pn, = Sp,, based upon the
dotted lines in the first two columns.
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of the transition densities. Obviously, unambiguous val-
ues for S can be obtained only when the neutron and pro-
ton densities have sufficiently similar shapes. Therefore,
the identification of S with M, /M,, often made in tradi-
tional analyses of hadron scattering data can be fraught
with difficulties whenever the two densities differ appre-
ciably in shape.

5. 5, state

The results for the 5] state are shown in Fig. 12. The
LGE fits, the cross-energy calculations, and the scaling
fits are in good agreement with each other and the shapes
of p, and p, are just about identical. The curves are a
little too high for the 318 MeV cross section for high
q and slightly too low near 2.2 fm~! for the 200 MeV
analyzing power. While there appears to be a leftward
shift of the 318 MeV neutron density, we must remember
that the error bands on single-energy fits are wider than
on the dual-energy fits, such that the error band for the
318 MeV density nearly overlaps the dual-energy error
band. Consequently, there is little or no inconsistency
between these results.

B. Comparison with 500 MeV data

We have used our densities in conjunction with the
empirical effective interaction for 500 MeV protons [40]
to predict cross sections and analyzing powers for the
scattering of 500 MeV protons from **Ca. These calcu-
lations are compared to existing data [41] in Fig. 13. In
addition, scale-factor fits to low-q data for 500 MeV are
shown as dashed lines. Despite the reduced penetrability
at 500 MeV, the results for the 2] data clearly favor the
density fitted to the lower-energy (p,p’) data over sim-
ple proportionality—evidently, useful sensitivity to the
shape of the radial density remains at 500 MeV. The dif-
ferences between the two models are smaller for the 37

4
r (fm)

6 8

state, as also observed at the lower energies.

The data for both states are well reproduced except
near the diffraction minima where the calculations pre-
dict sharper structures than observed in the data, partic-
ularly for the 2 state. Similar effects were observed by
Flanders et al. when comparing calculations based upon
the empirical effective interaction with 500 MeV data for
40Ca, but to a lesser degree (see Ref. [40]). Corrections
due to multiple scattering, angular resolution, and ac-
ceptance averaging based upon the quoted experimental
conditions do not appear to be sufficient to account for
these discrepancies, but the contribution of the 3] state
of 4°Ca would be sufficient to explain these discrepancies
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FIG. 13. Predictions for 500 MeV (p,p’) (solid lines) based
upon fitted neutron densities are compared with data for the
2} and 3] states of *®Ca. Scale-factor fits to these data are
shown by dashed lines.




2080 A. E. FELDMAN et al. 49

TABLE II. LGE expansion coefficients for neutron transition densities for **Ca using b = 2.0

fm. The units of a, are fm 3.

27 37 3;
(1.53+0.10) x 1072 (3.38+0.13) x 1072 (1.90 +£0.08) x 1072
(—2.35+0.08) x 1072 (—1.31 4 0.06) x 1072 (—6.54 +0.25) x 1073
(1.09 £+ 0.03) x 1072 (1.3240.11) x 1073 (5.31 £ 0.60) x 10~*
(—3.96 + 1.96) x 10™* (3.76 £ 0.70) x 10~* (1.99 £ 0.37) x 107*
(—6.93+1.61) x 107* (=7.95+£2.94) x 107° (—3.25+1.67) x 10~°
(—0.93 £1.02) x 10™* (-3.12+1.72) x 10~ (—1.64 £0.96) x 107°
(9.13 £6.75) x 107° (3.61 +£8.93) x 107° (1.04 £5.18) x 107°
(6.09 £ 4.78) x 10~° (3.91 £5.67) x 107° (1.89 £ 3.21) x 10°°
(1.83 +2.28) x 1073 (0.95+2.72) x 1078 (0.53 £1.43) x 107°
(3.01 4+ 6.80) x 107° (0.91 £7.85) x 10~7 (0.66 £3.97) x 10~7
(0.24 £1.18) x 10~° (—0.03 +1.30) x 1077 (0.19 £ 6.40) x 1078
(0.33 +9.30) x 1078 (—1.07£9.79) x 10~° (—0.30 £ 4.73) x 10~°
47 57
(5.38+0.30) x 103 (9.39£0.44) x 1073
(—4.64 £0.14) x 1073 (-1.59 £ 0.63) x 10~*
(2.9540.48) x 107* (—9.56 £3.91) x 107°
)
)
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(2.00 +£0.37) x 10™* (-0.22 £1.61) x 10~°
(3.074+2.17) x 107° (2.854+7.41) x 107°
(0.134+1.21) x 1075 (0.51 +£4.18) x 107°
(—0.19 +6.23) x 107° (0.00 £+ 2.24) x 10~
(—0.01 +2.48) x 107° (~0.134+9.76) x 1077
(0.04 £7.15) x 1077 (—0.01 £3.06) x 107
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10 (0.00 £1.42) x 10~7 (0.03 £6.53) x 1078
11 (—0.02 +1.80) x 1078 (0.08 +8.72) x 107°
12 (=0.03 £ 1.10) x 10~° (0.06 £ 5.63) x 10~ *°

between theory and experiment for the 2] state of 48Ca
if that impurity has not been subtracted properly in the
data analysis by Seth et al. [41]. Nevertheless, the fact
that the densities fitted to data for 200 and 318 MeV do
well at predicting the 500 MeV observables shows that
our results are very nearly independent of probe energy.

In addition, neutron densities were fitted to these 500
MeV data with similar results. The resulting densities
were consistent with those fitted to the 200 and 318 MeV
data when the error bands are taken into consideration
[15]. Also, triple-energy fits for the 2} and 3] states
were very successful with the data for 200, 318, and 500
MeV all being very well described by a single fitted neu-
tron density convoluted with three very different effective
interactions [15]. This further supports the energy inde-
pendence of our results.

C. Final results

We have shown that our fitted neutron transition den-
sities are independent of probe energy for all five states.
Even the cross-energy calculations are essentially indis-
tinguishable from the dual-energy fits; the occasional
small deviations always occur at values of momentum
transfer beyond the range analyzed. For each state, the
error bands of the single- and dual-energy fitted densities
either overlap or are very close. Finally, the dual-energy
densities also provide good predictions for independent
data at 500 MeV. Therefore, residual errors due to the
reaction model appear to be small such that the densi-

ties are accurate at the level indicated by the error bands.
Hence, the dual-energy fits are taken as the final results
of the analysis.

The LGE coefficients for neutron transition densities of
48Ca are listed in Table II. The uncertainties quoted for
the LGE expansion coefficients are based upon the diag-
onal elements of the error matrix, although the full error
matrix was used to construct error bands for the densities
and to calculate uncertainties in moments of the densi-
ties. These diagonal elements are adequate to approxi-
mate the fully correlated error envelope for r < r,,, but
correlations due to the tail bias reduce the uncertainties
for » > r,, and consequently result in smaller values for
6M,, than can be estimated from the diagonal elements
alone [14]. The moments, scale factors, and R,, values
for the fitted densities are compared with ERPA predic-
tions in Tables III and IV. Although the overall sign of

TABLE III. Comparison of the experimentally (expt) ex-
tracted moments, scale factors, and R,, with theoretical (th)
predictions. Uncertainties in the final digit are given in paren-
theses. Uncertainties in Mg*P* are omitted because p, was
held fixed in the fitting procedure.

State s R RL, ()™ G
27 1.98(5) 1.81(5)  2.02 2.34(5) 2.48
4f 2.18(6)  1.64(5)  3.00 2.03(6) 4.96
37 1.06(3)  0.97(3) 0.83 1.14(4) 0.84
3 1.12(4) 1.03(4) 0.95 1.13(4) 1.14
57 0.86(4)  0.81(4) 0.44 0.96(8) 0.52
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TABLE IV. Comparison of the experimentally (expt) extracted moments with theoretical (th)
predictions. The units for M,,, M, My, and M; are fm” for multipolarity L. Uncertainties in the
final digit are given in parentheses. Uncertainties in M;*P* are omitted because p, was held fixed

in the fitting procedure.

State Mexrt MP MRt MR MPt MR Mp*P M
27 9.46(21)  9.90 4.04 4.00 13.50(21) 13.90 5.42(21) 5.90
4F 100.0(32) 125.1 49.25  25.20 149.3(32) 150.3 50.8(32) 99.9
37 36.3(12) 39.23  31.78  46.79 68.1(12)  86.02 4.5(12) —17.56
3; 18.36(57) 17.77 16.23  15.54 34.59(57) 33.31 2.13(57) 2.23
57 315.(26)  276.4 3285  528.0 644.(26)  804.4 —14.(26) —251.6

po is arbitrary, we have chosen M, > 0 for all states,
such that the sign of M,, is determined by the relative
sign between p, and p,. For most states we find that
the three measures of the relative contributions of neu-
trons and protons, viz., S, R,p, and M, /M, are in good
agreement with each other, but appreciable differences
between these quantities are found for states with signif-
icant shape differences between p, and p,, such as the
2} and 47 states. The comparison between experiment
and theory is discussed in Sec. VII.

VI. COMPARISON WITH PREVIOUS ANALYSES

Our results for moments of the neutron and proton
transition densities are compared with the results from
several previous analyses of pion, alpha, or proton scat-
tering from “®Ca in Table V. These comparisons are of
interest particularly for the 2'1" state of 8Ca because the
M, /M, ratio for this state has been identified by Bern-
stein et al. [8] as unusually large for a lowest 2% exci-
tation. Using a value of M, deduced by Bernstein [42]
from the alpha scattering data of Ref. [43] for E, = 31
MeV and a value of M, deduced from the low-q elec-
tron scattering results of Eisenstein et al. [44], Ref. [8]
reports a value of M, /M,, = 3.28(40) which is more than
20 greater than our value. These old alpha and electron
scattering experiments were both analyzed using collec-
tive models. However, it has been established that the
Bernstein prescription [42] suffers from ambiguities in the

TABLE V. Comparison of results to previous analyses of
*8Ca. The laboratory kinetic energies (K) are given in MeV.
The uncertainty of the last significant figure is given in paren-
theses.

Method K

9+ Mn 3~ Mn

1 M, 1 M,
(p,p") ® 200, 318 2.34(5) 1.14(4)
(n%, 7)) ® 180 2.63(37) 1.17(14)
(nt,mE) 180 2.38(33) 1.14(14)
(»p') ¢ 800 3.2(5)
(a,a') © 31 3.28(40)

“Present result based upon LGE fits to p,, combined with p,
from Ref. [37].

PScaling result from Ref. [48].

Collective result from Ref. [48].

dCollective result from Ref. [47)].

®Collective result from Ref. [8].

choice of radius and must be calibrated for each multipo-
larity using known transitions in nearby nuclei [45,46]. A
more careful determination of the radius might bring the
alpha scattering result into closer agreement with ours.

Similarly, measurements of M, for “8Ca were per-
formed by Adams et al. [47] using 800 MeV protons.
They fit p,.(r) to (p,p’) data in a distorted wave im-
pulse approximation (DWIA) analysis using the same
Tassie parametrization used by Eisenstein et al. Their
value for M, /M, for the 2] state is 3.2(5), which is also
about 20 greater than ours. Comparable results using
500 MeV protons were obtained by Ref. [41] using a col-
lective model analysis. However, we find that the transi-
tion densities fitted to proton scattering at 200 and 318
MeV describe the 500 MeV data very well, demonstrating
that our densities are consistent with the higher-energy
data despite the apparent discrepancy with those collec-
tive model analyses, which do not necessarily yield un-
ambiguous results for M,,/M,. In fact, Adams et al. [47]
quote a value of R,, = 2.6 for the Tassie model that
is in much better agreement with our M,,/M,, and they
suggest that R, is a better estimate of the relative con-
tributions of neutrons and protons than M, /M,. Also,
we note that their analysis was based upon the low-g
(e, ') data of Eisenstein et al. [44], which did not reach
the peak of the form factor, whereas the (p,p’) data only
barely extended down to the peak of the angular distri-
bution.

Finally, proton and neutron matrix elements for the
2} and 3; states of “®Ca were deduced from data for
the scattering of 180 MeV pions by Boyer et al. [48].
The model dependence of their results was checked by
performing both collective model calculations and scal-
ing fits based upon a Tassie model fitted by Ref. [44]
to low momentum transfer (e, e’) data. Their M, results
are consistent with electromagnetic measurements. Their
M, /M, results for the %8Ca 2} state are 2.63(37) and
2.38(33) using the scaling model and the collective model,
respectively. The latter value agrees favorably with our
value of 2.34(5). Their M, /M, results for the 8Ca 3]
state are 1.17(14) and 1.14(14) for the scaling and col-
lective model, respectively. These results also compare
quite favorably to our value of 1.14(4). Although pion
scattering also suffers from strong absorption, the inter-
nal consistency provided by measurements for both 7+
and 7~ helps to reduce the model dependence of the val-
ues deduced for M, /M,. Therefore, we conclude that
the evidence for a very large value of M,,/M,, = 3.2 for
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FIG. 14. ERPA predictions (dashed lines) are compared
with experimental proton and neutron transition densities
(solid lines) for positive parity states of **Ca.

the lowest 2% state of *®Ca is fairly weak, and that more
reliable analyses suggest a value of M, /M, ~ 2.3 which
is still larger than for most 2] states [8], but not remark-
ably so.

VII. COMPARISON TO ERPA CALCULATIONS

The predictions of the ERPA theory [4] for 4Ca proton
and neutron transition densities for positive and negative
parity are shown in Figs. 14 and 15, respectively. The
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solid lines are experimental results and the dashed lines
are the ERPA predictions. The peak of the ERPA 27
proton density is about 15% smaller and occurs about 0.3
fm inside the peak of the measured density, whereas the
predicted and measured neutron densities are very sim-
ilar. Similarly, the neutron density predicted for the 4;
state is in good qualitative agreement with the measured
density for r > 3 fm, but even though the shape of ERPA
proton density is approximately correct its strength is too
small by about a factor of 2. The calculated densities for
the 37 state both agree with the data very well. The
ERPA 3, proton density agrees well with experiment,
whereas the theoretical neutron density is smaller and
narrower than measured. Finally, the prediction for the
5] proton density is good, but the predicted neutron den-
sity is only about half as strong as the measured density.

For each of the positive parity states we observe that
the prediction for the neutron density is better than for
the proton density. In contrast, for each of the nega-
tive parity states, the prediction for the proton density
is better than for the neutron density. While some of the
differences mentioned here are small, the trends for the
positive and negative parity states are very systematic
and the effects are quite pronounced for the 35, 47, and
5] states. Similar trends can be observed in the com-
parisons between theoretical and experimental moments
given in Tables III and IV. For example, the theoretical
and experimental values for M, /M, are in good agree-
ment for the 21, 37, and 3; states, but for the 47 state
the prediction for M, /M, is about a factor of 2.5 too
large whereas for the 5] state it is almost a factor of 2
too small. We also find that although the ERPA predic-
tions are fairly accurate for My, several of the M; pre-
dictions are much too large, especially for the 5] state.
A qualitative interpretation of these comparisons can be
made by considering the properties of the ERPA model.

In the shell model, if we consider only 1p1h transitions

FIG. 15. ERPA predictions (dashed lines)

are compared with experimental proton and

L neutron transition densities (solid lines) for
negative parity states of *3Ca.
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FIG. 16. ERPA predictions (dashed lines) are compared
with experimental isoscalar and isovector transition densities
(solid lines) for positive parity states of *3Ca.

from valence orbitals to orbitals that are just above the
Fermi surface, we can see that low-lying positive parity
states can be formed only by transitions from the neutron
1f7/2 to the 2p3/3, 2py/2, and 1f5/; orbitals. Similarly,
the 1p1h components of negative parity states are formed
primarily by proton transitions from the almost degen-
erate 1d3/; and 2s,/; levels to the 1f;/; level. Thus,
for positive parity states the proton transition density
is largely composed of 2p2h configurations linked to the
dominant 1plh neutron configuration by the residual in-
teraction, whereas for negative parity states the neutron
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transition density arises from higher-order contributions.
These core polarization effects are included in the ERPA
model through 2p2h configurations. Thus, the ERPA
model is able to predict the transition strengths without
using adjustable effective charges. However, if the 2p2h
contributions are too small, we would expect the proton
(neutron) transition density to be too weak for states of
positive (negative) parity.

These effects can also be illustrated by comparing theo-
retical and experimental densities in isoscalar and isovec-
tor form, as shown in Figs. 16 and 17, where pg = p,, + pp
and p; = p, — pp. Good agreement between theory
and experiment is obtained for the isoscalar transition
densities, but most of the predicted isovector transition
densities are too strong even though their shapes are
in fairly good qualitative agreement with experiment.
These trends support the conclusion that isoscalar 2p2h
contributions need to be stronger than predicted by the
ERPA model and that isovector contributions must be
damped.

VIII. SUMMARY AND CONCLUSIONS

New cross section and analyzing power data for
48Ca(p,p’) have been acquired at 200 and 318 MeV for
states up to approximately 7 MeV in excitation energy
and for momentum transfers between about 0.4 and 3.0
fm~1.

We have fitted neutron transition densities for the 27
(3.832 MeV), 37 (4.507 MeV), 3; (5.370 MeV), 47 (6.342
MeV), and 57 (5.729 MeV) states using accurate target-
independent empirical effective interactions that were fit-
ted to proton scattering data for self-conjugate targets.
We have demonstrated that ambiguities in the isoscalar
components of the empirical effective interactions have
relatively little effect upon the fitted densities. Similarly,
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uncertainties in the isovector interaction, for which em-
pirical calibrations are unavailable, do not affect the fit-
ted densities. Although systematic uncertainties due to
residual errors in the effective interaction remain about
twice as large as the uncertainties estimated by the fitting
procedure for single-energy analyses, these uncertainties
do not affect any of the important characteristics of the
results or the comparison between theory and experi-
ment. Dual-energy fits were compared to single-energy
fits and to cross-energy calculations for 200 and 318 MeV.
It was found that for each state these fitted neutron tran-
sition densities were self-consistent to the level indicated
by the error bands, confirming the accuracy of the results.
Also, we showed that the extracted densities provide ex-
cellent predictions of the 500 MeV proton scattering data
for the 2 and 3] states. Therefore, the energy inde-
pendence of the fitted densities demonstrates that the
reaction model for these energies is sufficiently accurate
to unfold a unique density for each state despite appre-
ciable differences between the angular distributions for
these energies.

For several states, the shapes of the proton and neutron
transition densities are sufficiently different that scale
factor fits fail to provide adequate fits beyond the first
peak of the angular distributions. Nevertheless, the data
for these states are described very well when the radial
densities are fitted. These observations demonstrate that
proton scattering in the 200-318 MeV energy range ex-
hibits good sensitivity to the radial shape of the neutron
transition density. We also observe in the cross-energy
calculations that the 200 MeV data are more sensitive
than the 318 MeV data to details of the radial density.

Calculations due to Brand, Allaart, and Dickhoff [4]
based upon the extended random phase approximation
(ERPA) are in good agreement with most of the densi-
ties considered here. However, the ERPA predictions for
48Ca tend to be better for the proton densities of neg-
ative parity states and better for the neutron densities
of positive parity states. We also find that the ERPA
model provides good predictions for isoscalar densities,
but that its predictions for isovector transition densities
are too strong for the low-lying states. This pattern can
be attributed to the fact that the densities for which the

ERPA excels are the same as those that can be described
by single-particle transitions from the valence orbitals to
the lowest orbitals above the Fermi level. For these densi-
ties, the 2p2h contributions are merely a correction while
for the others they are dominant. Although inclusion of
2p2h contributions stabilizes the low-lying RPA excita-
tions and provides qualitatively correct predictions for
both the shape and strength of these transition densities,
some improvement in the model of short-range correla-
tions is probably required. Also, calculating the second-
order single-particle propagator exactly should yield a
more accurate estimate of the 2p2h contributions.

Accurate proton transition densities have long been
available from electron scattering measurements and
have provided invaluable insights into nuclear structure,
but comparable information for neutron transition den-
sities has been unavailable until recently. Although the
scattering of intermediate energy protons has good in-
trinsic radial sensitivity, extraction of accurate neutron
transition densities requires the use of empirically cal-
ibrated effective interactions. Since neutron transition
densities should be probe independent, our demonstra-
tion of the energy independence of extracted densities
confirms the accuracy of the analysis procedures. There-
fore, accurate and reliable neutron transition densities
can now be extracted from proton scattering data and
there is good reason to expect that this detailed infor-
mation, especially in conjunction with complementary
information from electron scattering, will provide many
important insights into nuclear structure.
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