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In an accompanying paper we have described a method that provides a foundation for a quantum
theory of large amplitude collective motion. In this method, only the collective degrees of freedom
are initially bosonized, i.e., represented by canonical variables. By contrast, in this paper, we
describe an alternative method in which all elementary (fermion) density operators defined in the
shell model are bosonized. Once again it involves an amalgamation of the Born-Oppenheimer
approximation with a version of the Kerman-Klein method. Compared to the alternative it has the
advantages of bearing a closer resemblance to the corresponding molecular problem and bringing
the role of the Berry potentials clearly into focus. On the other hand, the physical justification
for bosonizing the noncollective degrees of freedom is not obvious, and the Pauli principle is only
satisfied approximately at every stage of approximation. The method in this paper may also be
considered to be an extension to the large amplitude domain of the quantum theory of anharmonic
vibrations developed by Marshalek and Weneser. The boson formalism is applied to the problem of
the coupling of the giant dipole mode to a quadrupole mode, studied recently for the effect of Berry
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potentials by LeTourneux and Vinet.

PACS number(s): 21.60.Ev, 21.60.Jz, 03.65.Ca

I. INTRODUCTION

In an accompanying paper we have described a frame-
work for a quantum theory of adiabatic large ampli-
tude collective motion [1] that smoothly amalgamates
the Born-Oppenheimer approximation (BOA) with the
Kerman-Klein method. This is the version of the quan-
tum theory that has been applied by us in our ongoing
study of the spectrum of 28Si [2,3]. In this method, the
only states that enter the quantum theory initially are
those in which the system may be in any of the collective
states associated with the ground state of the noncol-
lective variables. Excitations of the latter are studied
subsequently as quantum fluctuations. This method per-
mits us to treat a general shell-model interaction and
to preserve the Pauli principle at every level of approxi-
mation. On the other hand, it fails to connect with the
quantum theory of large amplitude collective motion that
has previously been developed [4] starting from a general
Hamiltonian in configuration space.

The purpose of this paper is to provide a foundation for
this previous study, starting from a shell-model Hamilto-
nian. In order to succeed in this enterprise, we find that
we must modify both the version of the Kerman-Klein
formalism [5,6] to be applied and the manner in which
we carry out approximations on that formalism. In the
method utilized in the accompanying work, we never at-
tempt to write down formally exact equations of motion,
but restrict the approximation to one that we believe is
valid for the collective subspace. In the version used in
this paper, one can record equations of motion that are
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formally exact, but as soon as any necessary approxima-
tion is entered, the exact validity of the Pauli principle is
surrendered. Furthermore, the approach can be justified
on physical grounds only when the interaction is given
explicitly as a sum of multipole and pairing terms. It
does provide the natural means of justifying the previous
treatment in configuration space [4]. It even simplifies the
latter to some degree, by leading directly to a derivation
of the starting point of that work. In this way, it seems
to tie in with the corresponding treatment of molecular
problems, certainly to a greater extent than the method
developed in the accompanying paper.

There is another tie-in of the present work with the
existing literature, one which did not become evident to
us until we had to grapple seriously with the quantum
fluctuations. We believe that the method in this paper
can be viewed as an extension to the problem of large am-
plitude collective motion of the “reconstitution” method
of Marshalek and Weneser [7-9]. This is, first of all, a
general quantum method of dealing with anharmonic vi-
brations of both spherical and deformed nuclei, at the
same time that the so-called Goldstone modes associated
with the breaking of translational and rotational invari-
ance and number conservation can be treated correctly.
We have not discussed the latter problem in the current
papers, but it can be dealt with, since the Kerman-Klein
method was invented originally precisely for this pur-
pose. The work of Marshalek and Weneser is based on
the bosonization of all multipole and pair operators that
can be formed within the given shell-model framework,
uses Hartree rather than Hartree-Fock approximations,
and has been formulated only for interactions written as
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a sum of multipole and pairing parts. These are pre-
cisely the assumptions made in this paper. Thus we may
consider the present work to represent an extension of
the method of these authors, not presented here in full
detail, to systems where some of the degrees of freedom
may undergo large distortions.

In Secs. II-IV, we present the essential elements of
our method in barest outline where there are only mi-
nor changes compared to the accompanying work, only
dwelling at greater length on those aspects that differ,
such as the treatment of quantum fluctuations. Section
V presents an alternative and, we think, somewhat sim-
plified study of the model of a giant dipole mode coupled
to the low-energy quadrupole mode treated recently by
LeTourneux and Vinet [10,11]. In an Appendix, we study
Pauli principle constraints within the formalism used in
this work.

II. DEFINITION OF AN EFFECTIVE
HAMILTONIAN FOR THE COLLECTIVE
DEGREES OF FREEDOM

In the accompanying paper we studied the problem of
deriving a quantum theory of large amplitude collective
motion starting with a shell-model Hamiltonian of the
form

H=h 1 lv Tt

= hopalag + 1 aBv80505050, (2.1)
expressed in terms of the usual fermion creation (destruc-
tion) operators, al (a,) describing the shell-model orbit
a, and in terms of the Hermitian one- and two-particle
Hermitian matrices h and V; the latter, as written, is
also antisymmetric, separately, in the initial and in the
final pair of indices. In the approach taken in several
previous studies of the quantum foundations of a the-
ory of large amplitude collective motion [12,4], we have
not worked directly with the shell-model Hamiltonian of
the form (2.1), but instead took the point of view that we
had already transformed this Hamiltonian into a form ex-
pressed in terms of bosons, i.e., in terms of a Heisenberg-
Weyl space of suitable dimensionality. The purpose of
the present paper is to carry out this program of trans-
formation in a practical form.

The form of the Hamiltonian given by Eq. (2.1) is, in
fact, not suitable for the announced purpose. The theory
in question requires for its physical (as opposed to its for-
mal) justification that the general interaction in (2.1) be
replaced by a sum of multipole and pairing interactions.
Since we do not wish to carry along the extra details nec-
essary to include the pairing effects, we shall omit them
from this paper, with the understanding, however, that
they can be reinstated when needed in future applica-
tions. We therefore replace the interaction term in (2.1)
with the form

1 A)x 1
3 ST EQFR* (aka,)(ahas) = 5 STFXN L FNL (22)
A A

In carrying out this program, we do not wish to repeat

those steps that are formally identical to those shown in
the accompanying paper and works referred to there. In
any event, we assume the existence of a localized basis of
states |z) = |Q,q) = |Q)|q] and the Born-Oppenheimer
form for the collective band,

In) = / dQdqQ)|4)(QIn)(al0: Q), (23)

leading to the following expression for the effective
Hamiltonian in the collective subspace

(| Hesr (@ P)[n'] = / (nlQ)[0: QlqldQdg(Q, gl H|Q', ¢
xdQ'dq'[¢'[0:Q")(Q'|n’).

In accordance with our announced intentions, the next
step is to carry out a moment expansion to second order
with respect to all variables. In terms of the sum and
difference coordinates, & and &, respectively,

(2.4)

=+

(2.5)

we expand

(z|H|z') = H®(Q,2)é(z) + HM(Q,q)(~iD,)5()

1 . -
+§H(Z"“’)(—ia,,)(—ia,,)(S(:E) + - (2.6)
Here
51': 6~.7 5a: (? ) (27)
0Q: aq°
and

Hwboin)(Q, g) = / di(—i)"a*,..., 5" (| H|2').
(2.8)

In the following we shall assume that the odd moments
vanish as a consequence of time-reversal invariance, and
therefore we concentrate our attention on evaluating the
contributions of the zeroth and second moments to the
effective Hamiltonian for the slow variables.

The expansion (2.6) is based on the assumption that
the matrix element of the Hamiltonian is strongly peaked
in the difference coordinates. This is more likely to be
the case for the collective than for the noncollective vari-
ables. The justification of the moment expansion on the
basis of the strong-peaking argument is also the basis
of the argument given many times and most recently in
Ref. [3] that this expansion converges as a power of the
reciprocal of the number of particles that participate in
the collective motion. A corresponding argument for the
noncollective coordinates is not apparent, though in Ref.
[4] we have given an argument based on the geometri-
cal structure of the configuration space that may have
restricted validity.
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Because of the lack of complete conviction on this
point, we have avoided the moment expansion for the
noncollective variables in our previous work. The use
of this expansion for the fast variables, or some equiv-
alent assumption, appears to be necessary, however, to
make direct contact with the starting point of our pre-
vious work [4] as well as with all existing treatments of
anharmonic vibrations.

The insertion of Eq. (2.6) into Eq. (2.4) allows us to
carry out the integration over the relative coordinate §.
The various moments that enter the resulting expres-
sions are still unknown functions of §. The only practical
method of dealing with this problem is to assume that
the functions involved are slowly varying functions of ¢
and therefore can be expanded in a power series in these
variables, which we limit, for purposes of illustration, to
second-order terms only. We shall avoid the completely
uninformative details of the resulting calculations, pre-
ferring to summarize the results instead.

Starting from the assumption that there is a special
localized basis |Q, ¢), in which we can distinguish a set
Q@ of collective or slow variables from another set ¢ of
noncollective or fast variables (using criteria that have
been described many times [13]), we transform the gen-
eral Hamiltonian matrix into a useful form first by mak-
ing a moment expansion in the difference coordinates,
keeping up to second-order terms, and second by expand-
ing in powers of the average values of the fast variables,
again only to second-order terms. The result can be sum-
marized by a Hamiltonian H(Q, P, g, p) in the full space,
arranged according to powers of the fast variables,

H = Hgy+ Huy + Hz), (2.9)
He) =V(Q) + 3{P:,,{P;, BY(Q)}}, (2.10)

Huy = ¢V + 3{P;,{P;, Bi(Q)}}]
+pa3{P:;, B*(Q)}, (2.11)
H(z) = 1¢°¢°V,ab(Q) + 2paps B (Q). (2.12)

Here

V(Q) = H9(Q,0), (2.13)
B = H%4)(Q,0). (2.14)

Furthermore, extending the original definition of Heg, H
is understood to define a matrix

(n, | Hog|n, ') = / dQdq(n|Q)[v:Qla H [+ :Q'|¢]

x(Q'|n'), (2.15)
of which the subset of elements for the values v = v/ =0
define the subspace comprehended by the original defini-
tion of H.g.

Further remarks refer only to this submatrix. First
we drop any further reference to the term I_I(l), since
strict satisfaction of the decoupling conditions requires
that this term vanish; we shall in any event assume that
this is a good approximation. For the remaining two
terms we now perform the integration over ¢, and write
the result in the form,

Hg=HY + HY. (2.16)
With the aid of the definitions
D; =P, - A, (2.17)
7]
(4w = [ dalv:Gla) (1705 ) o), (219
Ai = (Ai)007 (2.19)
55(Q) = Z(Ai)Ou(Aj)VOa (2.20)
v#0
we find
HS = V(Q) + £{D:, {D;, BY @)} + 35,87 (Q).
(2.21)

This is the expected result for the leading term of the col-
lective Hamiltonian [4]. The contribution of the second-
order term is the leading contribution of the fast variables
to the collective potential energy, the so-called quantum
fluctuations. With the additional definition,

(0)q = /d4[0=Q|q]9(q,p)[qIO=Q], (2.22)
the result is
1 1
He(:fzf) = §<qa‘1b)QV,ab + i(Pan)QB“b. (2.23)

As we now explain and will demonstrate in Sec. IV,
this last result is not quite correct. Briefly, the point is
that V(Q) is the collective potential energy associated
with the Hartree approximation to the many-particle en-
ergy, i.e., that associated with an uncorrelated ground
state. Since the quantum fluctuation energy is also a
correlation energy, its value for the uncorrelated ground
state should be zero. This will be true for the Hamil-
tonian, H®, provided the products ¢®¢q® and p,ps are
replaced by normal-ordered products with respect to the
uncorrelated vacuum. (The latter is the Hartree state
associated with the value @ of the collective coordinate,
i.e., the orbitals are determined by the solution of a con-
strained Hartree equation.) In order to achieve the nor-
mal ordering in a “natural” way, this means that both
the moment expansion and the subsequent Taylor ex-
pansion with respect to the fast coordinates should be
normal-ordered. This, in turn, may seem ad hoc, but
can be justified by the bosonization procedure used in
the Marshalek-Weneser reconstruction method [7-9] or
by the analogous number-operator method that we have
used recently [3].

In the next section, we shall summarize briefly the dy-
namical procedure by which the moments that appear in
Hég) are determined, since this procedure is essentially
identical to the one described in the accompanying pa-
per. In the succeeding section, we shall turn to the small
vibrations problem represented by H. gf), associated with
the correlation energy problem discussed above.
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III. MICROSCOPIC CALCULATION OF THE
EFFECTIVE HAMILTONIAN

A. Moments of the Hamiltonian

We start with the definition

(| Hog|n') = / dedz! (n)a) (@ Hle') o' |n),  (3.1)

with

(z|n) = (QIn)[ql0: Q]. (3.2)

The aim of this subsection is to express the Hamilto-
nian matrix in (3.1) in terms of elements that can be
determined dynamically. Toward this end we apply the
Kerman-Klein method in its most rudimentary form;
namely, we evaluate the matrix element of a product of
operators by the completeness relation. As the elemen-
tary operator we take the product a'a of fermion oper-

ators. Applying this to the Hamiltonian Eq. (2.2), we
find
il
A)*
H® (2)= hagpja () +ZF<*>F< " p{2()pl (=),

H(l,u)( )=h gp(l’“)(m) + 5 ZFé,:\y)F(’\)*[p.(&(x)p(l’”)(it) + p(l’“)(z)p‘(;%)(m)],
A

H(Z,uu)( ) he p(2 I“’)

1
- ) pA)* | (1,p)
+2§:F FQ" o) (@)

(2'|H|z) = happ[Bz|oz’)]
1 *
+5 O FOF)" plde|Ba") p(va"|aa’), (3.3)
A

that involves the generalized density matrix

plaz|Bz’) = (m'lagaam). (3.4)

The evaluation of (3.4) again relies on a moment ex-
pansion

plaz|Bz’) = pf;’,;(z)sm

X ~ pff,;“”)(:c)( id,)(—id,)8(z) +

+ 053 (2)(—i8,)5(2)

-, (35)

where

pag ) (Q,0) = / di(—i)"&", ..., 3" p(az|fe).

(3.6)

By inserting Eq. (3.5) into Eq. (3.3) and applying the
convolution theorem for moment expansions discussed in
the accompanying paper, we obtain, to lowest order, the
following formulas for the moments of the Hamiltonian:

(3.7)
(3.8)
59(@) + 5o @) (@) + 5p% @ @) (3.9)

In addition to the terms recorded, there are higher-order contributions to each moment that arise naturally in the

calculation.

B. Equations of motion

The moments of the Hamiltonian have thus been given
in terms of the moments of the generalized density ma-
trix. The laiter are to be determined by solving the equa-
tions of motion. We take the equation of motion for the
density matrix to be of the form

plaz|Bz")H(z",z') — H(z,z")p(az"|Bz")

= H(az|yz")p(yz"|Bz’) — p(az|yz")H(yz"|Bz’),
(3.10)
where
H(az|fz') = hapd(z — ') + Y Fap Fi3) p(dzlya’)
A
(3.11)

is the generalized single-particle Hamiltonian correspond-

ing to the choice (2.2) for the many-body Hamiltonian.
As opposed to the equation of motion used in the alter-
native method, these equations are formally exact.

The equations upon which further developments are
based are those which follow by taking the zeroth, first,
and second moments of (3.10), using the convolution the-
orem. Remembering that the first moments H(1#) are
assumed to vanish, we shall also revert to the notation

V(z) = HO(z), (3.12)
B*(z) = H®#*)(z). (3.13)
The resulting equations may be written
iplg) (2)8,V (z) = [, HP), (3.14)
—i[(8,p ) B — pHIH, V)
= [p©@, HOEW] 4 [pH) 4 (O] (3.15)
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i[p(l”\)aAB‘“’ _ (a,\p(l‘#))Bw\ _ (BAp(l’"))B"’\]
= [p0), HE#)] 4 [pRs¥) (0]

+[p(l’f‘)”}.‘(11”)] + [p(ly”)”}.‘(lxﬂ)]_ (316)

To construct the collective submanifold, we have solved
these equations only for the values ¢ = 0 and for the in-
dices u,v,... taking on the values ¢,j,.... In this case
these equations have the same geometrical structure as
the corresponding Hartree-Fock equations studied in the
accompanying paper, and therefore the entire discussion
of their equivalence to decoupling conditions derived from
classical Hamiltonian mechanics can be taken over un-
changed.

C. Pauli principle restrictions

We can dispose summarily of the Pauli principle con-
straints by considering the Hartree approximation as a
subapproximation of the Hartree-Fock approximation.
We can then utilize the same constraints as for the latter

(P(O))2 — p(O)’

(0150 = p(O)p(lyi)p(O) =0,

(3.17)
(3.18)

p(0)p(2,ij)p(0) = _p(O) (p(1,i)p(1,j) + p(l,j)p(lyi))p(o)’

(3.19)

0 i) 5 (0) = 5(0)(H(1) (1) 4 (1) (1)) (0)
(3.20)
o® =1-pO, (3.21)

Since these equations have been justified by reference to
the alternative approach, the various moments depend
on the collective coordinates @ and only the collective
indices p = ¢ occur. As was done previously, we also as-
sume that the odd moments have only nonvanishing (ph)
and (hp) elements (and are to be determined dynami-
cally), whereas the even moments have no such elements
and their (pp) and (hh) elements are determined by the
nonvanishing elements of lower order.

The remarks above do not dispose of all questions as-
sociated with the Pauli principle. Let us consider the
equations of motion, for instance. Whereas the equa-
tions that underlie the method described in the accom-
panying paper strictly preserve the Pauli principle at ev-
ery level of approximation, in the equations of motion in
this paper the Pauli principle lies buried in the folds of
the completeness relation used in the derivation of these
equations. As soon as an approximation occurs here as a
necessary dynamical compromise, that compromise prop-
agates to the kinematics and the Pauli principle is also
violated to some degree. This violation also obtains for
the quantum fluctuations to which we turn below.

An attempt at a more formal treatment of the kine-
matical aspects of the Pauli principle can be found in
the Appendix.

IV. COUPLING TO FAST COORDINATES:
QUANTUM FLUCTUATIONS

The effect of the motion of the fast variables on the col-
lective motion occurs both through the Berry potentials
and the zero-point motion of the fast modes. The former
has been discussed to some degree in Ref. [4], where the
contributions were worked out in detail for some exam-
ples. The general formalism will not be repeated here,
but a short discussion will be given at the end of this sub-
section. First we devote our attention to the fast modes
that follow from the Hamiltonian He(fzf), Eq. (2.23), as
modified by the discussion subsequent to this equation.
If we introduce creation and annihilation operators in the
standard way,

a_ b aq +a
q - \/5( a+ l)’ (41)
Pa = E(aa - al)a (4.2)

the normal form of H Sf) then becomes

1 1 1
He(fzf) = i(abal + a'li;ac)-Abc + E(abac + aIaI)Bbc - itrA,

(4.3)
Aab = %(‘/,ab + Bab), (44)
Ba, = %(V,ab — B*®). (4.5)

The subtracted quantity in Eq. (4.3) is the zero-point
energy associated with the Tamm-Dancoff approximation
(TDA) (see below).

The normal modes of the Hamiltonian under discussion
are determined by the equations of motion

o = Aas¥s + BabXs, (4.6)
—Qxa = Aavxs + Bas¥s, (4.7)
where, in a more detailed notation,
P = [0:Qlaq| T, (4.8)
x® = [0:Qlal|T®], (4.9)
[T@] = b}j0:Q), (4.10)
b.10:Q] =0, (4.11)
bt = %] — x{Vas, (4.12)
a} = ¥ bt + x{ba. (4.13)

If we neglect the matrix B, Eqgs. (4.6) and (4.7) reduce
to the TDA with eigenvalues w. We thus have

trA = Zwa‘

Introducing the normal mode operators b and bt, we thus
obtain by a standard calculation [14]

(4.14)

1
HE =3 Qablba + 3 3 (R0 — wa). (4.15)



1444 ABRAHAM KLEIN AND NIELS R. WALET 49

It remains for us to reassure ourselves that we can com-
pute the matrices A and B, that occur in the equations
of motion or rather the pieces of which they are made,
namely,

B = fe B fY, (4.16)
Viab = 9%V,apd"- (4.17)

This matter has been discussed in Refs. [12,13]. First
of all, the tilde matrices are determined by the Hartree
energy; this point has been discussed exhaustively in pre-
vious works. Furthermore, without entering into all the
subtleties, we may say that the decoupling conditions
that determine the leading part of the collective Hamil-
tonian do so by determining a basis of tangent vectors,
g%, to the decoupled manifold and, at the same time,

another basis of tangent vectors, ffa, where the two can
be considered as the covariant and contravariant compo-
nents of the same basis at the point in question. Given
the k-dimensional basis (: = 1,...,k) thus assembled,
it is straightforward to define a complementary basis in
the total space, with basis vectors, f%, and g%,. Together
with the known input matrices, these suffice to determine
the matrices (4.16) and (4.17). The equations of motion
are of the standard RPA form and hardly require further
discussion except to note that they define an (n — k)-
dimensional manifold of solutions.

The last observation leads us to pursue the current dis-
cussion just a bit further. In the course of constructing
the decoupled manifold one already encounters a random-
phase approximation (RPA) formalism, the one that pro-
duces the k basis vectors ffa as solutions. But the equa-
tion in question lives in the entire configuration space. It
is not surprising to find that the n —k solutions discarded
in the decoupling algorithm are precisely the solutions of
Egs. (4.6) and (4.7). To show this, it is convenient to
consider the “real” form of these equations of motion,

QQ° = iB**P, (4.18)
QP, = —iV, Q0 (4.19)
Q* = [0:Qlq%|¥], (4.20)
Pa = [0:Q|pa|¥]. (4.21)

From (4.18) and (4.19), we obtain the two equations

Q*P, = Voo BPs,
Q2Qa — BaCVCan.

(4.22)
(4.23)

Utilizing the definitions (4.16) and (4.17), and the decou-
pling condition

B = fiBYf3 =0, (4.24)
we can write, for example,
VaeB® = g%V B Y. (4.25)
With the definition
0 = f%Pa, (4.26)

Eq. (4.22) takes the form

Q%0mq = (f49%)Vary B Pémp. (4.27)
The quantity in parentheses on the right-hand side of this
equation is a projection operator onto the configuration
space orthogonal to the (decoupled) collective manifold.
It follows that

9567 =0, (4.28)
i.e., solutions are to be sought in the space orthogonal
to the collective manifold. It is, however, permissible to
drop this projection operator, since we have previously
identified the excluded solutions. What remains is pre-
cisely one form of the local RPA equation, of which a
suitably chosen subset of solutions defines a basis asso-
ciated with the collective submanifold, that is automati-
cally orthogonal to the vectors that now interest us, the
two sets together forming a complete set of solutions.

With a corresponding set of arguments for Eq. (4.23)
we can show that it can be replaced by the alternative
form of (4.27), namely,

Q266> = BV ,36¢€P, (4.29)
where
08> = g%, Q°, (4.30)
and the solutions of current interest satisfy
fi86> =0. (4.31)

We now turn to the problem of calculating the Berry
potentials. In fact, the appropriate general formulas have
already been given in Ref. [4] and will only be quoted as
needed. There they were applied to special models that
violated time-reversal invariance. Here we suppose that
our model does not violate this symmetry. As a con-
sequence, we know that we can choose a single-particle
basis in which all the shell-model matrix elements of the
interaction are real. It follows that the ground-state cor-
relation amplitudes can be chosen real, in further conse-
quence of which the diagonal element of the Berry vector
potential vanishes,

A; = i[0:Q|8;]0:Q] = 0. (4.32)

However, the off-diagonal elements, as given by the equa-
tion,

(Ai)ab = i[ab:Q|8:10: Q] = [P d,x [V — x{Vaip™],
(4.33)

where |ab: Q] are “two-phonon” excitations in the non-
collective space, do not vanish, in general. Therefore, the
Berry scalar potential will contribute to the collective po-
tential energy.

V. BERRY POTENTIALS IN THE MODEL OF
LeTOURNEUX AND VINET

The purpose of this section is to provide another appli-
cation of the formalism developed in Ref. [4], the basis for
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which has just been derived. We shall redo, within the
framework established, the recent work of LeTourneux
and Vinet [10,11] that includes the effect of Berry poten-
tials in a model with two interacting modes, the low-
energy quadrupole mode and the higher-energy giant
dipole mode.

Before defining the model, it is convenient to define the
variables that will occur because several different choices
are introduced that are each convenient for different pur-
poses. For the description of the quadrupole mode, for
instance, we utilize in turn a symmetric traceless tensor,
Q;j, with ¢ and j three-dimensional Cartesian indices,
five real coordinates Q,,, and the usual spherical-tensor
coordinates, az, = (—1)“(1;_“. These different objects
are connected by the relations

V3 V3

Q=Y 0u=-@ut o) =an, (1)
Q2 =CQi3= %(021 —az-1), (5.2)
Q3 = Qa3 = ——\;—5(021 + az_1), (5.3)
Q4= %(Qn — Q) = %(022 + ag_2), (5.4)
Qs = Q12 = —%(022 —a_3). (5.5)

In terms of these tensors, the quadratic invariant takes
the forms (summation convention)

1
EQijQij = QmQm = a;naz,,.

To describe the dipole mode we use Cartesian variables
qi-

For illustrative purposes, we choose to study essentially
the same Hamiltonian as in previous work,

(5.6)

H = Hs+ Hp, (5.7)
Hs = 2 (PP +53Qm@Qn), (58)
Hp = H, + Hy, (5.9)
H, = %(pip,- + wigig:), (5.10)
Hyy = wan,-jq,-qj. (5.11)

Here S and F refer to slow and fast parts of the Hamil-
tonian, respectively. The former is taken as a harmonic
oscillator in the quadrupole variables and the latter as
the sum of a harmonic oscillator in the dipole variables
plus a trilinear coupling term dependent on the coordi-
nates only.

We can put Hp into normal form by means of a real
orthogonal transformation O that brings the matrix Q
to diagonal form,

¢ = 0i;q;, (5.12)
OO = I(unit matrix), (5.13)
0QO = A(diagonal matrix). (5.14)

Since the matrix A is traceless, we can represent its eigen-
values, A;, in the form,

(5.15)

)

involving the conventional quadrupole shape parameters.
If we define

0f = wiKi(8,7), (5.16)
K, =1+ 2k cos (’y - %) , (5.17)
the fast Hamiltonian takes the simple form
1 o 2 -
Hr = 3> (pibi + 9}0::). (5.18)

It is apparent that the barred variables refer to the in-
trinsic frame.

We shall find it convenient in the sequel to replace the
coordinates and momenta by creation and annihilation
operators by means of the standard formulas

) 1 9 5.19
q \/273(“ +a;) (5.19)
pi=—i %1‘(0'1' —al), (5.20)
% = — (b: + b) (5.21)
qt \/2_S21 1 1/ .

. [ t
Pi=—1t 7(bi —-b;). (5.22)

By means of these definitions and Eq.(5.12), we have the
following relations between the two sets of annihilation
operators,

1.1 _1
bi = S[KOji(a; + a}) + K; *0ji(a; —al)],  (5.23)

1 1 1
a; = S Oy4[K; * (b; + bl) + K2 (b; + bl)]. (5.24)
In terms of these variables, the Hamiltonian now takes
its simplest form

_1 2 2,2 t 1 _
H=3 D (P +wiQZ) + Z (b,.b,- +5 )% (5.25)

m

The two parts are coupled, of course, through the depen-
dence of the frequencies 2; on the quadrupole degrees of
freedom.

Since the Berry vector potential vanishes for this sys-
tem when the dipole mode is unexcited, as we have previ-
ously explained, we shall look at the case where a single
phonon is excited. Since the three possible states for
which this can occur are almost degenerate, we must
include all three in a Born-Oppenheimer description.
With the standard definition of the one-phonon corre-
lated state,

il = 1o, (5.26)

we look for approximate eigenstates of the form
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3 o Following techniques described and illustrated in Ref. [4],
=Y [ @ @mnii. (527)  we then find
- A = (100D _ (38, 1))y ). 5 34
Applying the Hamiltonian (5.25) and taking a scalar (Am)is = @By )0 = (1Bmxic” )X (5-34)
PI‘O(.iUCt WitEl a phonon b'fISiS state, we can derive an.ef- This completes the calculation of the effective Hamil-
.fECtlve Schrodinger equation for the quadrupole motion tonian in the laboratory system, a result not given by
in the form the previous authors. If we chose to carry out numerical
) . calculations in a basis of vibrational states, we could, in
H;;(QInj) = En(Q|ni), (5.28) fact, stop here.

1 . .

Hij = = [Prbit — (Am)ik][PrmOk; — (Am)i;] To make contact with previous work, however, we shall

carry out one last task; namely, the transformation of

1 1 the Hamiltonian matrix H;; to the intrinsic system of

+EW§Q"‘Q"‘ + 0 (Qi + 5trQ> - (5.29) the quadrupole tensor. Th;ugh we wish to beyas brief

as possible, it is necessary to recall a few standard for-

The derivation of the last equation follows the same path mulas. In these considerations, we utilize the irreducible
used in Ref. [4]. Here the vector potentials, spherical tensor components, a3, and their canonically
conjugate variables, m3,. The intrinsic components, in-

.0 |, : .
(Am)ij = |i i il (5.30) dicated by bars, are related to a general choice by the
0Qm formulas,
are both quadrupole tensors and SO(3) matrices. Aoy = Z OtzuD,(,i)*, (5.35)
The vector potential can be evaluated in terms of the
elements defined by the equation i

Qgg = Bcosy = ag, (5.36)

=pal - x{Va;, (5.31) ,
Qgp = Qg3 = —= SiIl’)’ = —=, (537)

that, in fact, can be read off from Eqgs.(5.23) (all coeffi- V2 V2
cients are real), g1 = Gyt = 0. (5.38)

RN

pi) = ~01,(1( ~K;%), (5.32)

In terms of spherical tensor components, the two es-
X('i) __1 Oji( K-Z I Ki_Tl ). (5.33) ‘sential. formulas needed. to transform the kinetic energy,
J including vector-potential terms, are

J

—i (D(z)* +D(2)*) L 1 (D(Z)* _ Dfl.z—);) . (D(z)* (2)*)
Ton = Yl Tpel) Tp2  Tem2)
7 /2 2Bsin(y — Zr) V2 2Bsin(y — &) 2 \/5 2@3siny
(2)* @) (2) 0 [ @2 (2)= (2)= 0
(D o cosvy+ \/_(D +D, 2)) sm’yaﬂ i (Duo - E(Du2 + D7) COS'y) 5o’ (5.39)
(2)* (2)= (2)* (2)* (2)= (2)*
. (D +D 1) (D[.l.l _Dp.—-l) . (Du.2 Dy—Z)
(A2u)ij = 1,[ ,/K 4 + (KJ/K ]4\/_ <—Z€1i3 Bsin(y — _) + €245 Bsin(y — 4T1r + €345 Bsiny

(5.40)

The derivation of these formulas is almost a textbook exercise [15,16] starting from (5.35)—(5.38) and the equations
dag

Toy = Zaaz L; + Z (— )52- (5.41)
(LiOk;)Oxi= O LiOx; (5.42)

= (| Lal7) (5.43)

= 1€135- (5.44)

Here 6; measures a rotation about the ith intrinsic axis and L; is the corresponding intrinsic component of the angular
momentum.
Putting these ingredients together, we can arrive at the final formula for the Hamiltonian matrix:
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842 sin?(y — 2!) TR 2 |\ K
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18,0 1

T25183” 88 2@sindv oy "oy T 2

The interpretation of the extra terms in the kinetic en-
ergy compared to the well-known form for the quadrupole
oscillator viewed in the intrinsic system has the obvious
interpretation as the contribution of the dipole mode to
the intrinsic angular momentum.

This work was supported in part by the U.S. Depart-
ment of Energy under Grant No. 40264-5-25351.

APPENDIX: PAULI PRINCIPLE FOR METHOD I

We have pointed out in Sec. III that there is a con-
ceptual difficulty in applying the Pauli principle to the
method in this paper, which evaluates matrix elements
of products of operators by means of a straight sum over
intermediate states. Any approximation to this sum nec-
essarily introduces some violation of the Pauli principle.
In practice, we opted to impose the same conditions as
in the alternative method, where the standard conditions
that define a Slater determinant can be derived from the
fundamental equations of the method. This is because,
in practice, we use the same intermediate states as in the
antisymmetric factorization. We can then argue that we
have a Hartree approximation to a Hartree-Fock theory,
and though we may have thus made a dynamical ap-
proximation, there is no reason not to retain the correct
kinematics.

In this appendix, we investigate to what degree we can
actually derive the Pauli principle restrictions from the
equations of the method. Let |z) be the basis states for
a system with N particles. We start with the identity

(w|a};a]‘ya7aa|m') = (N - 1)p(a, z|B,2'), (A1)
where
ple,z|,2") = (zlafaalz’),
7(a, z|B,2') = (wlaaa;h'), (A2)

p+7=1.

1
113'72 + —w;ﬂz + 6,']' (Q, + %tl‘ﬂ) .

Ki)* i[(K\' | (K
E) :lelik}{Llakj"}’i [(?f) +(F:) ]flkj}

f

By commuting the fermion operators on the left-hand
side of (A1) and summing over intermediate states, this
equation may be rewritten as

pz(a71:|ﬂ7 zl) = 50:56(‘77 - xl)N - (N - l)p(a,a:h@, xl)

= p(a, z|B,2') + N7(o, 2|8, z). (A3)

Another pair of equations that can be derived from (A2)
and (A3) by multiplying by the appropriate powers of p
are

p° = p? - p*r, (A4)

® = p?+ Npr. (A5)

We study the zeroth moments of Eqs. (A2)-(A5). We
need hardly record all of them. As a single example, (A3)
becomes

_ (0 (0)
(P(O))iﬁ =Pop T NTaﬁ .

(A6)
From the zeroth moment of (A2), we conclude that p(®)
and 7(® commute and can be diagonalized simultane-
ously. By combining the zeroth moments of (A4) and
(A5), we obtain the equation

(P + N)p @7 = 0. (A7)

In the representation in which the two matrices involved
are diagonal, this equation requires that, for each eigen-
state, one of the eigenvalues be zero. It follows from the
remaining equations that the eigenvalue of the other is
unity. Together with the condition

trp= N, (A8)
this appears to be a satisfactory derivation of the con-
dition that p(®) describe a Slater determinant. It also
appears to be possible to derive the remaining ones of
Egs. (3.17)—(3.20), but we leave this as an exercise.
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