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The fragmentation of 1.2 GeV per nucleon ' La nuclei has been studied. Total charge changing cross
sections for H (CH2 —C), C, and Pb target nuclei, and elemental production cross sections for C and CH2
targets for 1~ hZ ~30 have been measured. For heavy projectile fragments, the projected transverse
momenta extracted are generally larger than predicted by models based on the internal momenta of nu-

cleons in nuclei. Fits to the heavy fragment momentum distributions yield additional transverse momen-

ta or "bounce-o6" which range from =500 to 1000 MeV/c.

PACS number(s): 25.70.Mn

I. INTRODUCTION

The fragmentation of relativistic nuclei has been stud-
ied in recent years as beams up to =1—2 GeV/nucleon
became available from the Bevalac at Lawrence Berkeley
Laboratory and more recently from SIS at GSI,
Darmstadt. Some of the salient features were established
in the early pioneering work with beams of light projec-
tile nuclei [1—6]: The projectile fragments produced tend
to maintain the beam velocity with only small mean
downshifts in velocity (or momentum per nucleon). Ex-
cept for proton "fragments" (and allowing for the very
small downshift) the measured momentum distributions
in the projectile frame are nearly Gaussian and isotropic,
and relatively independent of beam energy. Within ex-
perimental uncertainties, the momentum widths are tar-
get independent and, at least up to Az =40, their depen-
dence on fragment mass (AF) and beam projectile mass

(Aii) are explained largely by the internal momenta of nu-
cleons in the beam nuclei. Predictions of these widths
differ somewhat depending on whether one assumes a
completely uncorrelated (Fermi gas) model [7] or a corre-
lated nucleon shell model [8] with complete (angular
momentum) pairing of the nucleons. The projectile frag-
mentation of relativistic ' 0 and ' C produce longitudinal
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(p, ) data [2] which tend to favor the smaller momentum
widths of the correlated model [8].

The fragment production cross sections are nearly en-
ergy independent and (at least) by 1 GeV per nucleon ap-
pear to have reached limiting fragmentation and factori-
zation. In the case of beam projectile B incident on tar-
get T, factorization (in its strongest form) implies that the
production cross section for fragment F in B+T~F+
anything, can be written as o.~T=yTyz, so that different
targets change the magnitude of all the production cross
sections in the same way [1]. The data of Lindstrom
et al. [3] for ' 0 and ' C fragmentation on a large range
of nuclei (H~Pb) indicate (after correcting for Coulomb
dissociation) that y T is proportional to A '~ or to

+const, thus implying the largely peripheral nature
of the interaction producing fragmentation. In a more
recent analysis of these data (and also that for Fe pro-
jectiles) Olson et al. [9] distinguish strong (above) and
weak (oiiT=yiiTyii) factorization, and find that strong
factorization holds better than predicted by the
abrasion-ablation and by the (projectile) excitation-decay
fragmentation models. Electromagnetic dissociation of
1.7 GeV per nucleon ' 0 projectiles has also been studied
by Olson et al. [10].

As they became available, the fragmentation of heavier
beams was investigated. The data of Viyogi et al. [11]
for 213A MeV Ar fragmentation by carbon also showed
Gaussian distributions for the longitudinal component of
momentum for a wide range of projectile fragments. In
the Goldhaber model [7], where the projectile frame x, y,
and z momentum component widths are characterized by
o =ooA+( Az —AF)/( Az —1), the data indicate a mean
value of o o(expt) =94 MeV/c for the longitudinal (beam
direction) momentum widths. In this model cro is related
to the Fermi momentum via tro=pF/5 Thus, the .above
cro(expt) yields p+=209+11 MeV/c which can be com-
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pared to the value 251+5 MeV/c derived from electron
scattering on Ca [12]. The data favor a smaller momen-
tum width than that predicted by the (uncorrelated)
Fermi-gas model. (For ' C and ' 0 the fragmentation
measurements [2], using the Goldhaber [7] model, yidd
experimental values of pF=144 and 171 MeV/c respec-
tively, while the electron-scattering data values are 221
and 230 MeV/c, respectively. ) The measured cross sec-
tions for fragment isotopic distributions are also nearly
Gaussian and can be well described within the framework
of the abrasion-ablation models [13-16],but, apparently
not as well by thermal equilibrium models [7,2] wherein
the thermal decay of the excited projectile governs the
distribution of nuclei which result.

The fragmentation of 1.88A GeV Fe by a range of
targets (H~Pb) has been studied by Westfall et al. [17].
Elemental production cross sections o.(Z) were measured
for Z= 13—25. Strong factorization is observed to hold
for the nuclear part of the fragment production cross sec-
tions, and the target factor can be par ametrized as
yT=aAT" or yT=c(A&~ + As~ —b) with d =0.18 and
b = 1.2 fm. Enhancement of one proton removal by
heavy targets is explained by Coulomb excitation as in
the case of lighter projectile data [18].

In analyzing the fragmentation of Fe projectiles
Oliveira et al. [16] found that an additional frictional or
final-state interaction energy had to be added to the
abrasion fragment (or prefragment) with the result that
the Anal fragment isotopic distributions predicted after
the ablation stage were in much better agreement with
the data. In their model this excitation energy comes
from participant nucleons recoiling into the spectator
prefragments. Recently, Gaimard and Schmidt [19]have
proposed calculating this energy in terms of nucleon hole
states produced in the abrasion fragment when nucleons
are removed by the abrasion process. They estimate this
to be =13—15 MeV per nucleon removed from the pro-
jectile.

Binns et al. [20] have studied the fragmentation of rel-
ativistic ' La and ' Au beams on targets of po-
lyethylene, carbon, aluminum, and copper. Attention
was focused on fragments whose atomic numbers were
only changed by + 1, —1, —2, or —3 units (b,Z = + 1 to—3). It was found that the b,Z =+1 cross section is
=10% of that for AZ= —1 and about 1% of the total
charge changing cross section. A striking feature is the
large number of neutrons which are lost when only one,
two, or three protons are lost by the projectile. For ' La
projectiles at =515, 618, and 775 MeV per nucleon they
[20] found the medium mass loss to be given by
AA = —10, —10, and —12 units when AZ= —1. There
is little target dependence. When AZ= —2, AA = —15,—14, and —15, and when hZ= —3, hA = —20, —18.5,
and —19.5 units at the above energies. For ' Au projec-
tiles, the 6 A values are larger: 6 A = —12.5, —12.5, and—14.5 for AZ= —1 at the three energies. These large
neutron losses are dificult to explain in the standard
abrasion-ablation model [13] or in the model of Silver-
berg and Tsao [21]. The surface energies calculated in
the clean-cut abrasion-ablation (AA) model are too small
to allow =10 neutrons to evaporate. Additional "fric-

tional" energy such as that introduced by Oliveira et al.
[16] or particle-hole energy as used by Gaimard and
Schmidt [19]appears to be required.

In an earlier work Binns et al. [22] measured the total
and partial charge changing cross sections for Kr,

Xe, '6 Ho, and ' 7Au beams of 1.68, 1.49, 1.13, and
1.05 GeV per nucleon, respectively, incident on targets of
Al, C, and CHz. More recently, Cummings et al. [23] ex-
tended these measurements to a wider energy range, and
to Cu and Pb targets. They also parametrized the varia-
tion of the elemental cross sections as a function of ener-
gy, projectile, target, and fragment [24]. Also from the
Bevalac facility, Webber, Kish, and Schrier [25] have
produced an extensive and systematic study of total, ele-
mental, and isotopic cross sections for beams of nuclei
from ' C to Ni incident on targets of hydrogen, helium,
and carbon at energies from 300 to 1700 MeV per nu-
cleon. They also provide comprehensive comparisons
with, and references to, other data.

In the present experiment only the charge, ZF, and
vertical deflection of medium and heavy beam rapidity
fragments were measured using MUSIC I [26]. Earlier
[27,28], based on preliminary analyses of these data, we
reported the observation of transverse momenta of frag-
ments which were larger than predicted by models such
as that of Goldhaber [7]. This was the first direct evi-
dence of bounce-oA'of the heavy fragments.

II. KXPKRIMKNT AND DATA
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FIG. 1. The experimental setup at the Bevalac HISS facility
for the 1.3 GeV/nucleon ' La run.

The beam of ' La nuclei at =1.3 GeV per nucleon
was produced by the Bevalac at Lawrence Berkeley Lab-
oratory. The fragmentation of these beam projectiles by
C, CHz, and Pb nuclei took place at a mean energy near
1.2A GeV. The measurements were made at the HISS
(Heavy-Ion Superconducting Spectrometer) facility [29]
with MUSIC, a multiple-sampling ionization chamber
[26], which is a component of the HISS system at the Be-
valac. The experimental arrangement, shown in Fig. 1, is
detailed in Ref. [26]. Very briefly, a collimating veto, a
beam monitor, and the target were placed near the center
of the HISS dipole (whose field was turned off). After
passing through these, the beam and fragments traveled
7.8 m and passed through MUSIC.

MUSIC has an active volume 2 m wide X 1 m
highX1. 5 m deep along the beam direction, and uses
time-projection-chamber principles and electronics. At
the top is a cathode plane at negative high voltage of
=21 kV. Ionization tracks are drifted (down) through a
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grounded Frisch grid to the positive potential (=800 V)
anode plane which, for these measurements, was divided
into left and right halves as seen by the beam. This in-
creases the multiplicity capability in the horizontal plane.
Each half is segmented along the ion tracks into 60 2-
and 4 6-cm-thick anode cells. Thus, 64 spatial samples of
ionization are collected every 100 ns to obtain 64 vertical
profiles of the chamber charge distribution. The 64 sam-
ples provide a track energy-loss distribution whose aver-
age measures the mean energy deposited (which depends
on the fragment velocity and on the charge as Zf), as well
as (from drift time) 64 vertical (or x) positions of the
track.

We used P-10 (90% Ar, 10% CH4) as the counting gas
in MUSIC and during this run measured a drift velocity
of 5.3 X 10 cm/s at E/P =0.28 V/cm Torr which agrees
with quoted values. The field cage of MUSIC is con-
tained in a stainless-steel cylindrical tank 2.2 m long and
2.8 m inside diameter. Thin gas (double) windows cover
the ends of the tank, and during operation argon gas is
Aowed through the 1.5 cm gap in the double windows.
This helps keep the gas free of contaminants such as oxy-
gen which can give rise to large electron attachment
loses. In addition, removable iron end caps can be placed
over the gas windows and the tank evacuated and out-
gased (so to reduce gas impurities) prior to fiushing and
filling with the counting gas. We observe electron losses
of about 0.1%/cm. Before a data run the chamber is eva-
cuated and purged three or four times. During the run
six standard cubic feet per hour of P-10 are Aowed
through the chamber, and one to two standard cubic ft/h
of Ar through each double window gap.

The detector uses electronics which were developed for
the time projection chamber (TPC) [30,31]. After an ion
passes through the chamber the resulting electron cloud
drifts down towards the Frisch grid and anode plane at
about 0.5 cm/100 ns. The induced charge on each anode
is sensed by a low noise, charge-sensitive preamplifier
which is attached to the outside of the tank. From the
preamp the signal travels through about 20 m of coaxial
ribbon cable into a shaping amplifier designed to output a
pseudo-Gaussian pulse which peaks in about 250 ns. The
signal then enters a charge-coupled device (CCD) which
samples the output of the amplifier every 100 ns (10
MHz). Assuming that the ionizing particle triggered the
electronics, the CCD will collect a preselected number of
samples of the analog signal, each sample denoted by a
"bucket" number. When the CCD has collected the sam-
ples it is ready to be read. The digitized output is stored
in a RAM buffer located in the MUSIC CAMAC con-
troller module. A microprogramed branch driver (MBD)
reads the event from the CAMAC module memory and
sends it through the PDP ll/45 to tape and a shared disk
which is also addressable by a VAX. More details of the
electronics and data acquisition are given in Ref. [26].

When an ion such as a nuclear fragment passes
through MUSIC it loses energy primarily through in-
teractions with the electrons in the gas. The distribution
function for the energy lost by the incident particle de-
pends upon the particle's velocity and charge, and on the
ratio of the mean energy loss, 6, over the path length to

the maximum energy e „,which can be imparted to one
electron in a collision. This ratio is denoted by
g=A/c, „. As the ratio g~0, the energy lost in indivi-
dual collisions becomes important and the energy-loss
distribution function becomes wide and asymmetric with
a high-energy tail. This is the Landau limit [32]. For
large values of g the incident particle makes many col-
lisions with the electrons and the energy-loss distribution
function becomes Gaussian. Vavilov [33] solved the
problem of energy loss by charged particles. His distribu-
tion function goes to the Landau limit for y —+0, goes to
the Gaussian limit for g))1, and covers the region be-
tween the two limits.

While the Vavilov distribution correctly gives the
energy-loss distribution it does not give the distribution
observed with MUSIC, which is the energy deposited in
the anode cells. The reason for this difference is that the
high-energy, knock-on electrons resulting from collisions
with the incident particle have a practical range larger
than the thickness of the anode cell (and of MUSIC), and
escape from the cell without depositing all their energy.
Calculations for energy deposited in an absorber have
been made by Badhwar [34] and Adams et al. [35], and
these fit the single-cell resolutions that we measure for Ar
and La very well [26]. For the 2-cm cells used here the
measured (nearly Gaussian) single-cell resolution was
(4.7+0.3)%, while the prediction of the Badhwar theory
is 4.5% and that of Vavilov 16.9% full width at half max-
imum (FWHM) [26].

For each anode the time distribution of analogue-to-
digital converter (ADC) values (of charge) for a single
track has roughly a Gaussian distribution above some
o6'set. In our analysis of the single-cell resolutions as well
as for track (whole chamber) average resolutions we used
the peak or largest (time bucket) ADC instead of time in-

tegrating each pulse. We have checked that the two
methods give the same results. This is expected since the
pulse rise times are nearly constant and hence the peak
ADC is directly proportional to the current induced be-
tween the Frisch grid and the anode plane.

The width of the (= Gaussian) time distributions is
=600 ns or 3 cm (FWHM). By fitting one can find the
centroid to within =2 mm and by averaging over n cells
get within =2 mm/&n. For n =64 this is 250 pm or a
one-standard-deviation (SD) uncertainty in vertical
height of o.„=100 pm. This good position resolution for
heavily ionizing particles has been confirmed in the tests
of the new three coordinate MUSIC called MUSIC II
[36] which is used for momentum analysis tracking and
charge measurement of Z +5 fragments at HISS. We
used this good position resolution to measure the vertical
defiection (top of Fig. 2) of fragments and to check that
the angle of the fragments pointed back to the beam-on
target area. In Fig. 2 (top) the drift time is plotted
against fragment charge for a 1.3A GeV La beam in-
cident on a 2.68-g/cm carbon target. Since energy loss
is proportional to Z, the measured single-cell resolution,
(4.7+0.3)% FWHM, translates into 2.35% resolution in
charge (assuming zero velocity dispersion). For n cells
the resolution should improve by 1/&n. We used 54 2-
cm cells and thus expect a 54-cell track average energy
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FIG. 2. Analyzed data from MUSIC. Top: Drift time vs track average energy loss and charge of fragments from ' La (1.2
CkeV/nucleon)+ C. Bottom: Projected charge spectrum.

resolution of =0.64% and a charge resolution of 0.32%.
With a 2.68-g/cm carbon target we observe 1.06%%ug

(FWHM) energy resolution. This corresponds to a b,Z
(FWHM) of 0.30 charge units for La(Z =57). The energy
and charge resolution are larger than the expected value;
AZ(expected) =0. 18 charge units. We believe the
diA'erence between the observed and predicted could be
due to velocity dispersion in the beam, plus that due to
target and other energy losses.

The bottom half of Fig. 2 shows the 54-cell track aver-
age energy loss, time-projected spectrum. Charge is indi-
cated above the energy-loss peaks. Above a charge
threshold of Z~ = 10, most (=9S%) of the events are sin-

gle tracks. I3ata such as these were also taken for target
out, a CH2 target of 2.09 g/cm, a second carbon target
of 5.56 g/cm, and a lead target of 3.93 g/cm .

III. ANALYSIS AND DISCUSSIQN

A. Cross sections

The total charge changing cross sections give a mea-
sure of the probability of the beam particles, 57 La nuclei,
have a charge other than Z =57 after traversing a target.
In general, the total cross section, o, is related to the

transmitted intensity, I, the number, n, of target nuclei
per cm and the incident intensity, Io byI=I eapx( ncr), the—well-known collimated beam at-
tenuation equation. The incident Aux Io is determined by
the scintillator S„just upstream from the target. The S&
threshold is set to include Z=57, but to exclude to a
great extent Z (57. The transmitted flux of nuclei, I(Z),
with di6'erent charges, Z, is measured by MUSIC down
to Z=26. Target-out runs were made to measure the
beam attenuation, due mainly to the air path and the
chamber windows, and to measure the production of
fragments with charges other than the beam charge by
the air and windows.

The total charge changing cross sections are obtained
directly after the target-out corrections are made. Table
I summarizes the results for the three nuclei. For the Pb
target only a small sample of data was collected resulting
in the large uncertainty.

A comparison of the data with the models can be
made. The models give total reaction cross sections or
empirical charge changing formulas. In the former case
the removal of only neutrons (which we do not measure)
is included, so one expects the data to fall below the pre-
dictions. One model is the simple, geometric, hard-
sphere model which is based on the notion that if the im-

TABLE I. Our measured total charge changing cross sections (b) compared to model predictions (see
text).

H
natC

natpb

~/SZ/ ~1
(This expt. )

1.44+0. 15
2.13+0.10
4.4+3. 1

~(RT+R~ —2AR )

(Bradt-Peters)

1.50
2.25
5.17

r+Ra)'
(Hard sphere)

1.73
2.52
5.58

~(RT+Z, —b)'
(Westfall)

1.32+0.06 ( A =0.089)
2.52+0. 1

6.04+0. 15

(Karol)

1.4
2.8
6.6
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pact parameter is less than or equal to the sum of the ra-
dii of the projectile and target an interaction will take
place. The total reaction cross section is then
o~ =vrro(Az~ +A~ ) . For r0=12 fm, Table I
(column four) gives these predictions of o.z. It can be
seen that the measured values (column two) are 17, 15,
and 21 % below the predicted values for hydrogen, car-
bon, and lead, respectively. This trend could reAect the
effects of nuclear transparency as well as the fact that we
do not measure neutron-only removal. (The latter is es-
timated later. )

A comparison can also be made with the overlap model
of Bradt and Peters [37] which was first devised to ex-
plain early cosmic-ray data. This model has an overlap
parameter, AR, to allow for some surface transparency
and predicts o~ =m(Rz. +R~ 2AR )

—. Here we use the
parameters of Cleghorn et al. [38] who found ro =1.2 fm
and AR =0.25 fm. The resulting predictions are given in
the third column of Table I. Our observed values are 4,
5, and 15 % below these predictions for H, C, and Pb, re-
spectively.

Westfall et al. [17] measured charge changing cross
sections with 1.88 GeV/nucleon Fe nuclei incident on a
range of targets H to U. They fit a Bradt-Peters form

and found best-fit parameters for ro = 1.35 and
b =0.83+0. 12 fm. They also found that in order to have
the H cross section lie on this line they had to use
Az =0.089 in the above equation. In Table I (column
five) the predictions of Westfall et al. for o.(b,Z & 1) are
shown. Our measurements are 9% higher, 15% lower,
and 27% lower for H, C, and Pb, respectively.

A more recent model is that of Karol [39] (sometimes
referred to as a soft-sphere model). It is based on the
(semiclassical) optical model, and uses tapered nuclear
density distributions and experimental nucleon-nucleon
cross sections. The predictions o z shown in Table I (last
column) use experimental values for the half central den-
sity radius, the skin thickness, the rms radius, etc. , where
available. The hydrogen cross section is in good agree-
ment while our carbon value is below that predicted. As
above, this is in the direction expected.

It should be noted that one can use a model calculation
to estimate the contribution of the hZ=0 reactions to
the total reaction cross section. If we use the abrasion-
ablation model of Craimard and Schmidt [19]we calculate
this contribution to be 19% of the total for our carbon
target data. (This model includes additional particle-hole
or frictional energy of =15 MeV per participant and ac-
counts better for the large ablation-stage neutron losses
mentioned earlier. ) Thus, the corrected (measured) reac-
tion cross section for carbon would be 2.63+0. 13 b, in
reasonable agreement with the reaction cross sections of
the hard-sphere model. The cross section is approximate-
ly 10%%uo above the Bradt-Peters prediction if one uses
their parameters, but it is in reasonable agreement if one
chooses Westfall's fitted parameters.

Data such as that in Fig. 2 (bottom) allow one to calcu-
late elemental production cross sections, o(Z). Correc-
tions for multiple interactions in the target were applied

N'=Xo expI —o s j,
i —i (expI —o sj —expI tJ;sj)—= go;iX; 0; CTj

(2)

(3)

sF oi 0 ij
Woo(1 —exp[ —oos j )

—KJ
1 Cr0 Oi

(exp I
—o s j

—exp[ —o os j )
~j —~oj&oo

cTo 0 j

(4)

where the 1V's are defined as follows.
X (Xo ) is the total number of Z =57—j fragments

detected with the target in (out).
is the contribution to X from primary fragmenta-

tion of La in the target. Since the target is thick, some of
the fragments created are attenuated. This is corrected
for in Eq. (5).

X'. is the direct contribution to X from background in
the beam, attenuated by the target.

and X " are the relatively small secondary contri-
butions to X. from background fragments (i.e., contam-
ination) in the beam which fragment in the target and
secondary fragmentation of the primary beam in the tar-
get, respectively.

Xj 7 Xj 7 Xj 7 and Xj are r elated to the Par t1al and to
tal charge changing cross sections through Eqs. (2)—(5).

In these equations s is the target thickness in
atoms/cm, 0. . is the attenuation cross section out of the
jth channel, and o.

;J is the attenuation cross sections from
the ith to jth channel.

An iterative computer program was then written to ex-
tract the partial charge changing cross sections for La on
carbon using the equation set (1)—(5) and the data binned
according to charge. The extracted cross sections for the
two carbon targets were averaged and the results are list-
ed in column two of Table II. The associated uncertain-
ties have been estimated from the statistical uncertainties
in the raw data. The same iterative method was then ap-
plied to the CH2 data and the hydrogen cross sections
were obtained by using the subtraction
cTH 2 (3 ( o cH ~ crc) wheie ( o cH ~ is the average o.

per nucleus. Column 4 of Table II lists these results. The
iterative corrections ranged from (8+2)% at Z =55 to
(24+4)% for Z =25 and were nearly target independent.
The Pb data for o (Z) were not reliable due to statistical
uncertainties.

Figure 3 shows the elemental production cross sections
plotted against charge removal, AZ, for 57 La incident on
""C nuclei. Comparisons can be made with the better

to obtain thin-target, o(Z) values. These were carried
out as follows: It was assumed that data collected while
the target was in place were independent of the target po-
sition along the beam path, due to the similarity of the
target and surrounding medium. Thus, for the purpose
of calculations it was assumed that the target was directly
in front of MUSIC. Based on this assumption, the equa-
tions used to calculate the fragmentation cross sections
(analogous to those of Ref. [17])were

N =X +X'+X "+X "j j j j
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TABLE II. Fragmentation cross sections in mb for La(1.22
CxeV)+""C, (CHz), and H and abrasion-model calculations for
La+ C. (CHz) is the average cross section per nucleus in CH2.

Frag.
DZ

1

2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

231+24
148+19
113+17
80+15
94+ 14
60+13
57+13
42+11
33+12
31+11
37+11
16+11
37+9
28+10
30+9
40+9
9+8

21+9
27+9
31+10

—3+8
26+8
15+8
11+8
8+9

—2+8
31 +8
7+7

14+7
11+7
12+8

(CH, )

212+23
163+20
113+17
98+16
99+15
81+15
55+14
74+13
21+12
38+12
32+12
9+11

39+10
20+10
36+10
24+9
5+8

14+9
19+9

—9+8
2+8
6+7
2+7

—17+7
6+8

—12+7
7+6

—1+6
18+7—6+6
13+7

H

203+37
170+32
113+28
108+25
101+24
92+23
55+22
89+20
15+20
42+19
29+ 18
5+17

41+15
16+16
39+16
16+14
3+13

11+15
16+15

—29+12
4+13

—5+11
—11+11
—31+11

5+ 13
—18+12
—4+10
—5+10
20+ 12—15+10
13+12

Calculated
C

389
185
123
93.8
78.2
68.7
61.3
56.3
52.9
49.1

46. 1

43 ~ 8
41.9
40.0
39.0
38.8
38.7
39.2
40.6
42.7
44.7
47.4
50.8
53.8
53.2
48.1

39.4
28.1

17.1
8.8
3.9

statistics measurements for ' Xe+C fragmentation at
1.2A GeV reported by Kertzman et al. [40] and Binns
et al. [22] whose data are shown in Fig. 3 as the triangles.
Agreement between data sets is good. The solid curve
represents the result of an abrasion-ablation calculation
using the program of Ref. [19]. These results are also
tabulated in Table II, column 5. The abrasion stage is
macroscopic and uses the equations presented in Ref.
[41]. These equations, given originally by Swiatecki [42],
have been smoothed in Ref. [19] to avoid a discontinuit'nui y
and improve the accuracy in that region of the impact
parameter. (The abrasion-ablation model is usually attri-
buted to Bowman, Swiatecki, and Tsang [13]. However
the model was apparently first formulated and used by
Eisenberg [43] to analyze data on cosmic-ray interactions
at altitude. ) The ablation part of the program [19] is
based on the elegant formulation of the statistical model
proposed by Campi and Hiifner [44]. The initial evolu-
tion of the evaporation stage is described in a macroscop-
ic way using a master equation which leads to a
diftusion-type equation. Particle evaporation depends on
level densities and effective penetrabilities. The data (Fig.
3) are reasonably well represented in the range where hZ
is not too large (where the projectile target nucleus over-

300—

260—

220—

180—
0
o 140—
Q)
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20—

-20
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I
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lap is still incomplete). The bump predicted around
AZ =24 is where one has central collisions, and it is ex-
pected that multifragmentation will be important and
will wash out such a structure in the data. The calcula-
tion is absolute and the total reaction cross section is as-
sumed to be given by vr(R++RT) with R =roA ' and
I"p = 1.22 fm.

From our data we also obtain an estimate of the
hZ=+1, or proton pickup, cross section. Our estimate
is 19.4 mb for La on C with the statistical error of 23%.
Since no target-out correction was made, this estimate is
an upper limit. Binns et al. [20] obtain 21.7+1.6 mb at
1165 Me V/nucleon.

B. Transverse momentum distributions

From the distribution of drift times a mean vertical po-
sition x can be calculated for each track. The mean drift
time or x position is shown in Fig. 2, top, for a range of
fragment charges. We can calculate the track angle from
the sample of drift times (x values) for each track and
verify that the (projected) ion track pointed back to the
target beam elevation. From the angular distribution for
each fragment charge, which is nearly Gaussian in shape,
a standard deviation o (0 ) was extracted. Figure 4
shows the fragment cr(8, ), plotted against the fragment
charge for the thin carbon target. Values before and after
corrections for multiple Coulomb scattering and beam
angular dispersion are shown. These corrections were
obtained from the beam projectile data.

Conversion of 8 and o(0 ) to p„and cr(p„) values re-
quires several (reasonable) assumptions. We assume that
the longitudinal momentum per nucleon (the velocity)
along the beam direction is maintained (as has been ob-
served in earlier studies and is supported by the observed
energy loss distributions in MUSIC). In order to calcu-
late p„and to compare the o (p ) of the momentum distri-
butions with theoretical predictions we need to estimate
the mass AF just after the abrasion takes place (rather

Charge Removal

FIG. 3. The elemental production cross sections for 57 La+ C
at 1.2 GeV/nucleon. The present data are compared to the data
of Binns et al. (Ref. [20]) for ' Xe+C at 1.2 CxeV/nucleon and
to abrasion-model calculations (see text). Note the cross section
zero is raised.
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x 4
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60

FIG. 4. The fragment angle distribution widths,
o.(0 )[—=9„(rms)] vs fragment charge before and after correc-
tions for multiple Coulomb scattering and beam angular disper-
sion.

than after the ablation stage which results in the detected
fragment mass). The data of Binns et al. [20] and prelim-
inary analyses of Muller [45] indicate that the charge
change (b,Z) during the ablation stage (following
abrasion) is small for heavy fragment nuclei. Ablation
(evaporation) calculations show, in agreement with Binns
et al. , that the large Coulomb barrier (=6—12 MeV)
suppresses proton emission and that deexcitation is due
predominantly to neutron emission. Thus (in the spirit of
the fast, clean-cut abrasion-ablation model), we can use
the detected fragment charge to estimate the abrasion
mass, AF, via AF = Ai}Z~/Z~. (For comparison, we also
use for AF the most stable mass for each measured ZF.)

Neglecting ablation stage effects, p is given by

p =0 p0AF, where po is the beam momentum per nu-
cleon. This simple model yields the values of cr(p )

shown in Fig. 5(a). (The p are projected values of pT
along the vertical direction as measured in MUSIC. ) The
uncertainties given contain contributions due to assign-
ment of the abrasion fragment mass (2.5 —7.5 %), electron
drift velocity in MUSIC (4%), longitudinal velocity
(0.8%), and statistics (6—16%). Preliminary values [27]
and these values [28] of 0 (p ) were reported earlier.

There is an additional uncertainty in p„due to the fact
that the momentum is measured after the ablation stage
and contains recoil effects due to the evaporation of
(mainly) neutrons. We assume that on average n nu-
cleons evaporate isotropically into 4m (into x, y, and z
directions). However, there will be statistical fluctuations
of the order of &n/3 for each direction. If each eva-
porated neutron has an average kinetic energy of twice
the nuclear temperature or =2 MeV, the corresponding
momentum is =87 MeV/c. Thus, the evaporation of n
nucleons produces a p momentum distribution with an
SD of o, (p )=&n/3 87 MeV/c, or =170 MeV/c for
n =12. This, added in quadrature with the abrasion
momentum, would have a relatively small effect except
for fragments with Z near Z (beam) whose cr(p ) values
are relatively small. The values of }r(p, ) after subtracting
in quadrature cr, = 170 MeV/c are shown in Fig. 5(a).

Comparisons of the corrected values for o (p ) with
predictions based on the models of Golhaber [7] (G) and
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1000—
C3)
Q)

500—

60

1500

70 80 90 100 110 120 130 140
Fragment Mass

0
0

GII 0
G

0

= 160 MeV/c
= 112 MeV/c.
= 60.5 MeV/c

1000—

500—

b)
II

II
II ——~l II

A/1~ II II )I II~II

II
II II

II

- h

0 I i i i i I i « i I i i » I i i « I

60 70 80 90 100 I 10 120 130 140
Fragment Mass

FIG. 5. (a) The fragment o.(p ) values derived from the data
of Fig. 4 plotted against fragment mass. Also shown are the re-
sults of o.(p ) after applying a correction for neutron evapora-
tion (see text). (b) Corrected o.(p„) are compared with the pre-
dictions of Golhaber (o.o=112 MeV/c) and that based on the
model of Lepore and Riddell (o.0=60.5 MeV/c). The solid line
corresponds to the best fit (o.0=160 MeV/c). 2+ (the abrasion
mass) is assumed to be A&ZF/Zz.

Lepore and Riddell [8] (LR) are shown in Fig. 5(b). As
noted in the Introduction, the former is based on an
independent-particle (Fermi-gas) model in which the only
correlation among the nucleons in the projectile and in
the fragment nucleus is that given by conservation of
momentum, and the latter model uses independent-
particle shell-model wave functions whose main features
are harmonic-oscillator Gaussian factors. In the Gold-
haber model, dependence on the Fermi momentum is via
o'o=pF/5. Here the pz of La is taken to be 250 MeV/c
[12]. The LR }r(p ) values for La are 0.54 times those of
Goldhaber. For both models the predicted o.(p ) [Fig.
5(b)] are smaller than those obtained from the measure-
ments. A fit to our data, with A~ =ZF A~ /Z~ [solid line
in Fig. 5(b)] with the Goldhaber form yields a mean
}ro=160+12 MeV/c, as compared to cro(G)=112 and
o o(LR) =60.5 MeV/c. The fit is systematically below the
data at large AF and above it at medium AF, thus indi-
cating a slight fragment mass dependence for o.o. A
thicker (5.56 g/cm ) C target gave o.o=166+13 MeV/c,
which indicates that the effect of multiple nuclear in-
teractions is small.

Figure 6 shows, both for A~ = A~Z~/Z~ and for most
stable A„, corrected values of O.

o extracted from the
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FIG. 6. Corrected values of o.o(expt) (as defined by Gold-
haber) plotted vs 2+ (determined as described in the text).

La+""C data shown in Fig. 5. These o.
o values de-

pend on the value assumed for the mass AF of the
abrasion fragment. Thus, the o.

o uncertainties reAect an
estimated uncertainty in Az of o ( Az ) = 1 unit. As noted
in the Introduction, the o.

o values derived from the longi-
tudinal momentum distributions for ' C, ' 0, and Ar
fragmentation were less than the Goldhaber predictions
(o o =p~ /5) by =25 —40%%uo. Bertsch [46] argues that
momentum anticorrelations of the nuclear shell model
should suppress momentum Auctuations, and his calcula-
tions for pz are in agreement with the earlier Ar frag-
mentation data [11]. In contrast with these earlier mea-
surements, our transverse momentum distributions are
about equal to or larger than these predicted from
Goldhaber's model and may indicate additional (possibly
collective) infiuences on pT. This might also call into
question an intrinsic feature of the model, namely, that
the longitudinal and transverse momentum widths should
be the same.

&rMcs(Z) =&r Mcs(beam) AF /Aa, where cr Mcs(beam)
(which includes the beam angular dispersion) is that mea-
sured for the Z =57 beam. The latter is found to be 597
MeV/c. With the resulting o. value for each bZF bin we
fit the p distribution f(p,pz) by varying pz and so ob-
tain a value of p~ for each AZF bin. We also use the LR
value of o.

o as possibly a more realistic description for nu-
clei.

Fits were obtained by making two different assump-
tions for the fragment charge to mass conversion: (a) us-
ing the most stable nuclei, and (b) using the beam A /Z.
Figure 7 shows fits to f(p ) for case (a) for a mean
AF =133, 112, and 70. A similar quality of fits is found
for case (b). Table III and Fig. 8 show the fit values of p~
for the five ZF bins. The y values are fairly close to uni-
ty. It is seen that, within the uncertainties in p~ (=+130
MeV/c), the extracted values for pii are fairly indepen-
dent of the assumed charge to mass conversion. For the
Goldhaber model the values for pz average to about 850
MeV/c in the region for 70( Az ( 116. For the region
between 126 and 135, it decreases to about 500 MeV/c.
Note that these values are lower by 5 and 25%, respec-
tively, than those reported earlier [28] and supersede
them. (It was found that the fitting algorithm used ear-
lier was in error. ) As expected, using the LR value of 00
results in larger values of pz. Coulomb forces will give

Count. s
50-

20-

10-

C. Transverse bounce

In order to explain the extra transverse momentum ob-
served in the measured p momentum distributions we
assume an additional transverse bounce p~. We fold pz
(bounce) with the Gaussian x-momentum distribution
predicted by Goldhaber (&ro) (or LR) and obtain the pro-
jected p distribution to compare to the data:

f(p,pa, P) = Ce

where P is the angle p~ makes with the x axis. The above
distribution includes the effects of multiple Coulomb
scattering (MCS) and neutron evaporation, since it can be
shown that the folding of Gaussians and Goldhaber
momentum distributions can be included simply via the
relation o. =oo+o. , where, in our case, o. =o.Mcs+cr,2= 2 2 2= 2 2

with o., = 170 MeV/c.
The distribution f(p,pii, P) is integrated over the az-

imuth P to yield the projected p distribution f(p„,p~).
The latter is compared to the measured p distribution,
and a fit is obtained by varying pz. To improve statistics
we bin the data for a certain range of ZF as shown below.
We fix &ro=o o(Goldhaber) = 112 MeV/c and calculate

20- &A~& = 112

10-

0 n R
I I I I I

20-
A, =70

10-

n n0 I I I I I I I

—3-2 —
1 0 1 2 5 4

p„(GeV/c)

FICx. 7. Measured transverse momentum (p„) distributions
and best fits for La on C at 1.2 GeV/nucleon for mean 2& = 133,
112, and 70. The cases plotted correspond to assuming these
3+ to be the most stable nuclei. The inside curves are the cor-
responding multiple Coulomb scattering contributions.
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TABLE III. Transverse bounce-off momenta p& extracted for
various fragment charge ranges. The Goldhaber model was
used for o.o.

ZF
range

Mean
A~

(a) Most stable

Pa Reduced
(MeV/c) x'

Deg.
of freedom

27-36
37-44
45-50
51-54
55-56

70
94

112
126
133

722+142
794+132
837+125
475+ 135
403+127

0.8
0.9
0.8
1.2
1.2

46
51
49
49
41

(b) Beam A/Z

27-36
37-44
45-50
51-54
55-56

77
99

116
128
135

997+138
904+129
820+123
492+129
457+121

1.1
1.0
0.9
1.2
F 1

48
54
52
50
45

1600

1200

800

Goldhaber, most stable
~ Goldhaber, beam A/Z

Lepore-Ridell, most stable
Lepore-Ridell, beam A/Z

400

60 80 100 120
Mean Fragment Mass

140

FIG. 8. Extracted values of p& for La on C at 1 2
GeV/nucleon corresponding to the two assumed fragment
charge to mass conversions (see text), and with the contribution
due to the effects of internal nucleon momenta corrected as de-
scribed in the text using the Goldhaber (circles) and Lepore-
Riddell prescriptions (triangles).

rise to a collective pT(Coul). This can be estimated using
relativistic electrodynamics [47]. A simple two-stage
model based on the AA model yields pT(Coul)=300
MeV/c for ZF =37.

The mechanism producing the additional pT of the nu-
clear fragment can very likely be viewed as being collec-
tive in nature. Collective phenomena such as shock
waves in relativistic nuclear collisions are very important
in that they should allow one to study extreme conditions
of nuclear matter. Early on, it was predicted [48] that
these would occur, and that evidence would be the obser-
vation of collective sidewards Aow of matter, e.g. , nu-
cleons. In fact, indications of such Aow were present in
early emulsion data [49]. However, convincing evidence
of flow and bounce-off of light particles (mainly nucleons)
came first from 4m electronic detectors at the Bevalac
[50,51]. Later, our measurements [27,28] of the large
transverse momenta of heavy projectile fragments provid-
ed direct evidence of bounce-off of the heavy spectator

fragments. Large pT of lighter fragments up to Z=10
were also measured in 2003 MeV Au+Au [52]. Thus,
there is a good evidence that the basic assumptions of the
hydrodynamic model (short mean free path, rapid local
thermalization) are fairly well satisfied.

From a microscopic perspective, one expects that nu-
cleons from the hot overlap or participant region (multi-
ple) scatter from each other and some scatter into the
colder spectator fragments where some or all of their en-
ergy is absorbed. In this way energy and momentum are
transferred to the projectile fragment. Hiifner et al. [14]
proposed such a final-state-interaction model to account
for energy deposition in the fragment by the participant
nucleons. Oliveira et al. [16] termed this frictional or
final-state-interaction energy and adapted this model to
introduce additional energy into the abrasion fragments.
For nucleon-nucleon scattering at these energies the cross
section do-/dt is forward peaked towards small four-
momentum transfer, t [53]. Thus, in the laboratory frame
one struck nucleon recoils at angles near 90' while the
other is changed little in direction or energy. In col-
lisions along the participant-spectator interface, up to
nearly 50% of the recoil nucleons can be directed to-
wards the "spectator" projectile fragment, and so can
transfer energy and momentum to this projectile abrasion
fragment (or prefragment) which deexcites to become the
detected projectile fragment (PF).

As shown in Ref. [28], from the data on do /dt [53]
one can calculate the average ( t ) =400 MeV/c
=q (three-momentum) for elastic scattering. The q(0)
distribution in the projectile frame peaks near 0=75.
(8=0' is along the target direction in the projectile
frame. ) Thus, stopping the recoil nucleon in the PF
transfers up to an average of =400 MeV/c in the trans-
verse and =100 MeV/c in the longitudinal direction. If
several nucleons stop or transfer a large fraction of their
momentum to the PF the latter will receive a collective
bounce.

A complete calculation of the momentum transferred
to the PF when the C (target) nucleus passes through the
La nucleus must include multiple-scattering, mean-field,
and other effects. A simple estimate can be made using
the energy transfer model of Refs. [14,16]. In the latter it
is assumed that as the recoiling nucleon advances
through the PF it loses energy by further N-N collisions.
The deposited energy is assumed to be dE = aE dx /A, , —
where +=0.25 is the fraction of energy lost per collision,
and A(mfp)=(po&z) '. We assume p=0. 16 fm and
that o&&—- (550 /E) fm is a good approximation for
50~E ~ 150 MeV.

With the above model the average energy deposited per
recoiling nucleon by a PF of 2 =64 is =40 MeV. The
corresponding average momentum deposited is =300
MeV/c (at a mean angle of 8-=75'). The azimuth, P, of q
varies from near zero to near vr so the average (q„)& is
2q/n or =200 MeV/c. Thus, in a single event one needs
only three or four nucleons from the participant region to
recoil into the PF to produce the additional p required
to explain the measured p distributions and the addi-
tional pz. These nucleons will also each contribute to-
wards slowing down the PF in the laboratory frame.
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Recent calculations [54] indicate that the transverse
(low of light (Z ~2) particles should be a more accurate
indication of the reaction plane azimuth than that of nu-
cleons. As mentioned above, the recent measurement
[52] of light particles (3 ~ Z ~ 10) from 200 MeV Au+ Au
collisions exhibit stronger fIow effects than nucleons. If,
as we believe, the extra p~ rejects collision dynamics
then it may be possible to use measurements of the PF
momentum (or summed momenta) to determine the az-
imuth of the reaction plane. This determination would
apply to noncentral collisions which are a large fraction
of the total reaction cross section. According to the
abrasion-ablation model, the PF mass provides a measure
of the impact parameter, b. Thus, measurements of
heavy PF in many cases may be one of the easiest and
best ways of determining the vector impact parameter b.
If the collision geometry can in some cases be we11 deter-
mined then the theoretical models can be applied to these
selected collisions without so much averaging over 6 and
over the azimuth of the reaction plane. Calculations [55]
show that impact parameter averaging distorts the mea-
surement of liquid-vapor-type phase transitions, and that
for such measurements it is crucial to know the geometry
of each collision. Similar conclusions apply to the study
of nuclear Aow and the extraction of information regard-
ing the nuclear equation of state.

In summary, we have measured the charge and trans-
verse momentum distributions of heavy projectile frag-
ments produced in 1.2 GeV per nucleon ' La+C col-
lisions. The most interesting findings are that the trans-
verse momenta are larger than predicted on the basis of

internal nuclear momenta. It also appears that the o.
o pa-

rameter has a dependence on fragment mass while the
models predict it to be constant. The momentum distri-
butions can be fit by folding in an extra pT which we call
ps(bounce). Thus, these measurements of the heavy pro-
jectile fragment transverse momenta indicate that frag-
mentation may contain more physics than initially be-
lieved. The pT measurements may also call into question
the target independence and isotropy (in the projectile
frame) of the momentum distributions predicted by the
present, relatively simple, theories. In addition, if a large
part of pT of the heavy fragments rejects collision dy-
namics, then it may be possible, at least for peripheral
collisions, to use pT of the heavy fragments to establish
the azimuth of the reaction plane (more accurately than
the (low of nucleons), while the mass may provide a mea-
sure of b.
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