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Impact parameter dependence of preequilibrium particle emission
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The energy spectra and angular distributions of protons, deuterons, tritons, and alpha particles
from 215 MeV 0 bombardment of Tb, Ta, and Au have been measured in coincidence with both
evaporation residues and fission fragments. The evaporation residue and fission fragment triggers
together with the angular momentum dependence of the evaporation residue-fission competition have
enabled us to extract the impact parameter dependence of the light charged particle preequilibrium
multiplicities within the fusionlike impact parameter domain. The light charged particle spectra can
be parametrized as originating from a source with approximately 1/2 to 2/3 of the beam velocity
and with a slope parameter of 5—7 MeV. The proton multiplicities increase with decreasing impact
parameter, in agreement with a nucleon exchange transport model prediction. The ratio of the
complex particle to proton multiplicities decrease with decreasing impact parameter, suggesting
dynamical effects in the complex particle production mechanism.

PACS number(s): 25.70.—z, 25.70.Jj, 25.70.Pq

I. INTRODUCTION

A nonequilibrium component is observed in the energy
spectra and angular distributions of neutrons and light
charged particles in heavy ion induced reactions. These
particles are forward peaked and exhibit energy spectra
extending to considerably higher energies than those cor-
responding to the velocity of the projectile. The multi-
plicity of these particles increases with increasing bom-
barding energy [1,2] and may eventually play an impor-
tant role in limiting the amount of energy which can be
deposited in a composite system. For the most periph-
eral reactions some energetic forward-peaked particles
can arise from sequential decay of projectilelike fragments
[5,3,4, 6, 7]. Our interest in this study, however, concerns
the preequilibrium particles emitted on the shorter time
scale of the nuclear collisions. These particles are some-
times referred to as promptly emitted particles [8].

We now have a fairly complete understanding of the
mechanism for preequilibrium nucLeon emission in heavy
ion reactions at bombarding energies per nucleon up to
about the Fermi energy [8—13]. A semiquantitative un-
derstanding of the energy spectrum, angular distribution,
and absolute multiplicities has emerged by considering a
nucleon exchange model where the velocity from Fermi
motion in the donor nucleus is coupled to the relative
motion of the projectile and target. A quantitative un-
derstanding of the angular distribution requires incorpo-
ration of nucleon-nucleon scattering in the target nucleus
as projectile nucleons traverse through it.

These considerations are not easily extended to com-
plex particles such as d, t, and n particles and it is not
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clear whether the same mechanism and the same impact
@ammeter dependence will hold for preequilibrium nu-
cleon and preequilibrium comp/ex particles. There is a
hint that the impact parameter dependence is very dif-
ferent for protons and for alpha particles from the work
of Awes et al. [14], who were able to measure the mul-
tiplicities separately for the two classes of events corre-
sponding to full and small momenta transfers. These two
classes of events correspond to fusionlike and quasielastic
processes.

The delineation of impact parameters within the
class of fusionlike processes is a dificult experimental
challenge, especially for moderate bombarding energies.
Tsang et aL [15] have calculated the dependence of a
number of observables on impact parameter in intermedi-
ate energy heavy-ion reactions. They find that the mean
multiplicity of fast nucleons and the linear momentum
transferred to the target residue are relatively insensi-
tive to the impact parameter at small impact parame-
ters and incident energies below E/A ( 60 MeV. Meth-
ods based on the velocity of the evaporation residue or
on the average parallel velocity of detected particles [16]
are particularly dangerous when applied to the study of
preequilibrium particle emission as (spurious) kinematic
correlations due to energy and momentum conservation
may dominate over the impact parameter dependence of
interest.

We report here an experiment to further define the im-

pact parameter within the class of nearly full momentum
transfer (fusionlike processes) by exploiting the angular
momentum dependence of fission competition with neu-
tron evaporation. Depending on the fissionability of the
composite system, the division of the fusionlike events
into the more and less central events can be accomplished
by tagging on the evaporation residues and on the fission
fragments. Statistical model calculations show that the
diffuseness of the E dependence of the fission-evaporation
residue competition is not prohibitively large, and that
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the dividing E can be moved throughout the fusion range
by a modest variation in the target Z and A. The tar-
get fissionability is kept sufficiently small that sequential
fission following inelastic and transfer reactions is small.

The dependence of the reaction process on orbital an-
gular momentum (impact parameter) for fusionlike reac-
tions is illustrated in Fig. 1. The smallest impact pa-
rameters lead to fusion followed by particle evaporation
while larger impact parameters lead to fusion followed by
fission. Still larger impact parameters lead to peripheral
processes (not shown) and are not studied in this ex-
periment. Our experiment involves the measurement of
light charged particles in coincidence with either fission
fragments (FF) or evaporation residues (ER).

The organization of this paper is as follows. In Sec. II
we discuss the experimental method and detectors. In
Sec. III we give the relevant fusion cross sections and av-
erage impact parameters for FF and ER tags. We discuss
the moving source parametrization used to describe the
light particles in Sec. IV and give the results of moving
source Gts to the data in Sec. V. Finally, in Secs. VI and
VII we discuss and summarize the experimental results
and draw conclusions.

II. EXPERIMENTAL METHOD

In the experiments reported here we used the Univer-
sity of Washington superconducting booster to produce
a beam of 0 incident on targets of ss Tb, 7s Ta 77 Ir,159 181 nat

and 7s"Au. The target thicknesses were 1.5 mg/cm2, 600
pg/cm2, 400 pg/cmz, and 700 pg/cm2, respectively. Fu-
sion events followed by fission are detected when one of
the fission fragments enters a surface barrier detector at

back angles. Fusion events in which the compound nu-
cleus only evaporates light particles are detected by a
surface barrier telescope at small angles. Light charged
particles (LCP) in coincidence with either of these tags
are detected by an array of phoswich counters covering
angles from 7' to 62'. Coincidence measurements were
performed with a 215-MeV sO beam. The absolute fis-
sion cross sections were measured in a separate experi-
ment using a 224-MeV isO beam.

A. Light charged particle detection

An array of 12 phoswich detectors was used for p, d, t,
and He detection. A detailed description of our phoswich
array is given in Appendix A. A short summary is given
here.

A phoswich detector consists of a thin scintillator act-
ing as a bE counter attached to a thicker scintillator act-
ing as an energy counter, both viewed by a single pho-
tomultiplier tube attached to the back. The two scin-
tillators have difFerent decay constants for light output,
allowing one to infer bE and E from the shape and am-
plitude of the output which in turn allows one to identify
particle types. A plot of b'E (fast) versus E (slow) is
shown in Fig. 2. The fast plastic also allows an accurate
time-of-fiight (TOF) measurement. The TOF measure-
ment is necessary when requiring a coincidence between
a phoswich counter and either a fission fragment (FF) or
evaporation residue (ER) tag. The TOF measurement
also helps to separate Z = 1 isotopes in the phoswich
counters.

An individual detector presents a square face to a
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FIG. 1. Fusion cross section as a function of impact pa-
rameter for Tb. The smallest impact parameters lead to
fusion followed by particle evaporation (ER). Larger impact
parameters lead to fusion followed by fission (FF). The solid
curves are based on a sharp cutoff model and the cross sec-
tions in Table I. The dotted curve is for a smooth cutoff fusion
distribution and the dashed curve gives a statistical model
prediction of the diffuseness of the angular momentum de-
pendence of the 6ssion-evaporation residue competition.
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FIG. 2. bE vs E. "Fast" (dE) component of phoswich
signal is vertical axis and "slow" (E) component of phoswich
signal is horizontal axis. The gradation of the grey scale is
logarithmic. The measured ADC values have been corrected
for pedestals and then scaled to a uniform PMT gain. See
Sec. III A for more details on the scaling.
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particle coming from the target, with each edge of the
counter covering an angle of about 7'. For the current ex-
periment we placed eight counters in the reaction plane,
with the centers of the counters ranging from 7' to 62'.
We placed four counters out of the reaction plane at an-
gles from 7' to 20'. The minimum energy to make it
through the thin scintillator (so particle identification
is possible) is 6 MeV for protons and 24 MeV for al-
phas. The energy to punch through the thick scintillator
is about 55 MeV for protons and 220 MeV for alphas.

The detectors closest to the beam were subject to a
large flux of scattered beam. To reduce pile-up problems
these detectors were covered with a 0.125-mm Ta shield.
This was thick enough to range out the beam, but thin
enough so the particle identification thresholds were only
slightly raised, to about 9 MeV for protons and 35 MeV
for alphas.

We are able to cleanly separate Z = 1 and Z = 2.
We do this by taking the difFerence between the mea-
sured fast component and the expected fast component
calculated from the slow component. Ef@st = CP@st'—
Cfa, t(C,I' '). Here C is the charge measured by the
ADC. Separation of the Z = 1 isotopes is more diffi-
cult, and there we use a combination of Kf@st and AToF,
where AToF = TOF ' ' —TOF(C,I' ') is the difference
between the measured time of flight and the time of flight
expected based on the slow light component. The plot
of Aq, & versus AToF for the Z = 1 isotopes is shown
in Fig. 3. The projection onto the AToF axis is shown
in Fig. 4. Also shown is the decomposition into particle
type exploiting both the Kf@st and EToF information.
The p-d separation is quite good, but there is an overlap
between the d and t isotopes.
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FIG. 4. Projection of Fig. 3 onto the AT&F axis. Also
shown is the isotopic decomposition.

B. Evaporation residue detection

Evaporation residues were detected using a 20-pm-
thick transmission-mounted silicon surface barrier detec-
tor. This was sufficiently thick to stop the residues, while
the elastically scattered beam particles only deposited
about 9 MeV. A 150-pm-thick veto detector was mounted
behind the ER detector to veto elastic events. The de-
tector was 4 in. from the target and was placed at either
12' or 16' for most of the measurements reported here.
These angles were chosen to optimize the ER to elastic
ratio. The residues are identified by their location on an
energy versus time-of-flight (TOF) scatter plot, as illus-
trated in Fig. 5.

There is a kinematic correlation between the LCP's
and ER's. To get enough information to correct for this
we took data with the ER telescope at 12' and 16',
both opposite and on the same side of the beam as the
phoswich array. Some of the phoswich detectors were
partially shadowed when the ER telescope was on the
same side and these were excluded in the analysis.

40,„,.

C. Fission fragment detection
and cross-section results
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FIG. 3. b,i„t(2: axis) vs b,ToF (y axis) for Z = l. Ai»t is
the measured "fast" minus the "fast" expected from pro'. "ns.
b.Top is the measured time of fhght (TOF) minus the TOF
expected for protons.

Fission fragments were detected in a surface barrier de-
tector usually located at 145' with respect to the beam.
Some measurements were also made at 30'. Absolute dif-
ferential cross sections were determined from the known
target thickness, beam current, and geometrical efBcien-
cies. The total fission cross sections were obtained by
integrating over angle assuming the angular distribution
measured by Vaz et at. [17]. Measuring at 145' minimizes
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FIG. 5. Evaporation residue energy vs time of flight
(TOF) scatter plot. The vertical axis is the measured pulse
height. TOF increases from right to left along the horizontal
axis.

III. FUSION CROSS SECTIONS AND MEAN
8 FOR EVAPORATION RESIDUE

AND FISSION TAGS

Absolute evaporation residue cross sections for these
systems have not been measured in this work or reported
in the literature. As we will want to deduce the mean
/ for the ER and FF tags by making a sharp cutofF as-

the sensitivity to the fission fragment anisotropy. The
fission cross sections obtained are tabulated in Table I.
The fission cross section for Ta is in good agreement with
the value of 1529+138 mb measured at 215 MeV by Vaz
et at. Gavron et at. [18] report fission cross sections at
216 MeV for i4~Nd, i7 Er, and Os which interpolate
fairly well with our values in Table I. Their cross sec-
tions appear to be a little lower than ours, and for 3 U
they report a value of 1845+185 to be compared with
the value of 2375+214 reported by Vaz et at. We include
results of measurements with an Ir target, although we
did not measure LCP coincidences with this target due
to the similarity with the Au target as far as the E range
of the tag is concerned.

sumption, we need to have an estimate of the total fusion
cross section in order to obtain the ER cross section by
subtracting the fission cross section. We assume that the
fusion cross section scales as

ogiise = 7I Tp (Ai + Az ) (1 B/E)

where the Coulomb barrier B is given by Zine /
1.44(Ai +A& ). This relationship predicts only a 5%s/3 s/3

increase in the fusion cross section in going from Tb to
Au so the required scaling is very modest. We can esti-
mate the parameter rri in Eq. (1) in two ways. In the first
method we assume that for Au there are no ER and that
the fusion cross section equals the fission cross section
(2030 mb). This is consistent with the fact that we did
not observe many ER's for Au (we do not report LCP in
coincidence with ER for Au because the tag rate was too
low). The second method assumes that the fission cross
section for ~ssU is all associated with fusion, and that
the fusion cross section for other targets scales as Eq. (1).
This should be an upper limit, as peripheral nonfusion
processes can also lead to fission for a very fissionable
target like z U [19]. Scaling the average of the zssU fis-
sion cross section of Vaz et at. [17] and of Gavron et al.
[18] at 215 MeV leads to a Au fusion cross section 4'%%u&&

higher than our first estimate. We have chosen the first
method which leads to an ro value in Eq. (1) of 1.21 fm.
We list the deduced fusion and evaporation cross sections
in Table I. We estimate that the fusion and hence the
evaporation cross sections are uncertain by 200 mb. Also
listed are the mean E values for the ER and fission tags as-
suming a sharp cutofF in the E ranges contributing to ER
and to fission. We have used the E values deduced from
the 224-MeV-fission cross section in interpreting the 215-
MeV-coincidence data as the evaporation-fission compe-
tition depends more strongly on E than on excitation en-

«gy
The I boundary between evaporation residue and fis-

sion is of course not expected to be sharp. We have
performed statistical model calculations with the code
PACE [20] to assess the diffuseness in E space of this com-
petition. The result is compared with the sharp cutofF
approximation in Fig. 1. The PACE calculations we have
performed do not explicitly take into account the nuclear
dissipation slowing down of the fission decay. A recent
calculation [21] shows that incorporation of the nuclear
dissipation effect leads to a negligible change of the mean
angular momentum for the evaporation residue and fis-
sion fragment tags. We have also added a diffuseness

TABLE I. Fission cross section for 224 MeV 0 on various targets. Also shown are the deduced fusion and evaporation
residue (ER) cross sections (see text) and the mean E values for the ER and fission tags. (E) is measured in h and (6) is measured
in fm.

159Tb
181T
natI
197A

o.y (mb)

500+30
1420+120
2020+160
2030+160

0'i'usion (mb)

1932
1974
1990
2030

o.ER (mb)

1432+200
554+200
3p+200—30

0

(&)ER

54+4
34+;
8+14
p+ 14—0

(~)ER

5.5
3.5
1.4
1.4

(&)FF

87+5
77+6
65+4
65+4

8.8
7.9
6.7
6.7
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to the fusionlike cross section as indicated by the dot-
ted curve. The mean values for the ER and FF tags are
not significantly difFerent for the sharp and diffuse dis-
tributions and we have used the sharp cutofF values in
presenting the results which follow.

One might wonder whether the difference in Coulomb
barriers for the difFerent systems significantly perturbs
the E values which would be expected to give the same
preequilibrium particle emission. If one makes a simple
estimate based on the assumption that the emission rate
depends on the radial energy at contact, then the correc-
tion to / for the Au target compared to that for the Tb
target is less than 4%. This is as small as it is because
of a fortuitous partial cancellation between the system
dependence of the Coulomb barrier and the rotational
energy arising from the @BE term in the denominator of
the rotational energy.

IV. MOVING SOURCE PARAMETRIZATION
OF LIGHT CHARGED PARTICLES

The total LCP multiplicity is defined as

~LCP-tag
LOP =

tag
(2)

Here Nrc'P, s is the number of observed coincident
events, and CLcp t g is the efficiency to detect LCP's
in coincidence with tags. Likewise, Nt ' is the number
of observed tags, detected with an efficiency of eieg.

Ideally, the probability to detect the LCP would be
independent of the probability to detect the tag, and we
would have

&LCP —tag —&LCP &tag (4)

and ates would cancel out of Eq. (3). In the case of the ER
tag the LCP detection divas infiuenced by the detection of
the tag. We discuss how we account for these correlations
in Sec. VB and finish the discussion of the simpler FF
tag here.

To extract the total number of LCP's it is necessary
to integrate over the energy spectra and the angular dis-
tribution. This is most conveniently done by parametriz-
ing the data by a moving source. We have chosen a
parametrization based on isotropic volume emission [22],
for which the energy spectrum in the moving frame is
given by

2

( ),/, (E —V)'~' xp [
—(E —V.)/T] (5)

where M is the total multiplicity and T and V, are the
apparent source temperature and minimum Coulomb en-
ergy of the emitted particles. This parametrization as-

where the tag is FF or ER, N&es is the number of gags,
and NLcp ies is the number of coincident events. Since
we did not measure all LCP's or all tags, we must correct
for detection efficiencies:

ZTobs"LCP—tag/~i Cp —&eg
LCP Nebe/

sumes a Coulomb energy in the moving source frame
following the work of Wada et aL [22] rather than a
Coulomb energy in the laboratory frame assumed by
Awes et aL [14]. If we fit our data with the Coulomb
energy in the laboratory frame we find source velocities
close to one-half the beam velocity, temperatures in the
4—5-MeV range, and Coulomb energies around 10 MeV
for p, d, and t and 20 MeV for o,. We have chosen to put
the Coulomb barrier in the moving source frame because
this makes the model more self-consistent. In this case we
find source velocities approaching 70% of the beam ve-
locity, temperatures in the 7—8-MeV range and Coulomb
energies around 2 MeV for p, d, and t and 5 MeV for o..
Both parametrizations give reasonable y values for the
best fits.

The spectra are transformed to the laboratory system
using

d2M

dAdE, b

E... '" d'M
E' dAdE z z,

Mequil
2

dAdE (E —V, „;l)
equil

x exp [
—(E —V,q„;l)/T,q„;l]

to account for surface evaporation from the composite
system moving at the center of mass velocity. This source
is only important at the more backward angles and lower
LCP energies. Since our data are dominated by pre-
equlibrium particles, we do not expect our fits to con-
strain the equilibrium source very well. We Bx the tem-
perature of the equilibrium source at T,q„;~= 2.75 MeV
which is typical of the excitation energies for these reac-
tions. Similarly, we fix the Coulomb barrier of the equi-
librium source at its expected value of V,q„,~ = 8.6 MeV
for p, d, t, and 17.2 MeV for a. We allow the remaining
parameter, M,q„;~,to be set by the fit.

In order to avoid any problems associated with varia-
tions of detection efficiency with energy close to the par-

where E' = Eleb —2(&mr, Cpv, Eleb) cos(8) + &mr, cpv,
and v, is the moving source velocity. There is no fun-
damental reason for preequilibrium particle emission to
have the assumed functional form of Eq. (5) or to origi-
nate from a single moving source velocity. We have, how-

ever, found that such a parametrization provides an ade-
quate representation of preequilibrium proton emission as
calculated by a realistic nucleon exchange transport [12]
model. A fit to that part of the calculated proton spec-
trum within our angular range for 224 MeV isO + isiTa
yielded a fit with y2 = 3.2, an apparent temperature of
5.5 MeV, and a source velocity to projectile velocity ra-
tio of 0.4. Since our interest in this study is the variation
of multiplicity with impact parameter, we are primarily
interested in variations of the multiplicity depending on
the tag. A moving source fit which adequately reproduces
the data should provide a quantitative determination of
any dependence of multiplicity on impact parameter.

In addition to the moving source characterizing the
preequilibrium emission, we have added a second source
of the form
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ticle identification threshold and to minimize the effect
of the evaporation source, we have restricted our Gts to
laboratory energies well above the threshold. For protons
the minimum energies considered were 12.5 and 17.5 MeV
for detectors without and with Ta cover foils.

We estimate the moving source parameters by mini-
mizing

) ) . [C(E)i) —N(E, i)]
C(E, i)

The statistical uncertainty is dominated by N(E, i), the
number of detected LCP in energy bin E and phoswich
counter i. C(E, i) is the expected number of counts with
energy E in phoswich counter i, and is calculated as

d M&Lcp—tag ~ ™'gdAdE'

We use the expected number of counts as the weight (as
opposed to the observed number of counts) since some of
the bins have very few counts.

The yz minimization was done with an iterative fit rou-
tine. This procedure has been checked by fitting Monte
Carlo generated data. The Monte Carlo event genera-
tion, which was necessary for the ER data analysis, is
described in Appendix B.

V. RESULTS OF FITS TO MOVING SOURCE

A. Moving source fits to FF-tagged data

When examining data tagged by fission fragments one
must consider the possibility of an azimuthal dependence

of the LCP relative to the plane defined by the beam and
the detected fission fragment. Such correlations have
been studied by several groups [23—26], and the trends
can be summarized as follows. The azimuthal anisotropy
increases with increasing mass of the LCP. For a given
kind of LCP, the anisotropy increases with both LCP ki-
netic energy and angle. We only measured the azimuthal
dependence at small polar angles. The proton azimuthal
dependence is consistent with isotropy, while the alphas
show some anisotropy. Our results for deuterons and
tritons had too poor statistics to define an azimuthal de-
pendence. Guided by previous work and our own results,
we have parametrized the P dependence of the LCP by
the functional relationship

W(P) = 1+amE sine cos (10)

We have taken fission fragment tagged data with Tb,
Ta, and Au targets. The moving source parameters for
the FF tagged data are listed in Table II. The error

where 8 is the angle from the beam, P is measured from
the plane of the detected FF, and m and E are the
mass and laboratory energy of the LCP. A value of 0.005
for the parameter a was found to reproduce the aver-
age trend exhibited by the data for the three targets.
This value typically leads to a decrease of about 20% for
the alpha particle multiplicity compared to the value ob-
tained neglecting the azimuthal dependence. The effect
on the multiplicities of the other particles is smaller than
this. To determine the moving source parameters we use
Eq. (8) by modifying Eq. (9) to read

d2M
C(E,i) = br.cpW(P)Npp

TABLE II. Moving source fits for fission fragment tagged data. The temperature and Coulomb barrier of the equilibrium
source have been fixed, but there is no constraint on the moving source.

Tgt

Tb
Ta
Au
Avg

Tb
Ta
Au
Avg

Tb
Ta
Au
Avg

Tb
Ta
Au
Avg

2
Xv

0.88
1.23
1.26

1.03
1.02
1.30

1.06
1.21
1.02

0.95
1.47
2.12

0.131+ 0.019
0.189+ 0.010
0.215 + 0.007
0.178 + 0.005

0.053 + 0.008
0.061 + 0.003
0.074 + 0.003
0.063 + 0.002

0.034 + 0.004
0.039 + 0.002
0.047 + 0.002
0.040 + 0.001

0.181+ 0.012
0.217 + 0.004
0.298 + 0.005
0.232 + 0.003

'Us /t'beam

Protons
0.71 + 0.05
0.60 + 0.02
0.66 + 0.02
0.66 + 0.01

Deuterons
0.66 + 0.09
0.64 + 0.03
0.64 + 0.03
0.65 + 0.02

Tritons
0.74 + 0.10
0.73 + 0.04
0.69 + 0.03
0.72 + 0.02

Alphas
0.67 + 0.05
0.68 + 0.02
0.70 + 0.01
0.68 + 0.01

7.1 6 0.5
7.8 + 0.2
7.1 + 0.1

7.33+ 0.10

6.8 + 0.6
7.8 + 0.3
7.4 + 0.2
7.3 6 0.15

7.7 + 0.6
8.1 + 0.3
7.3 + 0.2

7.70 + 0.15

6.4 + 0.2
6.8 + 0.1
6.4 + 0.1

6.53 + 0.04

1.3 + 0.7
2.3 + 0.2
2.5 + 0.1
2.0 + .1

1.4 + 0.7
1.6 + 0.2
1.5 + 0.1
1.5 + .1

0.2 + 0.5
0.3 + 0.2
0.8 + 0.2
0.43 + .12

3.9 + 0.3
4.5 + 0.1
4.7 + 0.1
4.4 + .01

Mequi j.

0.13 6 0.02
0.10 + 0.01
0.10 + 0,01

0.097 + 0.006

0.017 + 0.010
0.018 + 0.004
0.014 6 0.004
0.013 + 0.003

0.006 + 0.007
0.009 + 0.003
0.007 + 0.003
0.007 + 0.002

0.12 + 0.16
0.42 + 0.06
0.95 + 0.06
0.50 + 0.04
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bars are statistical only. We assign a 10'%%uo systematic un-
certainty to the FF tagged multiplicities to refiect pos-
sible errors in the use of W(P). The multiplicities are
integrated over all energies, not just above the detection
threshold. Typical fits are shown in Figs. 6 and 7. For
clarity, only a few of the phoswich counters are included.

The fit values of the Coulomb barriers have a reason-
able trend, for a given Z the higher A values have a lower
V„andas Z increases so does V, . The actual values seem
low, but one must remember that the functional form
chosen for convenience to parametrize the LCP's has no
fundamental justification and the parameters other than
the source velocity and multiplicity do not have a direct
physical interpretation. The apparent temperatures are
independent of the target, although d and t have a higher
temperature than p and o..

The source velocity is about 65% of the beam velocity
and is independent of the target and the light particle.

The multiplicities of the equilibrium source are small
with the exception of the n data. Even for the n data

the equilibrium source is very small compared to the pre-
equilibrium source over the range of angles and energies
measured in this experiment.

We are primarily interested in the multiplicities of the
prompt particles. As the average impact parameter de-
creases the prompt particle multiplicity increases.

B. Moving source Bts to evaporation
residue-tagged data

We also have taken ER tagged data with the same
targets. We divide each of these sets in two, one with
the ER telescope at +12' and one with the ER telescope
at +16'. We would have a total of six data sets but the
evaporation residue cross section for Au data is too small
to give meaningful statistics.

In the ER analysis we must take account of the com-
pound nucleus recoil from the LCP. The ER yield falls
off very rapidly with angle as the detector is moved away
from O'. An LCP emitted at a nonzero angle can kick
the recoil either toward or away from the ER detector,
leading to a bias in the ER detection efficiency for co-
incident events relative to the ER singles events. This
effect is strongest for n particles because of their larger
mass and higher kinetic energy. A 75-MeV o. measured
at 50' will be momentum balanced by an ER at 16' on
the opposite side of the beam whereas a 50-MeV proton
measured at 50' will only kick the ER to 5.7 . This cor-
relation between the LCP emission energy and angle and
the ER detection efFiciency must be accounted for.

Formally we use Eq. (8) as the definition of y by mod-
ifying Eq. (9) to read

. NER d'M
t"(E,&) = &i.CP-ER(Ea &)

EER

where E is the energy of the LCP and i is the
phoswich counter index. Here we explicitly recognize
ei,gp ER(E, i) depends on the energy and type of LCP
detected. We must calculate the coincidence efliciency
as a function of LCP energy for each type of LCP and
each phoswich counter. Implicit is the recognition that
cr,cp ER(E, i) and EER depend on the LCP's that are
emitted but not detected.

We calculate cLgp ER(E, i) and E'ER using Monte
Carlo techniques. For ei,cp FR(E, i), we loop over the
phoswich counter, then over the LCP type, then over
the energy of the LCP. We generate a random direction
for the LCP within the counter, then calculate the re-
coil direction and momentum of the ER. (We assume full

momentum transfer from the beam to the compound nu-

cleus. ) We smear the ER direction and energy to account
for particle evaporation from the equilibrated compound
nucleus, then modify the ER direction and energy to ac-
count for multiple Coulomb scattering and dE/dx in the
target. If the ER would enter the ER detector with an en-

ergy above the detection threshold we "detect" the event.
The coincident efficiency, ei,gp ER(E, i), is the ratio of
"detected" events to generated events.

The calculation of E'ER is very similar. For each event
we generate a group of LCP's distributed randomly ac-
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TABLE III. Moving source fits for evaporation residue tagged data. The temperature and Coulomb barrier of the equilibrium
source have been fixed, but there is no constraint on the moving source.

Tgt

Tb
Tb
Ta
Ta
Avg

Tb
Tb
Ta
Ta
Avg

Tb
Tb
Ta
Ta
Avg

Tb
Tb
Ta
Ta
Avg

Angle

12'
16'
12'
16'

12'
16'
12
16'

12
16'
12'
16'

12'
16'
12'
16'

2
Xv

2.8
3.5
31
2,6

2.1
3.0
2.3
2.3

1.9
3.0
2.5
2.5

5.3
9.3
6.3
7.2

Protons
0.227 + 0.008
0.209 + 0.005
0.286 + 0.007
0.275 + 0.007
0.244 + 0.003

Deuterons
0.075 + 0.002
0.068 + 0.001
0.092 + 0.003
0.088 + 0.002
0.077 + 0.001

Tritons
0.030 + 0.001
0.037 + 0.001
0.038 + 0.001
0.043 + 0.001
0.037 + 0.005

Alphas
0.188 + 0.012
0.147 + 0.002
0.186 6 0.006
0.175 + 0.002
0.160 + 0.001

Us/'Ubeam

0.74 + 0.01
0.77 + 0.01
0.77 + 0.01
0.78 + 0.01
0.77 6 0.01

0.66 + 0.01
0.65 + 0.01
0.67 + 0.01
0.65 6 0.01
0.65 + 0.01

0.69 + 0.01
0.67 + 0.01
0.62 + 0.01
0.68 + 0.01
0.67 + 0.01

0.76 + 0.01
0.70 + 0.01
0.71 + 0.01
0.67 + 0.01
0,70 + 0.01

6.2 + 0.1
6.1 + 0.1
5.8 + 0.1
5.5 + 0.1

5.82 + 0.04

6.5 + 0.1
6.6 + 0.1
6.4 + 0.1
6.0 + 0.1

6.35 + 0.05

6.7 + 0.2
6,9 + 0.1
7.0 + 0.2
6.2 6 0.1

6.63 + 0.06

7.1 + 0.1
6.4 + 0.1
7.2 + 0.1
6.3 + 0.1

6.46 + 0.02

V,

0.9 + 0.2
1.1 + 0.1
1.5 + 0.1
1.5 + 0.1

1.41 6 .05

1.6 + 0.1
1.5 + 0.1
1.3 + 0.2
1.6 + 0.1
1.56 + .06

0.6 + 0.3
0.7 + 0.1
1.1 6 0.3
0.7 + 0.2
0.72 + .10

0.0 + 0.7
4.0 + 0.1
1.8 + 0.4
4.3 + 0.1
4.11+ .06

Mequi 1

0.33 + 0.01
0.38 + 0.01
0,21 + 0.01

0.228 + 0.012
0.297 + 0.006

0.054 + 0,005
0.071 + 0.004
0.049 + 0.005
0.048 + 0.006
0.058 + 0.003

0.021 + 0.003
0,037 + 0.003
0.009 + 0.003
0.031 6 0.005
0.021 + 0.002

1.08 + 0.05
1.40 + 0.05
0.85 + 0.05
1.43 + 0.08
1.15 + 0.03

cording to a set of moving source parameters. The recoil
of the ER is calculated, the ER energy and direction are
smeared to account for equilibrium evaporation and pas-
sage through the target. Finally ER's heading into the
ER detector above threshold are detected. eEn is the
ratio of detected ER's to generated events. The Monte
Carlo calculations are described in more detail in Ap-
pendix B.

The moving source parameters for the ER tagged data
are listed in Table III. The error bars are statistical only.
We assign a 15' systematic uncertainty to the ER tagged
multiplicities to refiect possible errors in the calculation
of 6L(;p ER(E, i). Typical fits are shown in Figs. 8—ll. In
these figures the data have been efFiciency corrected. For
clarity, only a few of the phoswich counters are included.

The ER tagged fits have a larger y2 than the FF tagged
fits. The source velocity is slightly higher and the tem-

1O-S

1O-4

10 6

1O-6

10 V

10-

10

~ g [ ~ F ~ ~ ~ e ~ e [ r w ~ ~ [ e ~ r r [ e I ~ ~ [ e e ~ ~
[

~ I ~ ~ [ ~

10

io-S

10 4 I-I)o

10-6

1O-6

10
eg'10-S

[
~ f I I ~ ~ ~ O

[
I ~ ' ~ I [ ~ I ~ ~ f ~ I ~ ~

[
~ 4 I I [ I I ~ I

[
~

) l [ \ ~ ~ I [ s ~ ~ ~ l t ~ ~ I t I ~ ~ ~ I [ S ~ ~ a [ I 0 ~ 0 [ I ~ ~ ~ I ~ ~ ~ I [ 0 ~ 0 [ 4 ~

io 30 SO 40 10 30 So 40 50 60

E~ (MeV) E~ (MeV)

10-9

30 40

E~ (bleV)
40 60 80 100 120

E~ (Mev)

FIG. 8. &&&& vs E for protons and deuterons in coinci-
dence with evaporation residues. Here the Ta data are pre-
sented with the evaporation residue counter located at 16'.
Points with error bars are the data after correction for coin-
cidence efficiency. Dashed lines are the moving source fits to
the data while the solid lines are the sum of the moving and
equilibrium sources. Only data for counters at 7', 2l', 35,
49', and 61' are shown for clarity.

FIG. 9. &&&& vs E for tritons and alphas in coincidence
with evaporation residues. This is the Ta data with the evap-
oration residue counter located at 16 . Points with error bars
are the data after correction for coincidence efficiency. Dashed
lines are the moving source fits to the data while the solid lines
are the sum of the moving and equilibrium sources. Only data
for counters at 7, 21', 35, 49', and 61' are shown for clarity.
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dence with evaporation residues. This is the Ta data with the
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bars are the data after correction for coincidence efFiciency.
Dashed lines are the moving source fits to the data while the
solid lines are the sum of the moving and equilibrium sources.
Only data for counters at 7', 21, 35, 49', and 61' are shown
for clarity.

perature and Coulomb barriers are slightly lower for the
ER tagged fits compared to the FF tagged fits. The
agreement between the 12' and 16' data is reasonably
good, particularly for protons and deuterons.

C. Comparison of fission fragment and evaporation
residue multiplicities
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A moving source parametrization of our FF and ER
tagged data describes our LCP data fairly well. We
used five parameters; the prompt light particle multiplic-
ity, moving source velocity, source temperature, Coulomb
barrier, and equilibrium light particle multiplicity. The
source velocity, temperature, and Coulomb barrier are in-
dependent of target although there does seem to be a dif-
ference between the two tag types. It is not clear whether
this is due to an inadequacy in the recoil corrections for

the ER tag or to a real effect. Since we are interested in
the LCP multiplicity dependence on the impact parame-
ter, we fix the source velocity, temperature, and Coulomb
barriers at their average values and refit for multiplicities.
These average values are v, /vb« ——0.679, T = 6.46
MeV, Uc(p) = 2.40 MeV, U, (d) = 1.57 MeV, U, (t) = 0.89
MeV, and V, (n) = 4.69 MeV. These multiplicities are
listed in Table IV. The multiplicities obtained with the
compromise set of parameters generally differ by less than
10% from the values in Tables II and III.

'We display these multiplicities graphically by plotting
them as a function of mean angular momentum (pro-
portional to impact parameter) in Fig. 12. The mean
angular momenta are taken from Table I. The horizontal
error bars in Fig. 12 reflect the uncertainty in the mean E

values, not the width of the l distribution sampled. The
vertical error bars represent possible systematic errors in
the multiplicity determination and are 10% for the FF
tagged data and 15% for the ER tagged data.

One noticeable feature of Fig. 12 is that the p, d, and
t multiplicities vary nearly monotonically with the mean
angular momentum, while the alpha multiplicities have
a significant step at the change in tag type. We have
considered a number of possible causes of the latter step.
One might be inadequacies in the calculation of the re-

coil effect correction for the ER tagged data. We have
some reassurance that this is not likely a major effect
because the 12 and 16 ER detector angle multiplicities
agree. The recoil corrections differ appreciably between
12' and 16'. A second possibility is that there are al-

phas accompanying or following Bssion not present when
evaporation residues are formed. In fact alphas are emit-
ted during scission but with such a low probability (1
in 300) and with such low average energies that their
contribution would be negligible. Postfission evapora
tion alphas would also be of fairly low energy and en-
hanced in the direction of the fragment complementary
to the backward-detected fission fragment. Such an en-
hancement is not observed. A third possibility, and one
which we think more likely, is associated with an increas-
ing contribution of peripheral processes with increasing
target fissility. This idea is explained further in the next
section.
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MFIG. 11. &z&& vs F for tritons and alphas in coincidence
with evaporation residues. Here the Ta data are presented
with the evaporation residue counter located at 12'. Points
with error bars are the data after correction for coincidence
eKciency. Dashed lines are the moving source fits to the data
while the solid lines are the sum of the moving and equilibrium
sources. Only data for counters at 7, 21', 35, 49', and 61'
are shown for clarity.

VI. DISCUSSION

A. Dependence of complex-particle to proton
multiplicity ratio on impact parameter

The differing behavior of the complex particle as com-
pared to proton multiplicities can be exhibited more
clearly by plotting the ratio of the d, t, and alpha mul-
tiplicities to the proton multiplicities. These ratios are
shown in Fig. 13. The d/p and t/p ratios increase mono-
tonically with impact parameter. This rules out any
mechanism which does not depend on the dynamics of
the reaction, such as surface emission or the simple coa-
lescence model. The qualitative behavior of the n/p ratio
continues the trend observed by Awes et al. for more pe-
ripheral processes, where they saw a higher n/p ratio for
very peripheral events with smail momentum transfer.
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TABLE IV. Moving source fits to LCP data. We have fixed v, /vb„= 0.679, T = 6.46 MeV, U, (p) = 2.40 MeV,
U, (p) = 1.57 MeV, U, (p) = 0.89 MeV, and U (a) = 4.69 MeV. The errors listed are statistical. We estimate the systematic
errors to be 10% for the FF tagged data and 15%%uo for the ER tagged data.

Tgt

Tb FF
Ta FF
Au FF
Tb ER
Ta ER

Tb FF
Ta FF
Au FF
Tb ER
Ta ER

Tb FF
Ta FF
Au FF
Tb ER
Ta ER

Tb FF
Ta FF
Au FF
Tb ER
Ta ER

W
Protons
87+ 5
77+ 6
65+4
54+4
34+',

Deuterons
87+ 5
77+ 6
65+4
54+4
34+6

Tritons
87+ 5
77+ 6
65+4
54+4
34+'

Alphas
87+ 5
77+ 6
65+ 4
54+4
34+'

2
Xv

0.90
1.60
1.44
4.7

1.02
1.30
1.50
2.5
2.34

1.11
1.55
1.20
2.5
2.6

0.94
1.60
1.7
8.3
7.5

0.138+ 0.006
0.153 + 0.003
0.203 + 0.003
0.228 + 0.002
0.322 + 0.003

0.059 + 0.003
0.053 6 0.001
0.065 + 0.001
0.065 + 0.001
0.085 + 0.001

0.039 + 0.002
0.042 6 0.001
0.045 + 0.001
0.035 + 0.001
0.038 + 0.001

0.144 + 0.004
0.220 6 0.002
0.322 6 0.002
0.155 + 0.001
0.167+ 0.001

0.123 + 0.013
0.1196 0.005
0.103 + 0.005
0.405 6 0.005
0.260 + 0.007

0.004 + 0.007
0.019 + 0.003
0.019 + 0.003
0.073 + 0.003
0.062 + 0.004

0.000 + 0.006
0.004 + 0.003
0.007 + 0.003
0.027 + 0.002
0.025 + 0.003

0.42 + 0.11
0.49 6 0.04
0.73 + 0.05
1.30 + 0.03
1.36 6 0.04

B. Comparison with other experiments

In this section we compare our tagged multiplicities
with results of measurements in which there has been
some discrimination against peripheral events. Since
these other measurements only distinguished fusionlike
events from peripheral events, we have constructed mul-
tiplicities for fusionlike events by taking a weighted av-
erage of the ER- and FF-tagged multiplicities for each
of the three targets. These fusionlike multiplicities are
given in Table U. It is interesting to note that these fu-
sionlike proton multiplicities are identical to within 5%%uo,

supporting the assumption that the change in multiplic-
ity with target Z and A is small. We compare our pro-
ton multiplicities with those of Refs. [14, 22, 27, 28] in
Fig. 14. We have chosen to plot these multiplicities ver-
sus (bombarding energy)/nucleon, as there is insufficient
information available to establish a more sophisticated
scaling. It appears, however, that our results are con-
sistent with such a simple scaling. Rather than plotting
the absolute d, t, and o, multiplicities in the same way,
we have chosen to plot the ratio of these multiplicities to
the proton multiplicities, as shown in Fig. 15. Although
there is considerably more scatter, it appears that the
ratio of the complex particle to proton multiplicity does
not vary much with bombarding energy. These ratios
are observed to be several times lower for the very light
Ne + Al system compared to the heavier systems. Our
multiplicity ratios for deuterons and tritons are similar
for our three targets, whereas the alpha-to-proton mul-
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FIG. 14. Comparison of preequilibrium proton multiplic-
ities for fusionlike collisions. The 0 + Tb, Ta, Au values are
from this work, the Ne + Al, 0 + U, and Ar + Ag are from
Refs. [14, 27, 28].

FIG. 13. Ratio of deuteron (top), triton (middle), and al-
pha (bottom) multiplicities to proton multiplicities as a func-
tion of mean angular momentum.

TABLE V. Fusionlike multiplicities derived by weighted
average of evaporation residue and fission tagged multiplici-
ties.

Target
159Tb
181T
197A

Mp

0.203
0.195
0.195

0.062
0.063
0.066

0.037
0.042
0.047

0.156
0.218
0.345

tiplicity ratio exhibits a surprisingly large variation with
target. This variation arises primarily from the alpha
multiplicity determined from the fission tag.

A possible explanation for the strong target depen-
dence of M is that with increasing target fissility there
is an increasing contribution of peripheral processes. The
more fissile target nuclei can fission when a smaller frac-
tion of the projectile is captured (such processes are
sometimes characterized as breakup-fusion or massive
transfer). This interpretation is supported by the re-
sults and interpretation of Wada et al. [22] who have
measured p, d, t, and n yields in coincidence with evap-
oration residues for 30 MeV/nucleon isO and s S on Ag.
They End that the p, d, and t multiplicities do not vary
significantly with evaporation residue velocity, whereas
the alpha multiplicity increases with decreasing residue
velocity. They interpret this as indicating that alpha par-
ticles result primarily from the more peripheral collisions.
Leegte et al. [29] come to a somewhat similar conclusion
on the basis of rather different arguments. They compare
angle-integrated spectra with coalescence model spectra
generated from a Boltzmann master equation approach
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FIG. 15. Ratios of complex particle multiplicities to pro-
ton multiplicities for fusionlike collisions. The data are taken
from the references given in the caption to Fig. 14.

and attribute the excess of high energy particles to mas-
sive transfer reactions. For 30 MeV/nucleon N + s Th
they deduce about half of the preequilibrium tritons and
alphas, and at least 1/3 of the deuterons are associated
with more peripheral massive transfer processes. Our
data do not show as near as large an effect for tritons al-

though there is a hint of a discontinuity in our triton and
deuteron multiplicities at the same place as for alphas,
although diminished in magnitude.

The decrease in complex particle to proton multiplic-
ity with decreasing impact parameter observed in our
work as illustrated in Fig. 13 is opposite to the trend
claimed by Peter et al. [16] in the 40Ar + z7Al reaction
at 45 MeV/nucleon. It is not clear whether this differ-
ence results from the lighter system and higher energy in
the latter work, or whether it is an artifact of the con-
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struction of the impact parameter scale from the aver-
age parallel velocity. Detection of a preequilibrium alpha
(as compared to a proton) in the backward direction in
this reverse kinematics experiment (corresponding to for-
ward direction in a normal kinematics experiment) will
bias the parallel velocity in a way to make the collision
appear more central.

The dependence of the proton multiplicity on the im-
pact parameter that we have observed is in agreement
with the dependence of the neutron multiplicity on the
impact parameter observed in the 20Ne + issHo reaction
by Holub et aL [2] at a similar E/A of 14.6 MeV/nucleon.
They find a preequilibrium neutron multiplicity of 1.5 in
coincidence with evaporation residues, and a multiplicity
of 1.0 in coincidence with fission fragments. We estimate
that these correspond to mean angular momenta of 40
and 60, respectively.

Impact par nmeter b (Fml
3.5 5.5 6.7 7.9

0 4
8.8

0.3—
P ROT ClNS
o Exp.

+ Theor y

0.2—

~ 01—

I. . . , I. . . , I, , i, I

20 40 60 80 100
glenn Anqular Momentum

C. Comparison of proton multiplicities with
nucleon exchange transport model

Preequilibrium protons emitted in the forward direc-
tion are generally attributed to protons from the projec-
tile which escape at early stages in the fusion of the pro-
jectile and target. Models which take into account the
coupling of the relative motion of the projectile-target
system to the Fermi motion of the nucleons within the
nuclei are often referred to as Fermi jet models. We have
used a modified version [30] of such a model [12] to calcu-
late the preequilibrium proton multiplicity for the difFer-
ent target and impact parameter bins. The modification
consists of replacing the ground-state Fermi momentum
distribution with a diffuse momentum distribution. The
calculated results for projectile jetting are compared with
the experimental proton multiplicities in Fig. 16. (Jets
originating in the target would appear in the backward
direction and not be observed in this study. ) The model
provides an excellent reproduction of the impact param-
eter dependence of the multiplicity, and a reasonable re-
production of the absolute magnitude considering that
it is an a priori model without adjustable parameters.
A comparison of the calculated and experimental energy
spectra at difFerent angles is presented elsewhere [31].

D. Coalescence model comparison

In the absence of a more fundamental model for com-
plex particle formation, we compare our spectra for d, t,
and alpha particles with a coalescence model. Such an
analysis is often performed [14, 1, 33, 34] to describe the
preequilibrium composite particle spectra starting from
the corresponding proton spectra. The basic idea is that
neutrons and protons can coalesce if they have similar
average momenta. Neglecting Coulomb efFects, the dif-
ferential multiplicity of a complex particle with A nucle-

FIG. 16. Comparison of the dependence of experimental
and theoretical proton multiplicities on mean angular momen-
tum. The calculations have been performed for the relevant
projectile-target combinations.

OIlS

d Mg(Eg) d M„(Ep)

where EA = AE„.Thus the yield of a complex particle
depends on the proton yield for particles with the same
velocity. The proportionality constant depends on the
coalescence radius in momentum space, po. This charac-
terizes the allowable range in relative momenta the two
particles can have and still be assumed to coalesce. The
only predictive power of the model is the shape of the
complex particle energy spectrum, with the normaliza-
tion giving the coalescence radius.

This model is mainly based on phase-space arguments
and does not include the dynamics of formation of the
complex particles. This model is fairly successful in many
cases where it has been found that the values of the
temperature parameter T for p, d, t, o. determined from
a moving source model analysis of the respective energy
spectra are nearly the same. In extending the coales-
cence model originally successfully applied at relativistic
energies to nonrelativistic energies, suitable modification
has been made [14, 1] to take into account the effect of
the Coulomb repulsion of the charged particles from the
target residue.

According to the modified coalescence model the dif-
ferential multiplicity of the complex particles
d M[Z, N, E~]/dE~dA consisting of Z protons and N
neutrons (A = Z + N) with energy EA is related to that
of the proton dzM„(E„)/dEdA as

d2M[Z, N, E~]
dE~dA

N, +N„A s~po
Z, + Z„N!Z![27ns(E —Eo)]i~~

d M„(E„)
dEdQ (14)
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FIG. 17. z& &z vs E for protons,
deuterons, tritons, and alphas in coincidence
with (a) evaporation residues and (b) fission.
Here the Ta data are presented with the evap-
oration residue counter is 6xed at 8 = 12'.
The continuous lines represent the moving
source fit to the data at angles 0 = 7', 21',
35', and 49'. The dashed lines are the coa-
lescence model calculations. The pp (MeV/c)
values required to fit the complex particle
data are also indicated.
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Here E~ = AE —NE~ and E~ is the Coulomb repulsion
energy per unit charge given as

E — " MeV. (15)
(A„+Ag —1)'/

N~, N„,Zq, Z„are the neutro~ and the proton numbers
of the target and the projectile, respectively. Aq, A„are
the target and the projectile mass numbers, respectively.
Instead of starting from the actual differential multiplici-
ties of the protons measured in this paper, we have taken
for convenience the moving source model fitted spectra of
protons as starting values in carrying out the coalescence
model analysis. We have also assumed uniformly 10%
error on the data for all angles and energies in carrying
out the analysis. The only parameter which was varied
to optimize the fit to complex particle spectra was the
quantity po [Eq. (11)]. During the course of the anal-
ysis it was found that making E~ = 0.75E~ [as given
by Eq. (12)] gave a better fit to the data. This new
value of E~ has been used throughout the analysis. The
results of the analysis for the composite particle spectra
from fission tag and evaporation residue tag are shown in
Pig. 17. The overall agreement between the experimental
data and the coalescence model calculation can be consid-
ered satisfactory considering the simplicity of the model
used. The po values determined are listed in Table VI. It
is estimated that the errors on these values vary between
10 and 15%. The pc values for 7Au and 132 (d), 240 (t),
and 279 (n) MeV/c obtained here compare favorably well
with the corresponding values 168, 213, and 299 MeV/c
determined for the same target at comparable energies
in Ref. [1]. In general the po values determined here are
consistent with the values obtained in the literature [14,
1, 34] at comparable E/A values of projectiles. There is

a tendency for the pc values to decrease with increase
of A&. It may be noted from the values tabulated (Ta-
ble VI) that the pc values from evaporation residue tag
are considerably smaller than that obtained from fission
tag. This result implies that the coalescence radius pc is
impact parameter dependent.

E. Other models

TABLE VI. Po (MeV/c) values from coalescence model

analysis.

Fission tag

159Tb
181T
197A

150
148
132

288
273
240

312
300
279

Evaporation residue tag

5oTb
181T

114
96

197
162

235
200

Tricoire [35] has proposed a promptly emitted particle
model for alpha particles similar to that for nucleons dis-

cussed above. It is assumed that alpha particles preexist
and Bow between the projectile and target. Scattering
in the receptor is neglected. A schematic version gives
an alpha-to-proton ratio depending on the ratio of Fermi
velocities (the "Fermi energy" for alphas is taken to be
about 3 times that for protons) and independent of im-

pact parameter.
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It would be desirable to have a more sophisticated cal-
culation for the complex particles, such as one based
on three-nucleon collisions in a Boltzmann-Uehling-
Uhlenbeck transport model [37, 38] or based on "quan-
tum" molecular dynamics [36] to compare with the ex-
perimental data.

VII. SUMMARY

We have measured exclusive energy spectra and angu-
lar distributions for light charged particles in the forward
direction. Impact parameter selection within the class of
fusionlike events has been performed by a method which
is not compromised by correlation efFects arising from
conservation laws relating to the observable and the tag.
The forward angle spectra are dominated by particles
originating from a source with approximately 1/2 to 2/3
the projectile velocity, with the source velocity depend-
ing on the parametrization of the spectra in the moving
source. The source velocities and energy spectra slope
parameters are similar for all the light particles studied.
The energy and angle integrated multiplicities associated
with this source have been extracted. The proton mul-
tiplicity increases almost a factor of 3 with decreasing
impact parameter over the range of fusionlike impact pa-
rameters, and this dependence is in good agreement with
an extended version [30] of a nucleon transport model
[12]. The complex particle multiplicities exhibit a difFer-
ent dependence on impact parameter, with the complex
particle to proton multiplicity ratio decreasing with de-
creasing impact parameter. This dependence is not con-
sistent with simple coalescence concepts.
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APPENDIX A: PHOSWICH
DETECTOR SYSTEM

1. Mechanical setup

A phoswich detector consists of a thin scintillator act-
ing as a 6E counter attached to a thicker scintillator act-
ing as an energy counter, both viewed by a single photo-
multiplier tube (PMT) attached to the back. The bE ver-
sus E measurement allows one to identify particle types.
Using a single PMT allows one to pack the detectors close
together. An individual detector presents a square face
to a particle coming from the target. Each detector is
44.45 cm from the target and is 5.41 cm (or 6.96') wide.
Nearest the target is a 0.036-cm-thick scintillator (Bi-
cron BC400) with a short time constant (1.8 ns) acting
as a bE counter. Behind this is a 2.54-cm-thick scintil-
lator (BC444) with a long time constant (180 ns) used
to measure the particle energy. Next is a Lucite light
guide (to decrease position sensitivity of light collection
efficiency) and then the PMT. The BC444 is tapered so

that its edges project back to the target. A particle de-
positing energy in the counter gives rise to a "fast" pulse
(due to the thin scintillator) on top of a much longer
"slow" pulse (from the thick scintillator). The minimum
energy to make it through the thin scintillator is 6 MeV
for protons and 24 MeV for alphas. The energy to punch
through the thick scintillator is about 55 MeV for protons
and 220 MeV for alphas.

The phoswich detectors are held in a support placed
in a 152.4-cm-diameter scattering chamber. There are 13
positions in the reaction plane, 5 positions 7' above the
reaction plane, and 3 positions 14 above the reaction
plane. This support can be placed at virtually any angle
from the beam. For the experiments reported here there
were 8 in-plane detectors centered at angles of 7', 14',
21', 28', 35', 42', 49', and 62' and 4 out-of-plane detec-
tors at angles from 7' to 20'. To reduce pile-up due to
elastically scattered beam the phoswich counters closest
to the beam were covered with 0.013 cm thick tantalum
foils. This was thick enough to range out the beam, but
thin enough so the particle identification thresholds were
only slightly raised, to about 9 MeV for protons and 35
MeV for alphas.

2. Electronics

We sent one anode signal from each of the phoswich
counters to the counting room. This was split in three
using a Phillips 740 linear fan-out. Two of the outputs
were sent to charge sensitive analog-to-digital converters
(ADC) to measure the charge in the "fast" and "slow"
components. The third signal was used as a timing signal
to set up the ADC gates and stop the time-to-digital
(TDC) channel.

The analog signal used to measure the fast component
was delayed and sent to a LeCroy 2249SG separate gate
charge sensitive ADC. The delay was to give the timing
electronics enough time to create a 20-ns wide gate and
have it arrive at the ADC in coincidence with the fast
component of the signal. The separate gates for each of
the analog inputs were used to minimize the effect of tim-
ing differences between the difFerent phoswich channels.

The analog signal used to measure the slow component
was attenuated and sent to a LeCroy 2249A charge sen-
sitive ADC. The gate was 200 ns wide and delayed so the
gate started 100 ns after the fast component of the signal.
The attenuation was such that the signals of interest did
not overHow the ADC range. In the experiment reported
here the signal from He overflowed the ADC at an energy
of about 110 MeV. None of the Z = 1 isotopes came close
to overBow.

The timing signal was sent through a Phillips 715 con-
stant fraction discriminator to create a logic signal. One
of the outputs was sent to a logical fan-in to create the
slow gate common to all the phoswich counters. The
other signal was sent to a Phillips 752 logic unit to cre-
ate two double NIM height signals. One of these signals
was used as the fast gate (the LeCroy 2249SG requires a
double NIM height gate) and the other was sent through
400 ns of delay cable and used as the TDC stop.

A trigger was defined to be either the FF detector or
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ER telescope firing. The phoswich electronics was faster
than the surface barrier detectors, so the phoswich signals
would arrive before the trigger. If there was no trigger
within 5 ps of the phoswich gates the LeCroy ADC's were
cleared and reset. The clear time was 2 ps. If there was
a trigger the ADC's were allowed to finish conversion
and then read. This took approximately 200 ps. The
resetting of the phoswich ADC's introduced a 2' dead
time. The TDC stops were delayed long enough so the
start could be generated by the trigger and timed to the
beam marker. The TDC dead time was the same as the
surface barrier detectors dead time. Events in which the
TDC and ADC information did not match were used to
measure the ADC dead time.

imized the quantity

2 w ( slow Cslow )
~

fast Cfast
r~«.i. ) E «»... i

where C,'i, is the measured number of ADC counts and
C,'& is the calculated number of ADC counts. C,'i and

Ci!„tare calculated by numerically integrating Eqs. (Al)
and (A2):

dE'
C;, (E) =Ai

@, 1+As "~@
'

3. Calibration Cf„,(E) = As
Eg dE'

„~,+ A4C,',.„(E). (A5)
1+Ay "q

'

The purpose of the calibration is to use fast, slow, and
TOF to identify particle types, then use slow to deter-
mine the particle energy.

The fast and slow ADC counts are first corrected for
pedestal. The measured number of ADC counts is as-
sumed to be proportional to the light output of the plas-
tic scintillator. The correspondence between light output
and energy of the incident particle is made using Birks'
formula [39]

dC, i dE/dx
dx 1+A, dE/dx'

C is the measured charge in the slow gate and Ai and
A2 are calibration constants which are independent of
particle type. Ai is a function of the PMT gain and is
different for every counter (although the high voltage was
set so all counters had similar gains). As is a property
of the plastic scintillator and takes into account the non-
linearity of the light output for low energy particles. Aq
was fixed to be the same for all counters. The measured
fast has a contribution from the slow component:

dC«, t dE/dx dC i

dx 1+A2dE/dx dx
(A2)

We used three kinds of calibration data. First we elas-
tically scattered beams of protons and He from Au. This
gave us a few energy points in each phoswich counter.
For protons we had runs up to 18 MeV. For He the high-
est energy we ran was 64 MeV. During this calibration
we did not measure TOF.

The second type of calibration data was taken by plac-
ing a Mylar target in the sO beam. The protons kicked
out of the target have energies dependant upon detection
angle, ranging from 44 MeV for the forward counters to
22 MeV for the counter at 62'. We also measured TOP
during these runs so we could calibrate the TDC's.

The Anal calibration data were protons and alphas se-
lected from the experimental data using banana gates on
fast versus slow. We used the TOF to determine the
energy.

To determine Ai, Aq, As, and A4 we numerically min-

Here dE'/dx is a function of E' and particle type. The
limits of the integrals are the entry and exit energies of
the particles. Here we have assumed the particle stops in
the slow plastic and it leaves the fast plastic with energy
Eq For th. e counters covered with a Ta shield we must
correct the initial particle energy, E~, for

& energy loss
in the Ta.

4. Particle identi6cation

It is easy to distinguish Z = 1 from Z = 2. We can
combine all phoswich counters in the same plot by plot-
ting

Isiow = low
(A6)

1

~fast A4 Cslow
Ife,s~ =

An example of such a particle identification scatter plot is
shown in Fig. 2. Although the Z = 1 and 2 particles are
clearly separated, the particle resolution is inadequate to
cleanly resolve the p, d, and t particles.

To separate the Z = 1 isotopes we use a combination
of Atast and AToF, ~h~~~ Ag~t ——Cf,'t —C«st(C, i'„')
is the difference between the measured and expected fast
based on the slow component and b,ToF = TOF
TOF(C~&,'as) is the difference between the measured time
of flight and the time of flight expected based on the
slow component. The plot of Aq t versus EToF for the
Z = 1 isotopes is shown in Fig. 3. The projection onto
the AToF axis is shown in Fig. 4. The particle identifi-
cation is somewhat better than is apparent in Fig. 4 as
the actual cuts were made in the two-dimensional space
of Fig. 3. The p-d separation is quite good, there is an
overlap between the d and t isotopes.

The particle energies are deduced from the slow (E)
signal. First the particle type is identified, then the en-

ergy deposited in the slow plastic is determined by solving
Eq. (A4) for E. Finally the particle energy is corrected
for dE/dx energy loss in the fast plastic and Ta cover foil
(if any).
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APPENDIX B: MONTE CARLO
CALCULATIONS

The Monte Carlo simulation served two purposes. The
first was to check the analysis routines. The second was
to calculate the efficiencies necessary for the analysis of
the ER tagged data.

1. Monte Carlo simulation of fission fragment
tagged data

To check the analysis of the FF tagged data it was only
necessary to generate LCP's distributed according to a
moving source parametrization.

We chose a set of moving source parameters: multiplic-
ity, source velocity, temperature, and Coulomb barrier.
For each event a set of LCP's was generated. The num-
ber of a given species of LCP was generated according to
a Poisson distribution, with the mean equal to the cho-
sen multiplicity. For each LCP in the event the energy
was generated according to a Maxwell-Boltzmann dis-
tribution of the given temperature. All LCP's had the
Coulomb energy added, and were then boosted along the
beam direction by the source velocity. LCP's which were
headed toward a phoswich counter were "detected" and
added to the appropriate histogram. The result of this
program was a set of histograms with the same format
as the data. Since the FF detection efficiency is assumed
to be independent of the LCP detection efficiency, we
assume all FF's are detected.

The generated histograms were fitted with the same
fitting program that was used for the data. The fit results
were in good agreement with the inputs to the Monte
Carlo event generation.

2. Monte Carlo simulation of evaporation
residue tagged data

The essential difference between the FF tagged data
and the ER tagged data is the correlation between the
LCP's and the ER. It is important that we include the
ER detection in the Monte Carlo calculation.

There are four processes that we apply to the ER's.
Initially we assume full momentum transfer from the
beam to the compound nucleus. The first step is to ap-
ply momentum conservation to calculate the recoil of -the

compound nucleus from the LCP's. In the second step
we account for the equilibrium evaporation from the hot
compound nucleus. The third step is to apply multiple
Coulomb scattering and

&
on passage through the tar-

get. Finally we require the EB.to be heading toward the
detector and have a kinetic energy above the detector
threshold.

We generate the LCP's as before. The ER momentum
is just the beam momentum minus the LCP momentum.
The charge (ZER) and mass number (AER) of the com-

pound nucleus are also corrected for LCP emission.
We use the results of pACE [20] calculations to model

the effects of the equilibrium evaporation. Those cal-
culations show the angular deflections due to equilib-
rium evaporation from the compound nucleus are well
described by

do 1 1(8
dA /2vr5. 3' 2 (5 3'

where 6I is the change in angle of the ER. The energy of
the ER is also modified by the equilibrium evaporation.
To a good approximation the ER energy is reduced by 5'%

with a Gaussian distribution about this mean described
by a. = 0.15E@R. The mass number of the compound
nucleus is also reduced by five, the average number of
neutrons emitted.

The dE/dx energy loss of the ER in the passage
through the target is parametrized as

- 0.66

dE = 20t
AER

(B2)

where t is the target thickness and AER is the mass num-

ber of the ER. This reproduces the dE/dx values tabu-
lated in the Nuclear Data Tables for our energy range
[40]. The multiple Coulomb scattering is difficult to
parametrize; we have scattering angles past the Gaussian
approximation and the target is too thick for Ruther-
ford scattering to be applicable. We use tabulated values
of && for multiple Coulomb scattering published by Sig-
rnund and Winterbon [41] and assume one-half the target
thickness as the average amount of material for multiple
scattering.

In the final step we define a "trigger" if the ER is
above the detector energy threshold and it is heading
toward the detector. The number of triggers divided by
the number of attempts is the tag efficiency epR. For
all triggered events we check if any of the LCP's were
detected in the phoswich array. We again accumulate
histograms so the results of the Monte Carlo run are in
the same format as the data and can be analyzed with
the same programs.

The calculation of E'ER ~h»(E, p) is a little different
than the calculation of eER. The essential difference is
in the generation of the LCP's. For each LCP species
we loop over phoswich counters, then over LCP energy,
generating an LCP of the given type and energy into a
random spot on the phoswich counter. The recoil of the
ER from this LCP is calculated as described before. The
fraction of events in which the ER is detected divided by
the number of events generated is GER &h, (E,p)/A&h, .

Generating enough events to get adequate statistics on
eER ~i,»(E, p) was quite time consuming. We reduced
the time consumption by calculating 6&R—ph s(E, p) ev-

ery few MeV and using a polynomial fit to fill in the gaps
and smooth the calculation.
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