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Order parameter far pairing systems
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We compare the static approximation to the Hubbard-Stratonovich representation of the partition
function with the order parameter representation based on the Landau theory of phase transitions
and we 6nd that the two expressions for the partition function are very similar if we choose the
expectation value of the potential for the order parameter of the system. This choice for the order
parameter has certain advantages above choosing the BCS energy gap for the order parameter in
that it generalizes naturally for momentum dependent pairing interactions and that it remains well
de6ned in exact treatments. In a simple i&3f2-model calculation di8erent choices for the order
parameter are compared with the exact grand canonical and with the static path integral results.

PACS number(s): 21.60.—n

I. INTRODUCTION

The mean-field BCS approach [1] for the pairing
Hamiltonian

II = CkCk~Cko. G CkgC kgC klgt-
ka kk'

) ( wt —at —i'4
kk'

(1.2)

for the order parameter of the system.
This choice for the order parameter of a pairing sys-

does not take into account quantum or statistical fluc-
tuations. Quantum fluctuations arise because the mean-
field wave functions are not the exact eigenfunctions of
the pairing Hamiltonian and in particular they violate the
particle number symmetry. Statistical or thermodynamic
fluctuations arise in finite systems at finite temperature
where states other than the most probable state of the
system become accessible.

We consider two methods used to treat thermodynamic
fluctuations of finite systems. The first is based on the
functional integral representation of the partition func-
tion [2—6]. In this approach the saddle-point evaluation of
the functional integral gives the standard BCS mean-field
result, in the static approximation one includes thermo-
dynamic fluctuations, and in higher order approaches one
can include some of the quantum fluctuations [5,6].

The second method we look at is based on the Landau
theory of phase transitions [7—10], where one uses a sin-
gle order parameter to describe the macroscopic state of
the system. Comparing the partition function in this for-
malism with the static approximation to the functional
integral representation of the partition function, we no-
tice that the expressions are very similar if we choose the
expectation value of the pairing potential

tern has certain advantages above the traditional choice
of the BCS energy gap A as the order parameter. First,
the BCS energy gap is no longer a macroscopic parameter
when one uses a momentum-dependent pairing interac-
tion, because the gap becomes momentum dependent.
Furthermore, the BCS energy gap is not defined in an
exact calculation (it is only nonzero in the mean-field
treatment). On the other hand g remains a macroscopic
parameter for momentum-dependent pairing potentials
and is well defined in an exact calculation. In systems
where the gap parameter is momentum dependent the
expectation value of the potential has been previously
used as a macroscopic parameter describing the system
[11,12].

In the thermodynamic limit, both the BCS energy gap
A and the expectation value of the pairing potential g ap-
proach zero smoothly at the phase transition. Note that
thermodynamic fluctuations vanish in this limit. For fi-
nite systems thermodynamic fluctuations give rise to a
nonzero value of both parameters above the critical tem-
perature. However, even if one excludes thermal fluctu-
ations, g remains finite above the critical temperature.
This is not the case for the BCS energy gap.

Naturally, the above choice for the order parameter of
a system is only valid for systems described by a pairing
Hamiltonian. Should one include quadrupole-quadrupole
terms or higher order terms, one would get a differ-
ent expression for the order parameter and the system
might have more than one order parameter. Further-
more, should one include higher order terms, it might not
be possible to perform the Hubbard-Stratonovich trans-
formation, making it very dificult to evaluate the parti-
tion function.

A simple numerical calculation with a small number of
particles is performed in the iis~2 model [9]. We compare
the results with different choices of the order parameter
with the exact grand canonical and the static path in-
tegral results in spite of the fact that the model Hamil-
tonian of the x~3y2 model may be viewed as an effective
Hamiltonian to be used in mean-field calculations.
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II. THE FUNCTIONAL INTEGRAL
REPRESENTATION OF THE PARTITION

FUNCTION

ck and ck are the fermion creation and annihilation
operators and the single-particle energies ek = ek —p are
measured relative to the chemical potential p. Defining

The grand canonical partition function for a pairing
system with constant attractive pairing potential G is
given by

X = (B—+ Bt),1

2
(2.5)

Z=tr e (2.1) Y = (B ——Bt),

with

K=H —pN=) eknk~ —GB B,
kyar

(2.2)
we can write the Hamiltonian in a form suitable for the
Hubbard-Stratonovich transformation [2,3]:

where nk counts the number of electrons in the state
with

lt =Kp —G(A +Y ) (2.6)

tnk ——ck ck (2.3) ( Gi
I~p —) &k +

~

&k
2 ~ (nkvd + n —k$ 1) ~ (2 ~ 7)2)

ntn

k
(2 4) The exact partition function is now given by the path

integral

M
g = tire

{ { dd {t )ddre{t )e„~"„='d i "i+d i "itr re(PG ) {dt M 2
g

2
g {d M
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r 4 I

n=1
(2.8)

with

K„=K, —2G[~P.(t„) + Y P„(t„)]. (2.9)

Here 7 is the imaginary time ordering operator. Note that K is now only quadratic in the fermion operators, while
K was quartic. In order to define the various approximation schemes one usually makes use of a Fourier transform of
the fields and we assume that we have chosen an odd number of time slices M. Thus

M —1
2

P (t)= ) rI pe
p=-

(2.10)

with n „=n ~ and similarly for ttt&(t). In the case of the static-path approximation one approximates K by the
static Hamiltonian

K = Kp —2G[Ag + Yg„]

with g = @~0 and g„= g„o. Further, converting the sum over the time slices to an integral, we obtain

(2.11)

M —1
2

»m ) P.'(.)+P„'(.) =P«g.'+q„'+2) g.'„+q„'„
=1 p=1

(2.12)

The integrals over the g „and g„z (p g 0) can now be readily performed. The static approximation to the partition
function is then given by

(PG&Z =
{ {

drt. drt„e e~te-+e'tr e ee ).
7I

(2.13)

In order to evaluate the trace we define

so that

g = G(g —ig„)

f d@ (tr e dett'i
)

(2.14)

(2.15)
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with

h =) e&+ +) l
~„——l(n„„+n i,z —1) —(gc„„c „„+g*c„„ci,t) .2) (2.16)

When performing the trace only terms with equal numbers of creation and annihilation operators will survive. We
obtain

hg = ) ok+ + ) Ri, (ni,g+ n i,g —1)
k K

(2.i7)

with

Gl'
+ I@l'2) (2.is)

Note that the hg is only a function of lgl . This allows us to write the partition function in the following form:

z = ~
~~@~» (.-~"i~»~'i)

G 0
(2.19)

2

n(~y~') =) ..—ii»~~@~*) ——i»(i+.-' i~'~'&) + (2.20)

Note that the extremum of the integrand satisfies the
BCS gap equation

r(g) ~ e
—~"('l = e " (3.i)

1=-G .1 —2fi,
2 Bk

(2.21)
where O' = 0/V is the thermodynamic potential per
unit volume of the system. The partition function in this
formalism is given by

with

1

] + ~PRg (2.22)

Z P(C)d(—
0

(2.23)

where ( is the order parameter, one is led to identify
as the order parameter of the pairing system.

If one replaces lgl by the BCS energy gap A then Eq.
(2.20) looks very similar to the BCS expression of the
thermodynamic potential [8] and comparing (2.19) to the
order parameter representation of the partition function

0g P&(C)dg—
0

(3.2)

ge P&(C)dg—
J'~ e —PB(g) d(

(3.3)

where o. is a normalization constant.
In the thermodynamic limit (N ~ oo, V ~ oo,

n = K/V finite) and also at zero temperature only the
state which minimizes the thermodynamic potential is
accessible to the system. Thermodynamic fluctuations
can be ignored and neglecting quantum fluctuations the
system is described well by the mean-Geld formalism.
However, for finite systems at Gnite temperature the av-
erage of the order parameter calculated from [9]

III. STATISTICAL FLUCTUATIONS IN THE
ORDER PARAMETER

In the Landau theory of phase transitions one assumes
that the macroscopic state of the system can be described
by a single macroscopic parameter which is called the or-
der parameter (. The pairing-normal phase transition
is a second-order phase transition in which the order pa-
rameter approaches zero smoothly at the critical temper-
ature. In the thermodynamic limit the specific heat has
a discontinuity at the phase transition. Ignoring quan-
tum fluctuations the isothermal probability distribution
of the order parameter is given by [9,7]

need no longer be equal to the most probable value, i.e.,
the value which minimizes O.

Traditionally the order parameter for a pairing system
governed by a Hamiltonian of the form (1.1) is chosen
to be the gap parameter defined by 4 = G(B). For a
constant pairing potential the gap is not momentum de-
pendent. Within the mean-field formalism this parame-
ter remains finite below the critical temperature T and
it approaches zero at T,.

However, for the case where the pairing potential is
momentum dependent the gap parameter also becomes
momentum dependent and it is thus no longer a sin-
gle parameter defining the macroscopic state of the sys-
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tern. Furthermore, in an exact calculation the expecta-
tion value of the gap parameter is identically zero for all
temperatures. These considerations have led us to look
for alternative choices for the order parameter.

Comparing the Hubbard-Stratonovich representation
of the partition function (2.19) with the order parame-
ter representation (3.2) we were led to considering the
expectation value of the pairing potential for the order
parameter. In the thermodynamic limit for the case of a
constant pairing potential this is given by g =

Let us therefore look at the behavior of the expecta-
tion value of the pairing potential g. In the thermo-
dynamic limit this parameter has a similar behavior to
that of the gap parameter L; i.e. , it remains finite below
T and approaches zero at T, . But unlike the gap pa-
rameter g remains a single macroscopic parameter for a
momentum-dependant pairing interaction. Furthermore,
it is well defined in an exact treatment. It is interesting
to note that in finite systems, unlike the gap parame-
ter, g remains finite above the critical temperature, even
when one does not include statistical fIuctuations.

Now, in order to calculate the partition function in the
order-parameter representation (3.2) let us transform the
Hamiltonian (1.1) into quasiparticle space

g=G ) .'+).p,
kk'

(3.9)

and that the number of particles is given by JV

JV = (K) = 2 ) pk. (3.10)

Let

F' = F —p(K) —Ag

= (E) —T(S) —p(N) —Ag. (3.11)

Here A and the chemical potential p are the Lagrange
multipliers for the constraints (3.9) and (3.10), respec-
tively. The entropy is given by

(S) = —2k~ ) [fk ln fi + (1 —fg) ln(1 —fk)j . (3.12)

To calculate the partition function as a function of g
we minimize the free energy for each value of g with
respect to the transformation parameters xk subject to
the constraints that the expectation value of the pairing
potential is given by

+kT ~k&kT vk&

(3.4)
We want to minimize E' with respect to the transforma-
tion parameters xk. But

a kf ——uk@ kg + vkckT.

Here ak and ak are the quasiparticle creation and anni-
hilation operators and we have chosen the arbitrary phase
factor acquired in the transformation such that uk and
vk are real. We require further that the quasi-particles
obey Fermi statistics. This is equivalent to requiring
uk + vk ——1 and we can replace the two parameters uk,
vk by a single transformation parameter xk defined by

dI'
dXk

OF' OF' dfi,+
Ofi "&i

(3.13)

OE'

BXk
=0 (3.14)

and

has a minimum (and we assume in what follows that it
is a global minimum) where both

2
= —(1+xi, ).

vk 2
(3.5) = 0. (3.15)

Taking the expectation value of the transforIned Hamil-
tonian we obtain

E = (E) = 2) ei,pk —G) ~k~g —G) p„, (3.6)

From Eq. (3.14) we obtain an expression for the trans-
formation parameters

kk'

where pk is the single-particle density

pp = (ci ~cp~) = 1 —xk(l —2') (3.7)
with

k&k— (3.16)

with fi, = (ai,&ai,~) = (a k&a i,g) and 7k is the pairing
tensor defined by

(3 S)

and

e„' = ei —G(1 + A)pi

A' = G(1+ A) )
k

(3.17)

(3.1S)

The third term in Eq. (3.6) tends to zero in the thermo-
dynamic limit and in this case the expectation value of

2
the pairing potential is simply given by g = & . On the
other hand, in finite systems the third term in (3.6) does
contribute and g remains finite above the phase transi-
tion.

1
fi =

1 + exp(P+ek2 + b, '2)
(3.19)

We now calculate the free energy as a function of g by

and from (3.15) we obtain the quasiparticle occupation
probabilities
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value of the pairing potential which is closer to the exact
grand canonical result than the value obtained if one uses
4 for the order parameter. Furthermore, the behavior
of the specific heat is very similar to that obtained in
a static path integral approach and the exact transition
temperature is very well reproduced.

Finally we note that using the gap parameter 4 for the
order paraIneter results in certain conceptual difBculties
which are resolved if one uses the expectation value of
the pairing potential for the order parameter. First, 4
is always exactly zero (on both sides of the phase tran-
sition) in an exact canonical calculation since it is de-
fined by 4 = G gk(c kicky). Furthermore, if one uses
a momentum-dependent pairing potential, the BCS en-

ergy gap L also becomes momentum dependent and is
thus no longer a suitable parameter for describing the
macroscopic state of the system. On the other hand Q is
well defined and nonzero (at least below the phase tran-
sition) in an exact canonical calculation. Furthermore, it
remains a single macroscopic parameter for momentum-
dependent pairing potentials.
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