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We have determined the p-ray branching ratio I'~ jl'« for the first excited state in 0 (F = 5.17
MeV) to be (3.1 + 1.7) x 10, corresponding to a p width of 12 6 7 eV. This value was determined
by measuring the ratio of the N(p, n) Oo to N(p, n)' Oi cross sections via neutron time of
flight, and the ratio of N(p, n) Oo to '

N(p, n)' Oi(p)' 00 cross sections at the same center-of-
mass energy by bombarding a hydrogen target with a N beam and kinematically distinguishing
the Oo recoils from the two reaction channels, The present value for I'~ is consistent with other
measurements at the 2-cr level; a weighted mean of all measurements is used to calculate the stellar

N(p, p) 0 reaction rate, and thereby determine the temperatures and densities at which the stellar
carbon-nitrogen-oxygen (CNO) cycle is converted to the hot CNO cycle.

PACS number(s): 27.20.+n, 25.40.Lw, 95.30.Cq, 98.80.Ft

I. INTRODUCTION

The gravitational potential energy in massive (M ) 2M&) main-sequence stars is balanced by the nuclear energy
produced by hydrogen burning in the stellar core through the CNO cycle, with the reaction sequence [1]

C(p, p) N(e+ve) C(p, p) N(p, p) O(e+v, ) N(p, n) C .

At characterisic main-sequence stellar core temperatures
of 2 x 10' P T(K) P 80 x 10' [2 ( Ts ( 80, where
Ts = T(K)/10 ] and densities p = 150 g/cms, the slow-
est reaction in the cycle is N(p, p) sO; this reaction

*Present address: Oak Ridge National Laboratory, Physics
Division, Bldg. 6000, MS-6371, P.O. Box 2008, Oak Ridge,
TN 37831-6371.

~Present address: Physics Department, University of Wash-
ington, Seattle, WA 98195.

~Present address: W. K. Kellogg Radiation Laboratory, Cal-
ifornia Institute of Technology, Pasadena, CA 91125.

~Present address: Lawrence Berkeley Laboratory, University
of California, Berkeley, CA 94720.

rate limits the energy generation rate of the cycle, and
results in typically 94% of all the seed nuclei being i4N

during equilibrium CNO hydrogen burning [2]. Further-
more, the resulting isN/i N equilibrium abundance ratio
is 10 s, a factor of 100 lower than that observed in
solar system material. The relative abundance of 4N and
isN has been a serious problem, unexplainable through
hydrostatic hydrogen burning in the CNO cycle [3, 4].

Additional processing of the N seed nuclei can oc-
cur at the slightly raised temperatures characteristic of
explosive hydrogen burning scenarios during the later
stages of stellar evolution, and may account for the ob-
served isN/i4N ratio. At temperatures of T9 = 0.1—
0.2 [T9 =—T(K)/10s], characteristic of hydrogen burning
in red giants, nova explosions, and supermassive stars,
the N(p, p) 0 reaction rate will exceed the isN e+-
decay rate, and the reaction sequence changes to
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' C(p, p)' N(p, p)' O(e+v, )' N(p, p)' O(e+v, )'sN(p, o)' C, (2)

altering the relative abundances of the seed nuclei as the
reaction flow bypasses C.

At still higher temperatures, the i4N(p, p)isO and
N(p, p) 40 reaction rates exceed the i40 and isO e+-

decay rates (with lifetimes ~i4 = 102 s and vis = 176
s, respectively). This constitutes the conversion of the
CNO cycle to the hot or "P-limited" CNO cycle, in which
the energy generation rate of the cycle is limited by the
temperature-independent beta decay rates [1]. The or-
der and precise temperature of the conversion to the hot
CNO cycle is determined by the sN(p, p)

i 0 stellar reac-
tion rate. This conversion leads to an increase in the stel-
lar energy production rate by a factor of 3—5 which corre-
sponds to the shorter hydrogen burning time scale. Ad-
ditionally, the waiting point in the cycle is changed from
4N to the i40 and 0 nuclides, changing the relative

equilibrium abundances of the CNO seed nuclides and
increasing the isN/i4N abundance ratio to between 10
and 1. This conversion may therefore account for the ob-
served solar system abundance ratio through a mixture
of CNO and hot CNO burning products [4].

In order to determine the astrophysical sites at which
the CNO cycle is converted to the hot CNO cycle, and
thus to better understand the energy generation and re-
sulting isN/i4N abundance ratio for these sites, it is nec-
essary to determine the isN(p, p)i 0 reaction rate as a
function of temperature. Since the first excited state of

0 at E = 5.169 MeV is the only resonance which sig-
nificantly contributes to the isN(p, p)i 0 reaction rate
at nova temperatures (0.1 ( T9 ( 0.5), this rate may be
determined from properties of this i40 resonance. The
i40 level diagram and resonance properties are shown
in Fig. 1. Wang [6] and Chupp et at. [7] measured
i N(sHe, t) i 0 to determine the excitation energy E
5.169 + 0.0018 MeV (resonance energy E„=545 6 1.8
keV) and the total width Ft t ——38.1 + 1.8 keV (and
therefore the proton width I'„- Ft &). Additionally,
the 0& state has a well-established spin-parity of 1
(Ref. [8]). The largest uncertainty in the reaction rate is
due to the p width of i40i. an accurate experimental de-
termination of this width is crucial because of the linear
dependence of the rate on the resonance strength

II. THE iH(i4N i40)np REACTION

A. Experimental setup

The 175-MeV N beam used in the iH( 4N, O)n p
experiment was produced at the ATLAS Superconduct-
ing Heavy Ion Accelerator facility at Argonne National
Laboratory [13]. The pulsed beam consisted of 350-ps-
wide bursts separated by 82.5 ns, corresponding to a linac
frequency of 12.125 MHz. A sweeper was employed to
accept only every third beam burst, and typical beam
currents were 1 particle nA of i4N+~.

We used self-supporting 850 pg/cm2 (CH2) „
(polypropylene) targets for the iH( N, O)n measure-
ment, and 650 pg/cm~ carbon targets for determin-
ing the background from the C( N, i 0) i2B reaction.
We used an 830 pg/cm~ CD2 target to obtain a fo-

Ex = 5168 1.8 keV

I = 38.1 ~1.8keV

l=o
Ec m = 540.5 ~ 2 keV

6.59
6.27

5.92 0

5.168

4.628 MeV

N+p

calculated the stellar isN(p, p)i40 reaction rate with a
weighted mean of the present value for I'~ and the indi-
rect measurement of Fernandez et at. [9], as well as the
recent direct i N(p, p) 40 measurement of Decrock et aL

[10] and the i 0 Coulomb-dissociation measurements of
Motobayashi et at. [11] and Kiener et at. [12].

a'7 = cuF„F /Ft t —wF (for Ft t I'„), (3)

where w = (2J„+1)/(2 Ji + 1)(2J, + 1) and J„&,are the
spins of the resonance, target, and incident beam, respec-
tively. We have determined F~/Ft t by measuring the
iH(i4N, i40)n and i4N(p, n) i 0 reactions at a center-of-
mass energy of 11.67 MeV. We used the iH(i4N, i40)n
reaction to measure the ratio of those 00 formed by p
decay of 0& to those 00 formed directly. We then
multiplied this ratio by the number of Oo/ 0& formed
(the production cross section ratio) to obtain a value of
F~/Ft t. The production cross section ratio was deter-
mined by measuring neutron time-of-Bight angular dis-
tributions for the i4N(p, n)i40o i reactions. We then

0.0 MeV

14
0+

FIG. 1. Level diagram for 0 (Ref. [8]) showing previ-
ously measured parameters for the 540-keV N + p resonance
[6, 7j. Energies are in MeV unless otherwise noted.
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cal plane position vs momentum calibration with the
i2C(i4N r4O)r~B 2H(i4N r&O)n and 2H(i4N r4O)2n
reactions.

We detected the 0 recoils with an Enge Split Pole
magnetic spectrometer positioned at 0' to the beam axis;
see Fig. 2. The laboratory opening angles of the spec-
trometer aperture were 0 = 6 2.43' (horizontal) and
0„=+ 0.74' (vertical). We placed a shielded tanta-
lum Faraday cup at the focal plane, to prevent the 10io
i4N beam particles/s from entering the detector, and a
movable tantalum mask in front of unutilized portions of
the detector to further reduce the fiux of scattered beam
particles. We monitored this beam "halo" to limit the
count rate in the focal plane detector to & 100 Hz with
an empty target frame and an incident current of 1 par-
ticle nA; by comparison, the counting rate for reaction
products in the focal plane detector at this beam current
was ~ 1 kHz.

The focal plane detector consisted of a parallel plate
avalanche counter (PPAC) backed by a Bragg curve de-
tector (BCD) [14]. The PPAC gives both a fast timing
signal (- 250 ps) and a position signal (proportional to
laboratory momentum Pr, ) in the horizontal plane, with
intrinsic position resolution of 0.75 rnm and typical res-
olution (with windows and target contributions) of 1.0—
1.25 rnm. We used the Bragg curve detector with stan-
dard NIM electronics to measure the total laboratory en-

ergy EL„ the range R, and the horizontal entrance angle
O~ of the incident particles.

B. Data analysis and results

The objective of the H( N, 40)n experiment was to
determine the ratio of the number of focal plane events
corresponding to Oo's resulting from the p decay of
i40i to the ( 104 times larger) number of 40o's formed
directly. This was done in three steps: first by separat-

N Beam (175 MeV)
from ATLAS

Target: CH2 Polypropylene,
850 p,g/crn 2

Split Pole Spectro
at 0'

ale
dy Cup

FIG. 2. Experimental setup at ATLAS for the
H( N, O)n measurement. The orbits (and energies in

MeV) of the ' N+", ' 0+, and ' Or(p)' Oo+ particles in
the O' Enge split pole magnetic spectrometer are schemati-
cally indicated.

ing out 40 events from those of other particles; second
by separating the two 0 groups on the basis of their
difFering kinematics; and third by summing over the ap-
propriate peaks in their respective momentum spectra.

In the first step, we separated oxygen events from those
of other elements by making a software selection of events
in the correct region of the energy-range (Er S R) space,
since R oc ELz/(Z2A), where Z and A are the nuclear
charge and mass number, respectively. The 0 events
were then separated from those of other oxygen isotopes
by making a software selection of events in the correct re-
gion of the laboratory momentum-energy (or focal plane
position-energy) (Pr, EL, ) space, since A oc PL /Er, .
At a center-of-mass energy of 11.67 Mev, only the ground
and first excited states of i40 are kinematically allowed
to be populated.

In the second step, we need to determine the trajec-
tories of the 0 particles which have been selected in
the (Er IR R) and (Pr, EL,) spaces in order to sep-
arate those i40o formed directly in iH(i4N, i40)n from
those i40o formed via the p decay of i Oi. Three co-
ordinates are required to describe these trajectories: for
instance, Pr, and the spherical OL, and Pr, (where PL, is
the azimuthal angle about the beam axis), or PL, and the
horizontal and vertical detector entrance angles 0 and
0„. Since O~ is the projection of Or, onto the horizon-
tal plane, the angles are related by tan(OL, ) sin(Pr. ) =
tan(O ) when PL, is defined as zero for particles emitted
in the vertical plane; the vertical angle O„can be simi-
larly defined. Since only two coordinates were measured
in this experiment, Pr, (or laboratory energy Er, ) and
O~, an additional hardware mask (described below) was
necessary to separate the two 0 groups.

Since the velocity of the center-of-mass frame with
respect to the laboratory frame is greater than the ve-
locity of the recoils in the center-of-mass frame for the
iH(i4N, i O)n reaction, there is a maximum laboratory
recoil angle [15]; this is evident in the angle-energy plot
(OL, vs EL, ), Fig. 3. For those i40o formed directly, this
maximum angle is OL, = 2.89', corresponding to 0,
= 94', for those 00 formed after p decay, this maxi-
mum angle is 0.97', corresponding to 0, = 113'. For
each angle 01. & 2.89, a ground-state 0 can be emit-
ted with two distinct energies, as evident from Fig. 3:
a "forward" (high energy) and "backward" (low energy)
kinematic solution. The "forward" solution corresponds
in the center-of-mass system to a forward-emitted 40
and a backward-emitted neutron; the "backward" solu-
tion has these directions reversed.

The determination of the ~40 trajectories is compli-
cated by the isotropic recoil distribution in PL, . the i40's
can have a continuum of energies for any given 0 . For
recoils with 0 = 0', for example, the energy range is
138 MeV & EL, ( 168 MeV. Hence if all the recoils
were detected, the events from the direct population of
the ground state would cover atl of the area inside the
large oval in Fig. 3. This would not allow the weak
i40r(p) r40o group, which correspondingly would fill the
smaller oval, to be separated from the intense 00's
formed directly.

This problem was overcome by using an entrance aper-
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FIG. 3. Variation of energy with laboratory angle OL, for
the ' 0 particles from the 'H(' N ' 0) Cr N ' 0~

16 14 14 16and 0( N, 0) N reactions. The forward (0,, & 90')
and backward (0, , & 90') solutions are indicated.
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FIG. 4. Logarithmic intensity plot of laboratory momen-
tum vs detector entrance angle (Pl, 0 ) for the ' 0 par-
ticles, for a typical run. The outer annular shaped group
is from the H( N, Oo)n reaction, and the dashed line is a
software window containing the Oy (p) Oo events. A group
from the ' C(' N, ' 0)' B reaction is visible.

ture to the spectrometer which limited the vertical accep-
tance to

~
0„&0.74' and the horizontal acceptance to

l
0

l
& 2.43'. For a given 0, only those events in

a limited range of Ol. will reach the detector with the
aperture in place. At 0 = P, for example, only events
with Ol. & p. 74' reach the detector: this includes nearly
all of those 1 00 formed after p decay (which have ener-
gies from 146 to 157 MeV), but only those 1 Oq formed
directly which have energies near 138 and 168 MeV. This
gave a clean separation of the two 140 groups.

Figure 4 shows a two-dimensional histogram of P
14

L, vs
0 for the 0 events that have passed through the
(El R) and (PI, EI,) gates, for one of the 50
data sets measured with a CH2 target. Since the rectan-
gular aperture prevented those particles which had both
a large O„and small O~ from reaching the detector (par-
ticles which would have fallen into the central region of

the ground-state ellipse in the PI, C3 0 distribution), the
distribution of the directly formed 400's which passed
through the aperture has the shape of an annulus in
Pl. 0 . In contrast, the majority of the OL, ——+
1' emission cone of the Oo's formed after p decay was
accepted by the spectrometer, and therefore the excited
state ellipse was only slightly afFected by the presence of
the aperture.

The statistics were too low in any of the individual
data sets (of duration 1 hour) to allow the excited-state
group to be visible (Fig. 4). The ground-state annulus

ong with a group from the 12C(14N 140)12B
reaction; this latter group appears as a vertical line run-
ning through the middle of the ellipse (see Fig. 3) be-
cause the C( N, 0) B reaction has a small dE/de.
The annulus is not completely connected, because the
horizontal opening angle of the spectrometer aperture is
2.43' instead of 3': particles with the largest angles O~
(and thus the largest angles OL, when PL, = 90') are
stopped by the aperture. This divides the ground-state
annulus in the PI, O~ plot into two distinct "lobes, "
a "forward" (higher PI, ) kinematic solution lobe with
P' & 0, & 60', and a "backward" (lower PL, ) lobe
with 125wi & 0, ~ ( 180'. The two lobes are indicated
in Fig. 3.

The third step in the analysis involves summing
the appropriate peaks in the one-dimensional position
(or momentum) spectra of the directly formed 140'
("ground-state") events and the 1 01 (p) 40O ("excited-
state") events to determine the ratio of "ground-state"

14
to "excited-state" events. The momentum spectrum frum o
atl 0 events gated on the (EI A) and (P~ I3 EL, )
windows for all the data sets is shown in Fig. 5(a).

The momentum spectrum of the directly formed 140 's
(the "ground-state" spectrum) is obtained by drawing
a more restrictive soRware gate in Fig. 4 around only
the forward lobe of the ground-state annulus. We uti-
lized only events in the forward lobe (0, & 90'~ b—

14 14
c.m. g ~

cause the N(p, n) Oo 1 cl'oss sections [used to convert
the ratio from the H( N, 0)n experiment to an 01
I'~/I'tot, valuet could only be measured for 0, & 90'.
We also utilized events in a software window restricted
to 0 & 0, in order to avoid a small leakage of 50
events in the 0 ( 0' range; when the full range in
e~ was used, consistent results were obtained with a
hi hig er background. The number of ground-state events
in the forward lobe, found by summing the peak in the
one-dimensional ground-state momentum, is 3896 000 +
2000.

The momentum spectrum of those 140 's form d f-
14ter p decay of 01 (the "excited-state" spectrum) Fi

( ), 1s obtained from Fig. 4 in an analogous manner
to the ground-state spectrum, using a second software
window (the dashed line in Fig. 4) lying just inside the
ground-state annulus. The determination of the num-
ber of excited-state events is made difBcult by the pres-
ence of a number of peaks from the C(14N 140) B
and 16~/14' 14 160( N, 0) N reactions in the excited-state spec-
trum. Peaks were identified by calibrating the focal plane
with the known momenta of 0 and 50 rou s from
the ~e CD2 target data, and by a comparison with a pre-
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vious study of isO(7Li, Be) sN at 7 MeV/u (Ref. [16])
which indicated a strong population of the 0.0, 0.297,
3.96, 5.52, and 5.72 levels in isN, and with a study of
i2C(i2C, i2N) i2B at 35 MeV/u which indicated a strong
population of the 0.0 and 4.52 levels in i B [17].

Target thickness and kinematic (dE/dO) effects pre-
vented the 0 groups corresponding to Oi (p) Oo
events from being cleanly separated from i40 groups in
the excited-state region of Fig. 4 corresponding to resid-
ual states in B and sN. The different energy losses of
the incident 175-MeV N beam particles and the exit-
ing i40 particles in the 850 pg/cm2 CH2 target [800—1000
keV, or 10—12 channels in Fig. 5(b)] caused most of the
spread in 0 energies. The variation of particle energy
with angle also spread out the Ott and Oi(p) Oo
groups on the focal plane, since dE/dO is very large for
these reactions. Although strongly forward peaked, the
forward lobe (0, ~ ( 90') of those i400 formed directly
extended over 200 channels (17 MeV), and the forward

lobe of those Oo formed after p decay extended over 60
channels (5 MeV). dE/dO effects added essentially no
width to the groups corresponding to isN and i2B states,
since dE/dO is very small for both these reactions at an-
gles near zero degrees. The intrinsic energy widths of the
individual states added no significant contribution to the
focal plane widths of any of the observed groups.

A comparison of the excited-state momentum spectra
from the CH2 and C target runs is shown in Fig. 6. Prom
the momentum calibration, the Oi(p) Oo events are
expected to be located on the high-momentum edge of
the group corresponding to the i Bo state in the CH2-
target momentum spectrum. We used two methods to ex-
tract the number of Oi(p) Oo events: (A) subtracting
the carbon-target momentum spectrum ("C spectrum")
from the CH2-target momentum spectrum ("CH2 spec-
trum" ) and (B) fitting both momentum spectra with suit-
able constraints.

Method (A): We began by smoothing the CH2 and C
spectra with a cubic spline routine (which preserved the
area to better than 270) to eliminate small periodic peaks
(of spacing = 5 channels) appearing throughout the en-
tire position spectra. These peaks result from the dis-
crete PPAC wire structure, and appear when the PPAC
is operated at high event rates ()1 kHz).

We next corrected for the different i2B peak widths,
caused by the different C and CH2 target thicknesses,
by using a Gaussian smoothing routine on the C spec-
trum to symmetrically spread the counts in any one po-
sition channel into a Gaussian distribution over A chan-
nels. The width A = 10 channels was chosen to increase
the measured 18 channel width of the isolated i2B(4.52
MeV) peak in the C spectrum to the corresponding 20
channel width in the CH2 spectrum.

We then scaled the C spectrum by the ratio of areas
of the B(4.52 MeV) group in the CH2 spectrum and C
spectrum, in order to account for total yield (target thick-
ness and integrated beam current) differences. Finally, a
constant background was added to the C spectrum to
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FIG. 5. 0 momentum spectrum Pg for the
H( N, O)n reaction (a) gated on 0 particle identifica-

tion only, and (b) gated on the software window shown in
Fig. 4. The two large peaks at the ends of the spectrum (a)
are the 0, = 0' and 0, = 180 groups from the
'H( N, Oo)n reaction.

I

940 960
I
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FIG. 6. The 0 momentum spectrum measured with
CH2 and C targets, gated on the (Rr. R) and (Pg I3 Rr. )
software windows.
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raise its background level to match the CH2 spectrum;
this shift accounted for the differences in the leakage of
the ground-state annulus in the PL, 0 plot into the
gate on this central region for the two spectra. This
modified C spectrum was then subtracted from the CH2
spectrum, and the result is shown in Fig. 7.

There is a peak in this subtracted spectrum at
channels 985—1005 which, from the momentum cali-
bration, corresponds to the expected location of the
H( N, Or)n(p) Op group. The number of counts in

the group is 45 + 24, where the uncertainty corresponds
to both counting statistics and an uncertainty of + 2
counts/channel in the background shift of the C spec-
trum, and where the Pr, O~ window is restricted to
0 ) O'. A consistent number of excited-state counts
obtained when the C spectrum was subtracted from the
CH2 spectrum without cubic spline smoothing or Gaus-
sian smearing.

There are other peaks in the subtracted momentum
spectrum besides the excited-state group. Because the
two targets have different amounts of oxygen contami-
nation, and because the subtraction procedure accounts
only for the different amounts of carbon, groups from the
rsO(r4N, 40) sN reaction (at channels 956, 963, and
1024) do not vanish upon subtraction. Part of the peak
at channel 956 is due to leakage of an intense group of

0 events on the focal plane through the software gate;
the high intensity of that 0 group gave rise to events
with spurious energy signals, some of which fall within
the 0 window on the PI. (3 EL, plot. There is no such
eO leakage between channels 980 and 1005 [the region of

interest for the H( N, 0)np reaction], but there is a
small leakage at channels 1005—1010, which was verified
by gating on 0 events in the PL, (3 El. plot, keeping
the same gate on the Pl. (3 0 plot, and examining the
resulting gated position spectrum.

Method (B): The second method used to determine
the number of Or(p) Op events in the CH2 spec-
trum involved fitting the peaks in the CH2 and C spec-
tra to ~ 0 groups corresponding to known B levels in
the r2C(r N, 40)r B reaction. A number of constraints
were made on the peak positions, widths, and relative ar-
eas in order to extract the excited-state events which are
on the high-momentum edge of the Bo peak. We used

a quadratic background with an additional exponential
tail from the forward angle Op group to fit both the
C and CH2 spectra. The two most critical regions for
the fit, shown in Fig. 8, are the high-momentum side of
the Bp peak, and the relatively well-isolated B(4.52
MeV) peak which was used to constrain the fit to the
r Bp peak. The intermediate region in the rnomenturn
spectrum, from channels 945—980, contains fifteen N
levels with excitation energies ranging from 3.36 to 5.52
MeV, and three r2B levels (at E =0.95, 1.67, and 2.62
MeV). No attempt was made to fit this region of the mo-
mentum spectrum because the relative strengths of these
numerous levels are not well known.

One fit constraint was the location of the peak cen-
troids as determined from the momentum calibration. A
second constraint was placed on the peak widths. As
discussed above, the difference in width of the relatively
well-isolated r~B(4.52 MeV) peak in the C and CH2 spec-
tra is attributable to the different target thicknesses; this
width difference was used with the measured width of the

Bo peak in the C spectrum to determine the ~ Bo peak
width in the CH2 spectrum. A third constraint on the fit
is the requirement that the ratio among the areas under
the 2B peaks be the same in both the CH2 and C spec-
tra. In particular, the ratio of areas of the r2B(4.52-MeV)
and r2Bp levels in the CH2 spectrum was required to be
consistent with the value obtained from the C spectrum.

We then fit the Bo group in the CHq spectrum with
all of these constraints and subtracted the fit from the
data; the residual 49 + 10 counts in this region chan-
nels (985—1005) were attributed to r40r(p)r40p events.
The uncertainty is determined from the maximum and
minimum values of the Bo peak which increase the y
value of the fit by 1.0. When a peak of variable area at
the location of the r Or(p) Op events was included in
the fit with the B peaks, the result was 45 + 20 counts
for the r40r(p)r Op peak. A complete list of fitting at-
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PIG. 7. Momentum spectrum resulting from scaling up
and subtracting the smoothed C-target 0 momentum spec-
trum from the smoothed CH2-target spectrum.

I IG. 8. Gaussian fits to the 0 momentum spectrum,
showing only three groups for clarity: C( N, 0) Be,

C( N, 0) B '(4.52 MeV) and H( N Oq)n(p) 0



2746 M. S. SMITH et al,. 47

tempts and their results, for both the positive and full
O~ angular ranges, and for smoothed and unsmoothed
data sets, is given in Ref. [18].

The two methods of (A) subtracting the C and CHz
spectra and (B) fitting the momentum spectrum give con-
sistent results (45 6 24 counts) for the number of Oo
particles formed after p decay. When combined with the
number of Oo formed directly, the ratio of excited-state
to ground-state events is (1.16 + 0.62) xl0 . This re-
sult was then combined with the relative production cross
section for i40i and Oo (Sec. III) to determine the p-
ray branching ratio of the i40*(5.17-MeV) level in Sec.
IV.

rrr. Trm "N(p, n)"O REACrrON

A. Experimental setup

For our measurements of the relative cross sections for
producing the 400 and i Oi states via the i4N(p, n) i~O

reaction at E, = 11.67 MeV, a 1-pA, 12.5-MeV pro-
ton beam was produced at the Seattle FN-Tandem Van
de Graaff accelerator, bunched at 4.17 MHz, and chopped
to a width of 1.2 ns. The beam passed through a
transmission melamine target (3 + 0.5 mg/cm C3HsNs
evaporated onto a 40 pg/cm carbon foil), out the back
of the target chamber, and down a 5-m long, lead-
lined beam pipe to a heavily shielded beamstop. The
beam emittance increased substantially when passing
through the target, causing protons to strike the down-
stream beam pipe and generate a large background neu-
tron flux. This background prevented measurements of
i N(p, n) 0 neutrons at angles 0„(15'. The angles8„)90' were also excluded from our measurement, be-
cause the N(p, n) Oi cross section was obscured at
back angles by the background neutron flux caused by
beam particles striking collimating slits located upstream
of the target. This second restriction limited our analysis
in Sec. IV to the use of the H( N, O)n events in the
forward kinematic solution (0, ( 90').

We detected neutrons with a 12.7-cm-diameter by 5.1-
cm-deep cylindrical BC-501 liquid scintillator located 1.4
m from the target, at angles ranging from 15' to 90'
from the beam axis. The relative eKciency of the neu-
tron detector as a function of neutron energy E„was
determined by measuring the rLi(p, n) Be reaction at
0' over the proton energy range 2 ( E„(8 MeV and
comparing the yields with previous absolute cross sec-
tion measurements [19]. We used targets of 500 pg/cm2
LiF evaporated onto stopping Ta backings (of thickness
0.005 in) for the efficiency measurement. We used the
same detector and electronics for both the i4N(p, n) i40
and efficiency measurements. A different beamline was
used for the efFiciency measurement, however, in order to
permit the liquid scintillator detector to be placed along
the beam axis (0„= 0') at a distance of 3.85 m from
the target. For proton energies E„(3.5 MeV, the de-
tector was moved closer to the target (to 1.61 m) to pre-
vent wraparound of the T„spectrum (from the 240 ns
beam bunching) while keeping the same settings on the

T„ time-to-amplitude converter (TAC) module. We used
standard NIM electronics modules to process the neu-
tron time-of-flight (T„) and neutron energy (E„) signals
for both the 4N(p, n) Oo i angular distribution mea-
surements and the 7Li(p, n) Be efficiency measurement
[18].

B. Data analysis and results

We separated the neutron and p-ray signals in the liq-
uid scintillator detector by plotting a signal from a pulse
shape discrimination (PSD) module against the scintilla-
tor anode signal and drawing separate software windows
around the neutron and p-ray events. Figure 9 shows
a typical neutron-gated T„spectrum from the melamine
target at an angle 0„=28.5' and a flight path of 1.41 m.
The tails on the T„peaks are due to neutron inelastic
scattering ofF of the chamber walls and the asymmetri-
cal time structure of the bunched proton beam. Neutron
groups from the i4N(p, n) Oo and i4N(p, n) Oi reac-
tions are seen in this spectrum.

The energy resolution of the time-of-flight system has
one contribution from the 1.0—1.2 ns width of the beam
pulses, and a second from the active depth of the detec-
tor. For the 4N(p, n) i 0 measurement, the contribution
of the detector depth to the energy resolution was 7%,
while the beam pulse width contribution ranged from 8—
30% for the least and most energetic neutrons, respec-
tively; the total neutron energy resolution for these two
cases was 0.040 MeV and 2.00 MeV, respectively, more
than adequate to separate the neutrons from the forma-
tion of the 00 and ~ Oj states.

The neutron detection eKciency was determined with
an accuracy of +10%, the largest contribution from the
uncertainty of the 7Li(p, n) Be absolute cross sections
[19]. The resulting i N(p, n) Oo i differential cross sec-
tions are plotted as a function of neutron angle 0„ in
Fig. 10. The 10% cross section uncertainty is very small
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FIG. 9. Gated neutron time-of-flight T„spectrum for the
N(p, n) 0 reaction at E„= 12.5 MeV and neutron angle

0„=20.6'.
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3.0 IV. THE 0 (5.17-MeV) p-BRANCHING RATIO
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FIG. 10. N(p, n) Oo, q angular distributions measured
from 0„=15'—90', and Legendre polynomial fits.

compared to the 40—50% uncertainty in the number of
~ Oq(p)~ Oq events measured in the H(~4N, ~40)n ex-
periment (Sec. II B), and thus does not significantly con-
tribute to the uncertainty in our determination of the
branching ratio of the ~ O*(5.17-MeV) level.

In order to extract a I'~/rq t branching ratio for
the O*(5.17-MeV) state from the results of the
~H(~4N, 40)n measurement described in Sec. II, we need
to determine the production cross section ratio restricted
to the spectrometer solid angle of the H(~4N, ~40)n ex-
periment. First, we used Legendre polynomials to fit
the N(p, n)~ 0 angular distributions, as done by Tad-
deucci et al. [20] for this reaction at F„=35 MeV. Then,
we transformed the measured N(p, n) Oo q produc-
tion cross sections, (do/dA)o q(O„, P„), to the inverse-
kinematics laboratory frame, (do/dA) (PI„O ). We next
determined the momentum distributions of the Oo's
formed directly and of those formed via the p decay
of ~ Oq in the ~H(~ N, ~40)n experiment by integrat-
ing these transformed cross sections over 0, weighted
with sin(O~), and using appropriate limits correspond-
ing to both the spectrometer aperture and the software
window used on the PI, 0 plot as discussed in Sec. II.
Finally, we determined the production cross section ra-
tio (ground state to excited state) for the ~H(~4N, ~~O)n
measurement by integrating these momentum distribu-
tions over Pl, with the appropriate aperture and software
cuts.

The first step involved an approximation of the diÃer-
ential cross sections (do /dO)o q over the range 0'—15' by
using a smooth continuation of the Legendre polynomial
fit over the 15'—90' range; the sin(O) weighting assured
that the contribution of these very forward angles to the
integral is small, and the uncertainty contributed by this
extrapolation is much smaller than the 10% uncertainty
in the (do/dA)o q over the range 15' ( 0„(90'. The
final two steps utilized a software cut corresponding to
the aperture, which omits 75% of the ground-state group
and 21% of the excited-state group, and a software cut
corresponding to the PI, (3 0 software window, which
omits 60% of the remaining excited-state events. The
small contribution to the uncertainty of the production
ratio from the placement of the software and aperture
windows is negligible compared to the 10% uncertainty in

TABLE I. Indirect and direct measurements and theoretical predictions of r~/rtoq.

Ref.

[6]
[9)

[26]
Present

[10]

[11
[12

21
22
23
24
25

Reaction

Indirect measurements
N( He, ' O)tp
C( He, np)' 0' C( He, np)' O

'H('4N '4O)n~

& 4.0 x10
(7.2 + 3.5) x10

&3. x10 4

(3.1 + 1.7) x 10
Direct measurement

'N(p, p) 0
Coulomb dissociation measurements

&4O(2osPb»N )»sPb
' O(osPb N ) Pb

Theoretical predictions

I' (eV)

& 17.0
2.7 + 1.3

& 11.4
12.0 + 7.0

3.8 + 1.2

3.1 + 0.6
2.4 + 0.9

4.1
2,4
1.8
1.5
1.2
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our measured 14N(p, n) Oo 1 cross sections and the 40—
50% uncertainty in the number of 1401(p) Oo events.
The result is a ground-state to excited-state production
cross section ratio of 27 + 4.

The gamma branching ratio of the 0'(5.17-MeV)
level is given by the product of our measured ratio of the
number of O*(5.17-MeV) events to the directly formed
140o events, (1.16 6 0.62) x 10 5, and the production
cross section ratio, (27 6 4), giving

I' /I't t ——(3.1 6 1.7) x 10 (4)

When combined with the total width of the 5.17-MeV
level of 38.1 + 1.8 keV (Ref. [7]), the p width is I'~ =
12 6 7 eV and the resonance strength is wp = 9 6 5
eV. This result is listed in Table I along with the previ-
ous indirect and direct measurements and a number of
model calculations of I'~ [21—25]. The present result is
substantially larger than, but consistent at the 2-cr level
with, the indirect measurement of Fernandez et aL [9]
(I'~ = 2.7 + 1.3 eV), and is consistent with the upper
limits of Aguer et at. [26] (I'~ ( 12 eV) and Wang [6]
(I'~ ( 17 eV).

The weighted mean of the present measurement and
the Fernandez et aL result is 3.0 6 1.3 eV. The recent
direct 13N(p, p) 0 measurement of Decrock et al. [10]
(3.8 + 1.2 eV) and the 40-Coulomb dissociation mea-
surements of Motobayashi et aL [11] (3.1 6 0.6 eV) and
Kiener et al. [12] (2.4 6 0.8 eV) average to 3.0 6 0.5 eV;
when combined with the indirect measurements, the total
weighted mean is I'~ = 3.0 + 0.4 eV. We used this value
in the following section to calculate the 13N(p, p)140 re-
action rate as a function of temperature.

10

1O0

0.4 0.6 0.8

Temperature Tg

FIG. 11. Total stellar reaction rate N~(o.v) as a function
of temperature for the N(p, p) 0 reaction from the present
work, and the N(p, p) 0, and C(p, p) N reactions taken
from the compilation of Caughlan and Fowler [27].

V'. THE STELLAR N(p, p) 0
REACTION RATE

Details of the calculation of the stellar 13N(p, p)140
reaction rate as a function of temperature are presented
in Sec. V of Fernandez et at. [9]. The present calculation

TABLE II. Total stellar reaction rate Ng(av) as a func-
tion of temperature for the N(p, p) 0, N(p, p) 0, and

C(p, p) N reactions.

0.08
0.09
0.10
0.11
0.12
0.13
0.14
0.15
0, 16
0, 17
0.18
0.19
0.20
0.21
0.22
0.23
0.24
0.25
0,30
0.35
0.40
0.45
0.50
0,55
0,60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05

"N(p p)' 0'
1.63 x 10
6.01x 10
1.85x 10
4.95x 10
1.19x 10
2.59x 10
5.26 x 10
1.00x 10
1.81x 10
3,13x10
5.19x10
8.33x 10
1.30x 10
1,97x 10
2.92x10 3

4.23 x 10
6.04 x 10
8.48 x 10
3,94 x 10

0.159
0.589
1.91
5.29

12.6
26.4
49.5
84.9

135
203
289
395
521
666
829

12C( )13Nb

2.34 x 10
7.54 x 10
2.07x 10
5.01x 10
1.10x 1Q

2.21 x 10
4.16x 10
7.40x 10
1.25x 10
2.04x 1Q

3.20x 10
4.86x 10
7.18x 10
1.04x 10
1.47x 1Q

2.05x 1Q

2.83x 10
3.87x 10

0.175
0.746
2.70
7.89

19.0
39.1
71.0

117
179
258
352
462
586
722
868

1020

14N(p ~) 150b

1.19x10
4.26 x 10
1.28x10 6

3.39x 1Q

8.40 x 10
2.06x 10
5.21 x 10
1.35x 10
3.43 x 10
8.35 x 10
1.90x 10
4.04x 10
8.04x 10
1.50x10 2

2.65 x 1Q

4.46 x 1Q

7.17x 10
0.111
0.620

2.06
4.93
9.54

15.9
23.9
33.2
43.5
54.4
65.6
77.0
88.3
99.3

110
121
131

Present calculation.
Caughlan and Fowler [27].

of the reaction rate, using I'& ——3.0 + 0.4 eV, is plotted
in Fig. 11, and tabulated in Table II, for 0.08& T9 +1,0.
The N(p, p) 50 and 2C(p, p) N reactions are also
plotted in Fig. 11, using rates taken from the compila-
tion of Caughlan and Fowler [27]. It is evident that the
13N(p, p) 0 reaction is the slowest of all the proton-
capture reactions in the CNO and hot CNO cycles for
temperatures 0.14 & Tg & 0.64.

The lifetimes of the CNO nuclides against destruction
by hydrogen burning are given by (see [2] and [5])

r = (AH/XH)/pNA(ov), .

where AH is the atomic mass of hydrogen, XH is the
relative abundance of hydrogen by mass, p is the stellar
density, and N~(ov) is the appropriate proton-capture
reaction rate. The lifetimes for 3N, N, and C are
compared with the N, 40, and 0 e+-decay lifetimes
of 863, 102, and 176 s, respectively, in Fig. 12 for con-
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FIG. 12. Lifetime against hydrogen burning via the
N(p, p) 0, N(p, p) 0, and C(p, p) N reactions as a

function of temperature, and the N, 0, and 0 e+-decay
rates, for a stellar density of p = 5000 g/cm and a hydrogen
mass fraction of XH = 0.77 typical of nova explosions.

p(T) = AH/[ (T14+ 715) XH (NA (o.v))~;~ ], (6)

where (N~ (o.v));„ includes the temperature depen-

ditions typical of nova explosions [28] (p = 5000 g/cms
and X~= 0.77). Significant mass flow through ~ 0 be-
gins to occur at T9 ——0.09, the temperature at which the
~s N(p, p) ~40 reaction and ~sN(e+ v, ) decay have equal
rates. The onset of the hot CNO cycle occurs at Ts ——

0.10, when the rate of the N(p, p) 0 reaction, the
slowest proton-capture reaction in the hot CNO reaction
sequence, exceeds the 0 and 0 e+-decay rates. At
higher temperatures, the energy generation rate of the
cycle is limited by the 40 and ~ 0 e+-decay rates. At
Ts = 0.10, the N(p, p)~40 reaction is already 6 times
faster than the ~sN e+-decay rate, resulting in 85% of the
mass flow going through 40 at the very onset of the hot
CNO cycle; this is increased to more than 99%%uo when the
temperature reaches T9 ——0.14.

From these results it is evident that the hot CNO cycle
will be operating at even the lowest nova temperatures
of Tg = 0.10. This results in 40 and ~ 0 being the most
abundant nova CNO nuclides, and their e+-decay prod-
ucts, ~4N and ~sN, should be enhanced in material ejected
from nova explosions [28] and should have a relative iso-
topic abundance ratio of 1. Observations by Williams
and Gallagher [29] of elemental nitrogen enhancements
(as well as carbon and oxygen enhancements) in novae
ejecta of a factor of 10—100 over solar abundances is
consistent with a mixing of carbon-oxygen white dwarf
material into the hydrogen accretion layer, resulting in
explosive burning via the hot CNO cycle and the pro-
duction of N and N.

For the general case, to determine the density-
temperature relationship corresponding to the onset of
the hot CNO cycle, one equates the sum of the 0 and
~ 0 e+-decay rates and the lesser of the two proton-
capture rates

FIG. 13. Density and temperature range for the operation
of the hot CNO cycle. The width of the hatched region is due
to the remaining uncertainty in I'~ for 0'(5.17 MeV). The
region typical of nova explosions is also indicated.

dence of the slowest proton-capture rate in the cycle. The
resulting p(T) curve is plotted with uncertainties in Fig.
13. If the density and temperature of the stellar environ-
ment fall above this curve on the p-T plot, then the hot
CNO cycle operates. The width of hatched region is due
to the remaining uncertainty in I'~ for 0'(5.17 MeV).
Similar to the calculations of Mathews and Dietrich [22],
the present calculation indicates that the hot CNO cycle
is turned on at an early stage of a nova explosion. This
result may affect the late stages of evolution of supermas-
sive stars (low-density and high temperatures), where an
earlier ignition of the hot CNO cycle could generate suffi-
cient energy to prevent the collapse into a black hole [30].
It may also affect the structure and evolution of hypo-
thetical stars with dense neutron cores, where hot CNO
cycle and rp-process reactions can occur as quiescent, not
explosive, burning in a very hot, dense environment [31].

VI. SUMMARY

We have measured the H ( N, 0)n and
N(p, n) ~40 reactions to determine a value of 12 + 7

eV for the gamma width of the 5.17-MeV level in ~40,
consistent with the upper limits of Aguer et al. [26] (I'~( 12 eU) and Wang [6] (I'~ ( 17 eV), and consistent at
the 2-o. level with the indirect measurement of Fernandez
et al. [9] (2.7 + 1.3 eV). The recent direct ~sN(p, p)~ 0
measurement of Decrock et aL [10] (I'~ = 3.8 6 1.2 eV)
and the 0-Coulomb dissociation measurements of Mo-
tobayashi et al. [11] (3.1 + 0.6 eV) and Kiener et aL

[12] (2.4 + 0.8 eV) average to 3.0 + 0.5 eV; when com-
bined with the indirect measurement average, the total
weighted mean is 3.0 + 0.4 eV. Using this value for the p
width to calculate the sN(p, p) 40 stellar reaction rate,
it was found in Sec. V that the ~sN(p, p)~40 reaction is
the slowest proton-capture reaction in the CNO cycle for
temperatures 0.14( T9 (0.64; and that at nova densities,
the mass flow through 0 begins at Tg ——0.09, and the
onset of the hot CNO cycle occurs at T9 ——0.10, when
the ~ N(p, p) ~ 0 reaction is already 6 times faster than
the 3N e+-decay rate.
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