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New cross section and analyzing power data for Sr(p, p') at E„=200 MeV are reported and
analyzed together with earlier cross section data. Neutron transition densities for low-lying normal-
parity excitations were extracted using an empirical density-dependent effective interaction and an
expansion of the radial density which permits analysis of uncertainties due to penetrability, distor-
tion, incompleteness, statistics, and normalization. The densities were compared with shell-model
calculations using effective operators based upon a density-dependent Hartree-I'ock approximation.
Good agreement between theory and experiment is obtained for the 2~, 3~, and 5~ states, but the
experimental neutron densities for the 22 and 7~ states are considerably stronger than expected.
Both proton and neutron transition densities for the 22 state have strong interior lobes, but the
theory fails to reproduce the accompanying surface lobes.

PACS number(s): 25.40.Ep, 27.50.+e, 21.60.Cs

I. INTRODUCTION

The structure of nuclei near the N = 50 shell closure
has been investigated with numerous reactions and the-
oretical techniques [1—10]. The simplest description of

Sr posits two proton holes in the 2pqy2 orbit, so that
low-lying states are largely composed of x(2piI2, 1fz&~)

and x(2piI2, 2pz&~) configurations. Schwentker et al. [1]
have shown that appropriate linear combinations of these
two configurations provide a good qualitative description
of transition charge densities for the two lowest 2+ states
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in Sr and their relationship to corresponding single-
particle excitations of Y. The neutron transition den-
sities in this model result entirely from core polariza-
tion contributions to effective operators within the pro-
ton shell-model space. It is therefore of interest to deter-
mine the degree to which both the shape and magnitude
of the neutron transition densities can be predicted for
low-lying normal-parity excitations of Sr.

Consistent studies of electron and proton scattering
can provide some of the most detailed experimental in-
formation for low-lying states. Precise transition charge
densities can be measured with electron scattering [11,
12], whereas the radial form of neutron transition den-
sities can be deduced from proton scattering provided
that an accurate model of the reaction is available. We
have fitted empirical effective interactions [13—19] for
135 & E„& 650 MeV using proton scattering data
for self-conjugate targets, for which determination of the
relevant transition densities by electron scattering min-
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I'IG. 1. Comparison between theoretical and experimen-
tal energies for selected states of Sr.

imizes uncertainties due to nuclear structure, and have
shown that accurate transition densities can then be ob-
tained for more general transitions [20—23].

Previous applications have considered valence-neutron
nuclei for which multipole matrix elements are generally
stronger for neutrons than for protons. In this paper, we
apply these techniques to determine neutron transition
densities for normal-parity states of the valence-proton
nucleus ssSr using new cross section and analyzing power
data for the scattering of 200.4 MeV protons. Additional
cross section data for 201.5 MeV protons due to Kouw
et aL [24] are also included in the analysis. We have
also obtained data for ssSr(p, p') at E„=500 MeV and
have demonstrated that transition densities fitted to pro-
ton scattering data are almost independent of projectile
energy [25]. Therefore, the accuracy of the fitted densi-
ties is commensurate with the uncertainties estimated by
each of the independent analyses.

Shell-model calculations were performed in the open
proton shell, including the 1fs~z, 2psy2, 2piy2, and 1g9/Q
orbits. Single-particle energy levels were taken from data
for ssY. A semiempirical interaction based upon the G
matrix calculated for the Bonn potential by Nakayama
et at. [26] was employed. The interaction was sup-
plemented by empirical density-dependent corrections
whose 10 parameters were fitted to 50 energy levels for
ssSr, sgY, and sDZr. Effective operators were computed
in a Hartree-Fock approximation using a total of 1000
particle-hole, particle-particle, and hole-hole configura-
tions spanning 10hu. Ground-state correlations up to 4p-
4h (four-particle —four-hole) were evaluated using a self-
consistency procedure which was iterated until the multi-
pole strengths stabilized. Coupling between (np, nh) con-
figurations plays a crucial role in describing the collectiv-
ity of low-lying normal-parity excitations. This approach
is designated ORASM for operator renormalization ap-
proximation for the shell model; further details may be

obtained from Ref. [27].
Selected experimental and theoretical energy levels for

8Sr are compared in Fig. 1. The agreement is quite close
for the lowest 2+, 3, 5, and 7 states, but begins to
deteriorate for higher states of each multipolarity. The
calculated energy is slightly too low for the 2+& state and
a little too high for the 2z state, but is rather too high
for the 23+ state. Hence, we might expect the correspon-
dence between physical and model 2+ states to become
tenuous beyond the second 2+ state. Similarly, the agree-
ment between theoretical and experimental energies for
the second 3 and 5 states is also marginal.

The experiment is described in Sec. II. The data are
compared with ORASM predictions in Sec. III. The pro-
cedures used to fit transition densities to the data are
outlined in Sec. IV. Transition densities are fitted to the
data and compared with the ORASM in Sec. V. Our
conclusions are summarized in Sec. VI.

II. EXPERIMENT

The experiment was performed at the Indiana Univer-
sity Cyclotron Facility (IUCF) using polarized protons
with kinetic energy 200.4 MeV. The beam current was
monitored with Faraday cups which measure the current
in their left and right halves independently as a monitor
of beam centering. For scattering angles 8 & 27' a small
Faraday cup was placed inside the scattering chamber.
For angles e ) 27' a larger and more accurate Faraday
cup outside the scattering chamber was used. The nor-
malization of the internal cup relative to the external cup
was determined to be 0.90. Maximum beam currents of
100 nA were used at backward angles, but currents less
than 2 nA were used at forward angles to keep dead times
below 10%.

The beam polarization was measured approximately
every 8 h at a location between the injector and main-
stage cyclotrons, where the energy was 15.21 MeV, using
scattering from helium at +122', where the analyzing
power is 0.992. Typical polarizations were 0.82 for spin
up and 0.78 for spin down, with variations less than 0.03
between successive measurements.

Isotopically enriched metallic foils () 99%) were used
as targets. The thicknesses were measured at the beam
position to +0.1 mil accuracy using a micrometer. The
areal thicknesses were 15.4+0.7 and 28.8+0.7 mg/cm .
We estimate the systematic uncertainty in normalization
to be about +5%.

Scattered protons were analyzed by the QDDM mag-
netic spectrometer, detected by a single helical wire
chamber at the focal plane, and identified by a pair of
AE/E scintillators. For each spectrometer setting, cor-
rections to the nominal scattering angle were determined
from the differential recoil between elastic scattering from
SSr and from 12C and l60 impurities in the target. The

solid angle was typically 18 mradx 20 mrad for large scat-
tering angles, but was reduced to 10 mradx10 mrad at
the most forward angles.

A typical spectrum, with an energy resolution of about
80 keV FTHM, is shown in Fig. 2. The spectra were
analyzed using the line-shape fitting code ALLFIT [28].
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FIG. 2. Typical spectrum for Sr(p, p') at E~ = 200
MeV. Peaks corresponding to the states of interest, and to
impurities, are indicated. Note that the 32 peak appears as
a shoulder on the 52 peak.

III. COMPARISON WITH ORASM
CALCULATIONS

Calculations of proton scattering were made with the
code LEA [30], which employs a zero-range approxima-
tion for exchange to reduce the nuclear structure require-

The separations between members of multiplets were con-
strained to known values so that reliable yields could be
extracted for peaks separated by a little less than the ex-
perimental resolution. At the momentum transfer used
in Fig. 2 the 32 peak appears as a shoulder on a much
stronger 52 peak, whereas for smaller momentum trans-
fer the 32 peak tends to dominate near 4.2 MeV of ex-
citation. Nevertheless, the smoothness of the extracted
angular distributions demonstrates that, using appropri-
ate constraints on the fitting procedure, the 5& and 32
peaks at 4.17 and 4.23 MeV could be reliably separated
over most of the angular range. However, no Bts were
performed for higher excitation energies where the the
spectrum becomes increasingly more complicated. For
the 7& state we rely on the data of Ref. [24], which had
somewhat better resolution.

Measurements were made for angles between 8' and
44.5', corresponding to momentum transfers between
about 0.45 and 2.42 fm ~. Complete data tables for 10
states are on deposit with the Physics Auxiliary Publi-
cation Service [29]. Additional cross section data from
Orsay are available [24] for many of the states of interest
and were included in the analysis.

ments to a set of transition densities diagonal with re-
spect to position [31]. We use the local density approx-
imation based upon the density at the projectile posi-
tion [32]. The 200 MeV empirical efFective interaction
[16], fitted to elastic and inelastic scattering from isO
and 4oCa simultaneously, was used for the isoscalar spin-
independent central and spin-orbit components. Other
components of the effective interaction were constructed
from the Franey-Love t matrix [33] by applying medium
modifications deduced from the LR interaction of Ray
[34]. The procedure is described in more detail in Ref.
[17]. The density dependence for inelastic scattering is
enhanced by the rearrangement factor derived by Cheon
et al. [35]. Inelastic scattering was calculated in the
distorted wave approximation using the optical poten-
tial calculated with the same effective interaction. The
calculations and fits also include corrections for the finite
spectrometer apertures used by the two experiments, but
these effects are generally quite small.

Elastic scattering calculations are compared with the
data in Fig, 3. The proton transition density was ob-
tained by unfolding the nucleon form factor from the
measured charge density. For simplicity, we assume that
p„cx p„. Excellent agreement with the data is then ob-
tained for momentum transfers q ( 2 fm i. The dis-
crepancy between calculated and experimental analyzing
powers for larger q is probably due to small difFerences
between the neutron and proton radial distributions be-
cause similar calculations for self-conjugate targets retain
their accuracy for momentum transfers up to at least 2.7
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FIG. 3. Experimental difFerential cross section and ana-
lyzing power data for proton elastic scattering from Sr are
compared with predictions (solid lines) based on an empiri-
cal efFective interaction folded with measured p„(q) and the
assumption that p„oc p„. The solid circles are the data de-
scribed here; the open circles are the data from Ref. [24]. To
enhance detail, the elastic cross section is compared with the
Rutherford cross section (o'R) appropriate to the present form
of the Schrodinger equation with relativistic kinematics.
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fm . Fortunately, inelastic scattering is not particu-
larly sensitive to such large momentum components of
the distorted waves. The apparent difference between
the normalization of cross sections for the two data sets
is discussed in Sec. IVC.

A. 2+ states

Calculations based upon the ORASM wave functions
are compared with the data for 2+ states in Fig. 4, in
which the solid curves represent the full calculations and
the short-dashed curves represent the contribution of the
matter densities alone. For the 2+~ state we also show
as a long-dashed line the result of scaling the ORASM
cross section prediction by a factor of (1.29)2 = 1.66.
The model evidently predicts the shape of the matter
transition density for the 2+1 state relatively well, but its
amplitude must be enhanced by about 30%. We find
also that the contribution of spin and current densities is
negligible for the collective 2+1 state.

The calculation for the 2&+ state, on the other hand, is
almost an order of magnitude below the first peak of the
cross section and the model fails to describe the shape
of either the cross section or the analyzing power angu-
lar distributions. Furthermore, of all the normal-parity
excitations we have investigated for ssSr, the spin and
current densities make appreciable contributions only for
the 22+ state. Similar effects were observed for the 22+

state of s S [23], for which the shell model also fails to
describe the angular distributions but predicts apprecia-
ble contributions for nonmatter densities. However, we
found that those data are very well described by empir-
ical matter densities alone, without need of important
current or spin contributions. We show in Sec. IVA
that the data for the 22+ state of s Sr are also described
very well by empirical matter densities alone. The an-
alyzing power data for both of these cases exhibit oscil-
latory patterns characteristic of collective normal-parity
excitations dominated by matter densities. Therefore,
we expect the rnatter density to be responsible for the

increase in the cross section and to overwhelm the con-
tribution of nonmatter densities to the analyzing power
The primary effect of additional spin and current den-
sities would be a small dilution of the analyzing power
that results from the matter distribution alone.

Theoretical calculations for the third 2+ model state
dier markedly from the data for the third 2+ state that
is observed. Both the cross section and analyzing power
angular distributions observed for this state are quite un-
usual in shape and, except for small momentum transfer,
do not appear to be consistent with a 2+ assignment.
There is a nearby state that could not be resolved and
which is tentatively identified as a 6 state [36), but the
cross section computed from the theoretical wave func-
tion for the lowest 6 state is much too small to account
for the uncharacteristic shape of the data for the peak
at 4.03 MeV. We performed calculations for 4 states
which appear in the model at similar energies, but we
did not find an abnormal-parity candidate with sufficient
strength to resolve this problem. The most likely expla-
nation is that the third 2+ state is predominantly a neu-
tron excitation that lies outside the present shell-model
space. The increasing discrepancy between theoretical
and experimental energy levels for successive 2+ states
noted in the Introduction is consistent with this expla-
nation.

B. Negative-parity states

Theoretical calculations for the 31, 51, and 71 states
are compared with the data in Fig. 5 using a similar
legend. The analyzing power data and the shape of the
cross section angular distributions are described well for
all three states, but to reproduce the cross section peaks
the theoretical calculations must be adjusted by factors
of approximately 1.15 for the 31, 0.85 for the 5~, and
1.40 for the 71 states.

Similar calculations for the 32 and 52 states, shown in
Fig. 6, also describe the analyzing power data very well.
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FIG. 4. Experimental differential cross
section and analyzing power data for pro-
ton inelastic scattering to the lowest three
2+ states in Sr are compared with predic-
tions based on the ORASM densities with
(solid lines) and without (short dashes) spin
and current contributions. For the 2~+ state,
the long dashes represent (1.29) times the
ORASM cross section prediction. The solid
circles are the data described here, the open
circles are the data from Ref. [241. Note
that short-dashed and solid lines are often too
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FIG. 5. Experimental differential cross
section and analyzing power data for proton
inelastic scattering to the lowest 3, 5, and
7 states in Sr are compared with predic-
tions based on the ORASM densities with
(solid lines) and without (short dashes) spin
and current contributions. The long dashes
represent the ORASM cross section predic-
tions multiplied by 1.15, 0.85, and 1.40 for
the 3~, 5», and 7~ states, respectively. The
solid circles are the data described here; the
open circles are the data from Ref. [24]. Note
that short-dashed and solid lines are often too
close to discern.

The cross section for the 32 state does not require much
adjustment of strength, but the discrepancies for moder-
ate momentum transfers suggest that a modification of
radial shape would be needed to fit the data. The cross
section prediction for the 52 state, on the other hand,
needs little modification of shape but requires a rather
large scale factor of about (1.55) = 2.4 to reproduce the
data.

IV. ANALYSIS PROCEDURES

A. Transition densities

Transition charge densities p, (hr) were fitted to elec-
tron scattering data by van der Bijl et at. I3]. These
densities are represented by the Fourier-Bessel expansion
(FBE)

pch(r) = ).avqval. (nr)

52— within a cutoff radius R = 11.0 fm. The FBE frequencies
are determined by the condition

10 '

E

10
gL, i(q~R) = 0.0. (2)
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Proton transition densities p„were then obtained by un-
folding the nucleon form factor from the transition charge
density p,h.

Neutron transition densities p„ for a transition of
multipolarity L were parametrized using the Laguerre-
Gaussian expansion (LGE)
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FIG. 6. Experimental differential cross section and ana-
lyzing power data for proton inelastic scattering to the 3~
and 52 states in Sr are compared with predictions based on
the ORASM densities with (solid lines) and without (short
dashes) spin and current contributions. For the 52 cross sec-
tion, /ong dashes represent the ORASM calculation multiplied
by 2.4. Note that short-dashed and solid lines are often too
close to discern.

p„(r) = ) a x~e * L"(2xs), (3)

where r = L+ 2 and x = r/b The oscillat. or parameter
6 = 2.2 fm sets a convenient radial scale, but the analysis
is essentially independent of 6 because the LGE is corn-
plete. The densities were fitted to the proton scattering
data using the methods described in Refs. [22, 23]. The
analysis includes a high-q bias and an estimate of the
incompleteness error that results from limitation of the
data to finite momentum transfer. A tail bias is used to
damp unphysical oscillations of the density for r & r
where we assume that p cx e "" beyond the match ra-
dius r~ = 6.5 fm. We chose d = 3.0 fm based upon
examination of the theoretical densities and of the quan-
tity r~+2 p(r) that is used as the integrand in computing
the transition amplitude; this quantity is discussed more
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thoroughly in the next section.
We assume that spin and current densities can be ne-

glected for the relatively strong normal-parity transitions
considered herein. We have tested the sensitivity of the
22+ results to possible spin and current contributions by
including theoretical estimates of these densities as fixed
input. We find that the fitted densities are not affected
by the presence of spin and current contributions at the
present level of sensitivity. The only visible effect of these
additional contributions is a slight damping of the ana-
lyzing power calculation for small momentum transfer.
Although this effect does improve the agreement with
the data, the failure of the theoretical wave function to
describe the cross section casts doubt upon the reliabil-
ity of the nonmatter densities also. Therefore, the final
analysis for this state is limited to matter densities alone.

Additional fits to the data near the first peak of the
angular distributions for each state were made using the
simpler scaling hypothesis p„= Sp„, where S is an ad-
justable scaling parameter. Comparison between LGE
and scaling fits provides a useful guide to the sensitivity
of the analysis to differences between the shapes of the
neutron and proton transition densities.

B. Moments and ratios

The transition strength is customarily defined by a mo-
ment

the ratio

& ~=P (q )lP&(q&),

where

p~(q) = « r'2i(q~)pA(~) (6)

is the Fourier transform of the proton or neutron transi-
tion density for (A = Ji or n) and where qp corresponds
to the momentum transfer for which pp attains its max-
imum value. Since qp is usually well within the exper-
imental range of momentum transfer, the Pq(qp) values
are determined with relatively small uncertainty and very
little model dependence. In our tests, variations of the
tail bias which produce as much as 20% variations in M~,
with virtually no effect upon the fit to the data, result in
less than 1% variations of P„(q„). Furthermore, we find
that when the densities are sufficiently similar in shape
for scaling fits, based upon the assumption p„= Sp„,
to successfully describe data for momentum transfers be-
low the second diffraction peak, then the fitted values of
A„„and S usually agree to within their uncertainties.
Therefore, ~„represents a nearly model-independent
measure of transition strength that is more relevant to
inelastic scattering experiments than moments which de-
pend upon extremely large radii and small momentum
transfer.

dr r + pl, (r)

which strongly emphasizes the density for large radii
through the weighting factor r +2. It is dificult to ex-
tract model-independent values for proton and neutron
matrix elements, M„and M„, from electron and proton
scattering data unless unusually precise data are available
for very low momentum transfer. Otherwise, it is neces-
sary to apply a tail bias to the fitted density for large
radii and to carefully constrain the integrand r + pI. .
Unfortunately, many analyses, including the analysis of
ssSr(e, e') by van der Bijl [3], fail to properly constrain
the tail and permit unphysical oscillations to persist at
very large radii. Even when considerable care is given
to the tail bias, imperfections in the data in localized
regions of momentum transfer tend to promote unlikely
structures in fitted densities at large radii. The M„and
M„values can then depend upon the details of the tail
bias, such as the choice of match radius or slope, too
strongly.

Scattering experiments for intermediate momentum
transfers, typically 0.25 & q & 3.0 fm, provide ac-
curate measurements of transition densities for interme-
diate radii, typically 1 & r + 8 fm, but determine nei-
ther very long nor very short wavelengths. The analysis
of such data using general expansions of the radial den-
sity requires regularization through both high rnomen-
tum transfer and large radius constraints. Thus, long-
wavelength quantities such as M„and M„cannot be de-
termined in a truly model-independent fashion.

A more reliable measure of the relative contributions
of neutrons and protons to a transition may be found in

C. Normalization

Examination of the figures shown in Sec. III reveals
a systematic normalization difference between the IUCF
and Orsay cross section measurements of 10—15%%uo. The
target employed in the Orsay experiment used a paraffin
coating to reduce oxidation, but the coating could not
be removed for a thickness measurement and the data
did not extend to small enough angles for normalization
via the Coulomb cross section. Hence, an independent
measurement was performed with 22 MeV protons and
the thickness was determined by comparison with an op-
tical model calculation for small angles. The uncertainty
in the target thickness obtained by this procedure was
estimated to be +10%, including model dependence [24].

Although the calculated elastic cross section shown in
Fig. 3 falls between the two data sets, the theory is not
yet sufBciently accurate for elastic scattering by heavy
targets to use as a normalization standard. We observe
that application of a factor of about 0.8 to the Orsay
data brings the two data sets into good agreement. How-
ever, the renormalization required to reconcile the inelas-
tic cross sections is closer to 0.9. This factor was deter-
mined from scale factor fits to the data for the 2&, 2z,
3&, and 5& states. Since we are most interested in the
inelastic data, we have applied the factor of 0.9 to the
Orsay data so that both data sets could be included in
the analysis.

The uncertainty in the fitted neutron density due to
uncertainties in normalization was determined from the
variation of the fitted density due to independent renor-
rnalization of the two data sets. The total normalization
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uncertainty was obtained by adding the separate contri-
butions in quadrature. We assumed that the normaliza-
tion uncertainties are +5% for the present experiment
and +10% for the Orsay experiment. Unlike the charge
density, for which an adjustment of the (e, e') normaliza-
tion results in a direct scaling of the fitted density, the
uncertainty in the neutron density depends upon normal-
ization more strongly than linearly because the contribu-
tion of p„ to (p, p') is held fixed throughout the analysis
so that normalization adjustments must be made entirely
by changes in the fitted neutron density.

We performed fits to the two data sets independently
and find little qualitative difference between the result-
ing neutron transition densities even without renormal-
ization of the Orsay data. Although the difFerences are
somewhat larger for states with smaller values of B„„,
these differences never affect the conclusions drawn be-
low. Moreover, excellent agreement is obtained using the
renormalization factor quoted above.

V. TRANSITION DENSITY RESULTS
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The fits to the data are displayed in Figs. 7—9, where
the solid curves represent the LGE analysis and the
dashed curves represent the scaling analysis. The LGE
coefficients for p„are tabulated in Table I. The moments
M„and M„, the scale factors S, and the B„„ratios are
compared with theoretical predictions in Table II. The

I IG. 7. Experimental differential cross section and ana-
lyzing power data for proton inelastic scattering to the lowest
two 2+ states in Sr are compared with the results of Btting
the parameters of our model to the data (solid lines) and to
the results of scaling the neutron density as p„= Sp„(dashed
lines). The solid circles are the data described here; the open
circles are the data from Ref. [24j scaled by a factor of 0.9.

TABLE l. Neutron transition density parameters for Sr. a„are the LGE coefficients as in
Eq. (3) and are expressed in units of fm; these coefficients are based upon 5 = 2.20 fm.

1
2
3

5
6
7
8
9

10
11
12

1
2
3
4
5
6
7
8
9

10
11
12

2+
1

(-3.41+8.71)x 10 4

(-1.14+0.07) x 10
( 1.22+0.06) x10
(-1.65+0.19)x10 '
(-4.46+1.23) x 10
( 6.88+5.83) x 10 s

( 1.40+4.09)x10
(-0.19+2.45) x 10
( O. 11+1.56) x10
( 0.60j6.64) x10
( 0.04+1.61)x10
(-0.13+1.78) x 10

( 5.11+0.23) x10
(-1.10+0.09) x 10
( 2.43+1.85) x10
( 2.95+0.74) x10
(-1.11+2.98) x 10
(-1.44+1.72) x 10
(-0.45+7.65) x 10
( 0.56j4.88) x 10
( 0.02+2.63) x 10
(-0.37+9.23) x10 s

(-0.07+1.98) x 10
(-0.02+2.07) x 10

22

(-7.33+0.58) x 10
(-8.49+0.43) x 10
( 1.92+0.12) x10
(-6.83+0.74) x 10
( 1.44+0.33) x 10
( 5.62+1.87) x10
(-3.40+1.16)x 10
(-8.01j5.84) x 10
( 7.30+4.26) x10 e

( 4.54+1.93)x10
( 1.10+0.48) x10
( 1.09+0.55) x10

52

( 2.96+0.37) x10
(-1.56+0.74) x 10

( 9.68+2.31)x10
( 2.98j1.14)x10
( 2.19+5.67) x10
(-0.29+2.82) x 10
(-0.02+1.67) x 10

( 0.08+9.23) x10
(-0.01+3.79) x 10
( 0.00+1.08) x 10
( 0.01+1.96) x 10

( 0.03+1.79) x10

3y

( 1.95+0.12)x10
(-1.39+0.07) x 10
( 5.16+0.31)x10 '
( 1.20+1.38) x 10
(-2.02+0.88) x 10
(-3.53+4.52) x 10
(-0.65+2.95) x 10
(-0.20+1.98) x 10
( 0.00+1.05) x10
( 0.15+3.70) x10 '
( 0.27+7.89)x10
( 0.00+8.04) x 10

7]

( 1.65+0.23) x 10
(-4.84+1.76) x 10
( 0.16+9.25) x10
( 1.56+2.82) x10
(-1.64+1.44) x 10
(-6.1?+6.72) x 10
( 1.66+3.41)x 10
( 2.09+1.90) x10
( 8.8567.92) x10
( 2.25+2.29) x10
( 3.50+4.28) x10
( 2.70+4.09)x10

32

(-4.37+0.56) x 10
( 7.18+0.29) x10
(-1.00+0.08) x 10
(-2.46+0.29) x 10
( 8.43+1.58) x10
( 2,14+0.70) x10
(-9.32+5.09) x 10
(-4.13+2.40) x 10
( 0.35+1.33) x 10
( 6.28+6.06) x 10
( 1.84+1.52) x 10
( 2.08+1.72) x10 '
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FIG. 8. Experimental di8'erential cross
section and analyzing power data for proton
inelastic scattering to the lowest 3, 5, and
7 states in Sr are compared with the re-
sults of fitting the parameters of our model
to the data (solid lines) and to the results
of scaling the neutron density as p„= Sp„
(dashed lines). The solid circles are the data
described here; the open circles are the data
from Ref. [24] scaled by a factor of 0.9.
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uncertainties quoted for M„/M„and R„„donot include
uncertainties in p„because the proton transition densi-
ties were assumed to be known from electron scattering
and were not varied during the fitting procedures for p„.
For most states we find that the scale factor fits describe
the data almost as well as the more sophisticated LGE
fits, demonstrating that the neutron and proton transi-
tion densities for most states have similar shapes. For
the 22 state, on the other hand, the scale factor analysis
produces a second maximum far stronger than exhibited
by the data, demonstrating that the data for this state
are quite sensitive to the detailed shape of the neutron

transition density. The data for this state, and all the
others, are described very well by the LGE analysis.

Despite the significant differences between the shapes
of the neutron and proton transitions densities for sev-
eral states, the fitted values of R„„lwayas agree very
well with the fitted scale factors. The agreement between
those quantities is much closer than the agreement with
the M„/M„ratios. This observation supports the iden-
tification of R„„as the functional of density that most
closely resembles the result of traditional scaling analy-
ses.

The experimental charge and neutron densities are
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FIG. 9. Experimental differential cross section and ana-
lyzing power data for proton inelastic scattering to the second
lowest 3 and 5 states in Sr are compared with the results
of fitting the parameters of our model to the data (solid lines)
and to the results of scaling the neutron density as p„= Sp„
(dashed lines)
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FIG. 10. Radial distributions of the experimental charge
and neutron transition densities (bands) for inelastic scatter-
ing to the lowest two 2+ states in Sr are compared with
predictions based on the ORASM (solid lines).
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FIG. 11. Radial distributions of the ex-
perimental charge and neutron transitions
densities (bands) for inelastic scattering to
the 3», 5~, and 7~ states in Sr are com-
pared with ORASM predictions. For the 3y
and 5~ densities and for the 7~ neutron den-
sity, the ORASM calculations are shown as
solid lines, but for the 7~ charge density we
use a short-dashed line because a band is not
available for the experimental density. The
scaled density, p = Sp„, is shown for the 7
state as a long-dashed line.

compared with the ORASM predictions in Figs. 10—12.
The error bands for the charge densities include both
statistical and incompleteness errors. The charge den-
sity for the 7 state does not carry an error band be-
cause the (e, e') data for that state were analyzed using
a single-particle transition rather than a FBE density.
The error bands for the neutron densities also include
uncertainties due to normalization of the cross sections
for the two data sets independently. The incompleteness
error tends to dominate the error bands for small radii,
whereas statistical and normalization errors dominate for
larger radii. The error band for the 7 state is relatively
wide due to the uncertainty in the normalization of the
Orsay data.

A. The 2+ states

The shell-model wave functions for the lowest two 2+
states are fairly well approximated by two orthogonal lin-
ear combinations of vr(2@i~2, 1'&z) and vr(2pii2, 2ps&z),
where for the charge density these two configurations in-
terfere constructively for the lowest state and destruc-
tively for the next. This model has been shown to give a
relatively good description of earlier electron scattering
data by Schwentker et al. [1,4]. The neutron transition
densities in the present model result entirely from core
polarization contributions to the effective operators con-

structed for use in the proton model space. It is there-
fore of interest to determine the degree to which both
the shape and magnitude of the neutron transition den-
sities can be predicted without explicit participation of
neutrons in the shell-model space.

The experimental 2+i densities for both protons and
neutrons are similar in shape to the theoretical densities,
but are somewhat stronger at the surface. This surface
enhancement increases both M„and M„with respect to
theoretical estimates, but the ratio M„/M„ is similar for
both theory and experiment. This state is apparently
more collective than predicted by the model, but the
isospin structure is similar. The most likely possibility
is that the (gsy2)2 effective charge is underestimated by
the model. Increasing the isoscalar contribution from this
configuration would enhance the surface densities and in-
crease the M„/M„ratio.

The model reproduces the experimental 22+ charge den-
sity for r & 3 fm, but fails to predict the surface lobe
for larger radii. This feature can be described, at least
qualitatively, with modest changes of the shell-model am-
plitudes for the two dominant configurations. Similarly,
the neutron density predicted by the model is similar in
shape to the proton density, but is smaller in amplitude,
and again fails to reproduce the surface lobe required to
fit the (p, p') data. Due to absorption, which increases
the relative contribution of surface lobes with respect to

TABLE jI. Comparison of the experimentally extracted moments, scale factors, and R „with theoretical predictions. Uncertainties in the final
digit are given in parentheses. Uncertainities in M„are omitted because pp was held fixed in the fitting procedure. The units of M and M„
are fm for multipolarity I .

State

2+
2,'
31
32

52
71

0.81(4)
2.2O(8)
0.87(4)
1.26(5)
o.vi(4}
0.63(4)
o.vo(io)

Rexpt
np

0.81(4)
2 ~ 14(8)
0.88(4)
1.2O(4)
O.76(7)
O.63(5)
0.76(10)

th
Rnp

0.80
0.25
0.87
0.79
0.72
0.64
0.56

Mexpt
n

12.6(4)
4.io(i5)
89.0(35)
26.v(io)
872(55)
sv2(4s)

3.2(5) x 104

Me~pt

13.3
1.92
96.1
20.4
1297
552

3.53x 10

n f p

o.95(s)
2 ~ 14(8)
0.93(4)
1.31(5)
o.6v(4)
o.6v(8)
0.91(14)

9.22
-0.52
79.8
21.5
926
224

1.93x 10

p

12.01
-0.83
92.6
26.2
1358.
304

3.52 x 10

Mth(Mthn p

0.77
0.63
0.86
0.82
0.68
0.74
0.55



47 NEUTRON TRANSITION DENSITIES FROM 'Sr(p, p') AT. . . 2155

32

4

52

E 4

1

C3
0

I i I i I s I

8 I
]

I
]

I
]

I
f

I

32

I i I i I & I

4
52

I

C)
0

—4 —2
0 2 4 6 8 10 0 2 4 6 8 10

r (fm) r (fm)

FIG. 12. Radial distributions of the experimental charge
and neutron transitions densities (bands) for inelastic scat-
tering to the 32 and 52 states in Sr are compared with
prediction based on the ORASM (solid lines)

sity is too small. Of course, the densities fitted using the
more general LGE model reproduce the entire angular
distribution.

For single-closed-shell nuclei, the experimental M„/M„
ratio for the lowest 2+ state is typically greater than
N/Z if the neutron shell is open or less than N/Z if
the proton shell is open. For the second 2+ state, ra-
tios on the opposite side of N/Z are usually found,
such that M„/M„( N/Z for open neutron shells or
M„/M„) N/Z for open proton shells [37, 38]. This
observation has been called the reversal effect by Brown,
Bernstein, and Madsen [39] and was attributed to pairing
correlations which deplete the nominally closed shell and
contribute Oh~ configurations that are otherwise absent.

The data for Sr are consistent with the reversal effect,
but the ORASM calculation is not. The ORASM pre-
dicts that all low-lying normal-parity excitations should
have M„/M„( 1, but the data for the 22+ state give a ra-
tio that is considerably larger than both unity and N/Z.
The model also fails to reproduce the surface lobes ob-
served for both proton and neutron densities. The surface
lobe for neutrons probably arises from v(2d&&2, 1gz&z)

configurations and for protons from vr(lgz&2, 2p&&z) con-
figurations, both of which could be related to enhance-
ment of the g9~2 effective charge.

interior lobes, these surface lobes are critical to proton
scattering. Without the surface lobes the cross sections
calculated from the theoretical densities are about an or-
der of magnitude below the data for small momentum
transfers. The interior lobes are then needed to fit the
data for larger momentum transfers at and beyond the
second maximum. From these data we determine that
the interior lobe of the neutron transition density is much
stronger than predicted by the theory and is, in fact, even
stronger than the corresponding lobe of the proton den-
sity. The ratio R„„=2.14(8) is much stronger than
the theoretical prediction 0.25. The theoretical values
of M„/M„and R„„are quite different for the 22+ state
because the shapes for p„(q) and p„(q) are also quite dif-
ferent.

Similar conclusions for the 22+ state were reached by
Kouw et al. [24] using calculations based upon wave func-
tions from the one broken pair model (1BP) of Hengeveld
et al. [8]. The 1BP model reproduces the essential fea-
tures of the charge density and does predict a significant
surface lobe, but the ratio between the surface and in-
terior lobes is still smaller than observed. Similarly, the
lBP neutron density is strongest in the interior, but is
weaker than the proton density. To describe the qualita-
tive features of their (p, p') cross section data, Kouw et al.
[24] constructed transition densities from linear combina-
tions of the 1BP densities for the 2& and 22+ states. The
resulting p„and p„ for the 2&+ state both have prominent
surface lobes and they find that the low-q cross section
is dominated by the neutron contribution, which contra-
dicts theoretical expectations but is consistent with our
findings. However, their model fails to achieve adequate
high-q strength because the interior lobe of the p„den-

B. Negative-parity states

The data for the lowest 3, 5, and 7 states are de-
scribed very well by the simple assumption of propor-
tionality between neutron and proton transition densi-
ties. The ORASM calculations describe the shapes of the
3& charge and neutron densities remarkably well, even in
the interior. The experimental 5& densities both appear
to be shifted outwards relative to the model, but both
neutron and proton densities have very similar shapes
and the ratio of their strengths is consistent with theo-
retical expectations. The model successfully predicts the
quenching of the Z7 single-particle strength observed in
the 7& charge density, which is almost identical with the
model prediction, but the neutron density is considerably
stronger than predicted and is shifted outward slightly.
The model predicts R„„=0.56 for the 7z state, whereas
a ratio of R„„=0.76(10) is observed. Perhaps the ef-
fective interaction coupling the core to the valence space
falls too rapidly with momentum transfer to reproduce
the transition amplitude for larger I values.

The data for the 32 and 52 states are of marginal qual-
ity for the I GE analysis. Nevertheless, despite the large
differences between the shapes of the neutron and proton
densities for each state, the fitted values of 8 and A„„
agree very well. The LGE model increases the high-q
cross section for the 3z state using a strong interior lobe
in p„. This lobe is considerably stronger and opposite in
sign compared with the theoretical prediction. An exper-
iment with better resolution would be useful to confirm
this interesting result. However, we also note that the
charge densities for both states are also somewhat un-
usual. The experimental charge density for the 32 state
appears to be depleted in the surface region where the
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theoretical density peaks, whereas for the 52 state it is
enhanced at larger radius and exhibits an unusually steep
slope. Possible errors in such features could distort the
fitted neutron densities. Uncertainties of this type are
not included in the error bands and would be most sig-
nificant for states which are difBcult to resolve in either
experiment.

C. Interior sensitivity

The sensitivity of proton scattering to the interior neu-
tron density was studied extensively in Ref. [40] using a
pseudodata technique. It was shown that the neutron
density used to produce the pseudodata could be recov-
ered with a relatively narrow error band that represents
the intrinsic sensitivity of the reaction. However, that
method does not account for systematic errors due to
limitations of the reaction model. For heavy nuclei the
differences between cross sections computed for various
models of the neutron density are often so small that even
though the correct densities can be recovered from pseu-
dodata there is concern that the systematic errors may
be too large for reliable application of this method to real
data for heavy nuclei. One way to address this concern is
to analyze data for two or more projectile energies that
are far enough apart that the systematic errors in the
reaction model should be uncorrelated. We have applied
this method to the analysis of Ca(p, p') at 200, 318,
and 500 MeV and find that the error bands produced
by our analysis procedures do in fact represent realistic
estimates of the uncertainties in Btted neutron densities
[41]. This method is applied in Ref. [25] to the more
difficult case of Sr, by comparing analyses for 200 and
500 MeV, and we again find that quite similar results are
obtained for both energies.

Alternatively, the sensitivity of proton scattering data
to the interior density can be examined using notch cal-
culations in which the scattering potential for r & R~
is set to zero. The dependence of y upon R~ is then
an indication of interior sensitivity. Note that we ap-
ply the notch to the scattering potential instead of to
the density itself in order to avoid ringing when perform-
ing convolutions in momentum space. Thus, the onset
of interior sensitivity actually occurs for radii somewhat
smaller than R~ due to the range of the interaction.

The scattering potentials were calculated using the fit-
ted densities from Table I. For simplicity we omit the
aperture corrections and compare with the present data
only. Note that somewhat better values of y2 would have
been obtained using densities fitted to these data alone,
but the qualitative behavior of y (R~) is independent of
these considerations.

Results for selected normal-parity transitions are
shown in Fig. 13. For the states with surface-peaked
densities, such as the 2i, 3i, and 5i states, apprecia-
ble sensitivity appears to develop for r & 3 fm. For the
2& state, for which the transition density has more inte-
rior structure, sensitivity develops as early as r & 1 fm.
Since the density is required to approach the origin as r~
and high-frequency structures are limited by the high-q

40
35—
30—
25—

& 20-
15—
10—

5('.--

0
0 2

R, (fm)

FIG. 13. The goodness of Pt (g per datum) vs notch ra-
dius (R~) is used as a measure of the sensitivity of proton
scattering to the interior of the nucleus. The transition den-
sities are held constant, but the scattering potentials inside
R~ are set to zero. Due to the range of the interaction, sensi-
tivity to the interior density occurs for radii somewhat smaller
thari R~. Results for the 22+ state are shown as solid points,
for the 2+~ state as diamonds, for the 3~ state as crosses, and
for the 5~ state as squares.

bias, these physical constraints allow little freedom for
smaller radii so that the error band remains finite even
for small r. In addition, the range of the interaction also
confers some sensitivity to radii smaller than the knee
in the g (Rtv) curves for each state. These considera-
tions explain the relatively narrow interior bands for the
surface-peaked densities and the tight bands for densi-
ties of interior character. Although the interior bands
are wider for higher energies due to increased absorp-
tion, appreciable interior sensitivity remains for the 2&+

state. In that case absorption reduces the cross section,
but if the transition is observed with a distinctive an-
gular distribution, the probe must have been suKciently
penetrating to reach the interior lobe.

It is also instructive to examine the dependence of cal-
culated cross sections and analyzing powers upon the
notch radius. Figure 14 shows calculations for several
values of R~ for both the 2+~ and 22 states of ssSr. For
the 2+i state it appears that the sensitivity to r & 3 fm
is relatively small and perhaps similar to the uncertain-
ties in the reaction mechanism. However, data at higher
momentum transfer could enhance the interior sensitiv-
ity, provided that both the effective interaction and the
proton density are known with sufhcient accuracy. For
the 22+ state, on the other hand, densities inside of 2 fm
can surely be measured with confidence. Therefore, the
difference between the 2+& and 2&+ angular distributions
is clearly due to the contrast between surface-peaked and
interior densities. These results demonstrate that proton
inelastic scattering is capable of measuring interior tran-
sition densities for states with prominent interior lobes.

Also note that as R~ increases the calculated angular
distributions for both states become similar in shape be-
cause the notch limits the probe to the surface, r & R~,
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where only the strength but not the shape is significant.
Thus, use of large B~ corresponds to strong absorption
and gives results comparable to those for strongly ab-
sorbed reactions, such as alpha scattering.

VI. SUMMARY AND CONCLUSIONS

We have obtained new cross section and analyzing
power data for the scattering of 200 MeV protons from
ssSr and have analyzed these data, in conjunction with
some earlier cross section data, using an empirical efFec-
tive interaction calibrated upon proton scattering data
for both sO and oCa. We had previously established
that the empirical effective interaction is suKciently ac-
curate for use in the extraction of neutron transition den-
sities from proton scattering data for normal-parity ex-
citations. Neutron transition densities were fitted to the
present data for two 2+, two 3, two 5, and one 7
states. The results were compared with a shell-model
calculation using an empirical density-dependent inter-

FIG. 14. Cross section and analyzing power calculations
for various notch radii R~ illustrate the sensitivity of these
quantities to the interior of the nucleus. The solid circles are
the data described here for the lowest two 2+ states of Sr.
Calculations for R~ ——0, 2, 3, and 4 fm are shown as solid
lines, short dashes, long dashes, and dots, respectively.

action and a Hartree-Fock approximation to construct
efFective operators and transition densities.

We find relatively good agreement between theory and
experiment for the 2i, 3i, and 5i states, but neu-
tron densities for the 2&+ and 7& states are considerably
stronger than predicted. The transition densities for the
2& state have strong interior lobes, as expected from the
theory, but also have significant surface lobes that are
absent from the theoretical densities. The interior lobe
of the 2+& proton density is well described by the model,
but the interior lobe of the experimental neutron density
is unexpectedly strong. The surface lobes enhance the
cross section for low momentum transfer by about an or-
der of magnitude over theoretical predictions based upon
densities without the surface features. The data clearly
determine the full radial form of the neutron transition
density for this state with good sensitivity.

We have proposed a robust measure of the relative neu-
tron and proton transition strengths, R„„,based upon
the peak form factors that is more suitable to the analysis
of inelastic scattering experiments than M„/M~ because
it employs measured rather than extrapolated quantities
and consequently is less sensitive to ambiguities in the
behavior of transition densities at large radii. Although
the proton and neutron densities are similar in shape for
most states, there are some notable differences. For ex-
ample, although the data for the 3& state are marginal
for the LGE analysis, the fitted neutron density appears
to possess an interior lobe that is absent from the proton
density and which is much stronger and opposite in sign
than the theoretical prediction. Nevertheless, scaling and
LGE analyses of the ratio between neutron and proton
transition amplitudes, B„„,are consistent for all transi-
tions that were analyzed despite these shape differences.

The best available shell-model interactions are based
upon realistic nucleon-nucleon interactions supplemented
by phenomenological parameters adjusted to reproduce
selected nuclear data. These data are usually limited to
energy levels and transition strengths. Now that both
neutron and proton transition densities can be measured
with good accuracy, perhaps the optimization procedures
can be extended to consider radial information also. The
availability of complete transition densities should facil-
itate a more critical examination of effective operators
constructed for use with shell-model calculations within
practical model spaces.

This work was supported in part by the National Sci-
ence Foundation (Grant No. PHY-8615512).
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