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Absolute total and differential cross sections for the reaction sr+ + d —+ p+ p have been measured
for pion energies from 3.7 to 20.5 MeV. A crossed-field velocity separator was used to enhance the
purity of the pion beam, and a deuterated scintillator was used both as the target and to count
the incident Aux. The total cross sections are 4.0 + 0.5, 4.4 + 0.2, 4.2 + 0.2, 4.2 + 0.2, and 4.8 +
0.3 mb for incident pion energies of 3.7, 5.0, 9.6, 15.2, and 20.5 MeV, respectively. The measured
difFerential cross sections indicate the presence of p-wave strength at all energies studied and are in

good agreement with recent measurements for the reaction n+ p ~ d+ n' near threshold and a
recent parametrization of the total and difFerential cross sections for the process.
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Studies of the reaction vrNN —+ NN are of impor-
tance due to the fundamental role pion exchange plays
in theoretical treatments of nuclear phenomena. The
loosely bound deuteron provides an excellent laboratory
for testing the microscopic understanding of this process.
Theoretical attempts to explain the phenomena associ-
ated with this reaction have benefited during the past
decade from numerous experiments which have provided
precise data on various observables, particularly the total
and differential cross sections for energies above 20 MeV.
However, until recently the only published data for the
~+ + d ~ p+ p reaction below 19 MeV were total cross
sections measured by Rose [1]. These data possess large
uncertainties, the smallest being approximately 8'Fo. No
difFerential cross sections have been published for this re-
action below 19 MeV.

The main reason for the lack of data is that formation

of low energy pion beams with sufficient purity and inten-

sity is experimentally difficult. Otherwise, the detection
of the energetic protons emerging from the pion absorp-
tion reaction sr+ + d ~ p+ p is straightforward. Mea-
surement of the inverse pion production reaction is com-

plicated by the difficulty in determining the scattering
angles of the reaction products, whose energies are low

and which are strongly boosted into the forward hemi-

sphere, requiring large corrections for finite acceptance.
The related reactions, n+ p —+ d+ ~0 and its inverse, are
complicated by the presence of neutral particles in both
the entrance and exit channels.

Hutcheon et aL have recently published [2, 3] measure-
ments of the total and difFerential cross sections for the
reaction n+ p —+ d+ vr near threshold. Using detailed
balance and charge independence, their measurements
can be related to measurements of sr+ + d ~ p+ p with
incident pion energies from less than 1 MeV to 7 MeV.
The cross sections obtained in that work were normal-

ized with respect to measurements for pp elastic scatter-
ing, and indicated the presence of p-wave contributions
to the reaction amplitudes down to the lowest energies
measured.

Recently, we published an overview [4] of new mea-

surements of the total and differential cross sections for
sr+ + d —+ p+ p at energies below 21 MeV which overlap
the energy range of the data of Ref. [5] and the data of
Hutcheon et at. In this paper we give a more detailed
description of the experimental techniques employed to
make those measurements and tabulate the differential
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cross sections determined for 3.7, 5.0, 9.6, 15.2, and 20.5
MeV.

II. EXPERIMENTAL PROCEDURE

The experiment was performed using the Low Energy
Pion (LEP) Channel [6] at the Clinton P. Anderson Me-
son Physics Facility. The experimental apparatus used
for all the measurements reported here is shown schemat-
ically in Fig. 1. In this section the apparatus and exper-
imental techniques are described in detail.

trodes was 10 cm. The separator was operated with an
electric potential of 230 kV for the 10.7 MeV channel
setting, and 300 kV for the other channel beam energies.
The corresponding integrated magnetic field strengths
fB dl at 10.7, 16.0, and 21.2 MeV were 27.7, 30.1, and
32.2 kG cm, respectively.

A quadrupole doublet was used after the velocity sep-
arator to focus the beam onto the target. An evacuated
drift tube was attached to the doublet to minimize multi-
ple scattering in air prior to the beam striking the target.
The entire length of the separator, the quadrupole dou-
blet, and the drift tube was 5.22 m.

A. Deuterated scintillator target

A square of deuterated polystyrene scintillator, Bicron
BC-436, 2 cm on each side and 0.119 + 0.001 cm thick,
provided an active target. It was located 47.0 + 0.5 cm
downstream from the exit window of the drift tube fol-
lowing the quadrupole doublet, as shown in Fig. 1, and
oriented perpendicular (90' + 2') to the incident beam,
as measured with an optical transit. The scintillator was
wrapped with a single layer of 0.20 mm thick aluminum
foil as an ambient light shield and scintillation light re-
Hector and viewed by a standard 5 cm diameter pho-
tomultiplier tube and base to count the beam particles
passing through the target.

The nominal deuteron/hydrogen ratio for the mate-
rial had been determined to be 20.4 by the manufac-
turer prior to the experiment. After the experiment,
the scintillator target material was independently as-
sayed by infrared and nuclear magnetic resonance tech-
niques. These assays yielded a deuteron areal density of
4.70x 102~ deuterons/cms, with an uncertainty of 2.2%%uo,

'

this value was in agreement with specifications supplied
by the manufacturer.

This deuterated scintillator target was also used to
measure the beam Hux on target, which was limited to
10s s to control pileup. As discussed below, the scintil-
lator was essential in monitoring the composition of the
LEP beam and determining incident pion flux.
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B. Generation of pion beams

The LEP channel was operated in the standard man-
ner to provide pion beams of 10.7, 16.0, and 21.2 MeV
at the exit of the channel, with a channel momentum ac-
ceptance of 2.0, 1.0, and 2.5 %%uo, respectively. As shown
in Fig. 1, the pion beam then entered a crossed mag-
netic and electric Beld velocity separator which greatly
improved the purity of the pion beam incident on the
deuterated scintillator target.

The crossed-Beld separator design incorporated two
stainless steel electrodes with parallel surfaces approx-
imately 150 cm long in the direction of the undeflected
particle trajectory and 20 cm high perpendicular to that
trajectory. The electrodes and magnet coils for the sep-
arator were enclosed in an independent vacuum box ap-
proximately 0.53 m high, 0.53 m wide, and 1.90 m in
length, maintained with a nominal operating pressure
between 10 5 and 10 7 torr. The gap between the elec-
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FIG. 1. Schematic layout of the apparatus used in this
experiment. (a) The relative positions of the elements of the
separator, associate quadrupoles, and the detector array as
described in the text. (b) Additional details of the arrange-
ment of the target and detection system.
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The beam spot sizes were measured prior to data runs
using a multiwire profile monitor at the target position
with the target scintillator removed from the array. The
same monitor was also used to tune and position the
beam spot onto the target scintillator. With the sepa-
rator off, the beam spots were measured to be approxi-
mately 1.0 cm FWHM vertically and 1.6 cm FWHM hor-
izontally. With the separator on, the beam intensity was
too low for the profile monitor to provide an accurate
measurement of the spot sizes. However, photographic
film exposed in the beam indicated that the separated
beam spot was approximately the same size and shape
as that obtained without the separator.

Monte Carlo simulations of the channel, velocity filter,
quadrupole doublet, and detector array shown in Fig.
1 were used to calculate the energy distribution of the
pions at the center of the scintillator target. The simula-
tion included the effects of the vacuum window, the air
drift space between the vacuum window and target, and
the foil surrounding the target. The mean energies of the
three beams determined from the results of the simula-
tions, shown in Fig. 2, are 9.6, 15.2, and 20.5 MeV.

To achieve lower energies, graphite and aluminum de-
graders identical in area to the plastic scintillator target
were placed in the 9.6 MeV beam directly against the up-
stream aluminum foil wrapping of the scintillator target.
The thicknesses of the degraders were measured at nine
places across the surface of each and found to be uniform
with relative uncertainties of about 2%. Two cornbina-
tions of degraders were used to obtain pion energies of
3.7 and 5.0 MeV at the center of the target. The results
of simulations of the pion energy distributions at the cen-
ter of the target for these lowest energy beams are also
shown in Fig. 2.

C. Flux monitoring

Particle fIux through the target scintillator was mea-
sured continuously during the data taking runs. The pho-
tomultiplier tube signal from the target scintillator was
fed to a discriminator with a threshold setting well below
the pulse height for minimum ionizing particles. Logic
signals of 15, 40, 60, and 100 ns width from this target
scintillator discriminator were counted by four separate
scalars to provide dead-time corrections. With the ex-
ception of the 3.7 MeV data, these sealer values could be
fit extremely well using only a linear time dependence.
Extrapolation to "zero pulse width" using this linear fit
yielded a dead-time corrected value for the number of
target scintillator pulses for each run. Typical dead-time
corrections were on the order of 3%, with relative uncer-
tainties typically less than 10% of the correction. These
dead-time uncertainties were negligible in comparison to
the uncertainties in the pion fraction estimates described
below.

At 3.7 MeV a significant fraction of the pions stopped
in the target and subsequently decayed into muons. If
the decay occurred after any of the sealer logic pulses
noted above had returned to zero, a second count was
generated in that sealer. The double counting is greatest

I I I I I I I I I I I I I I
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FIG. 2. Results of Monte Carlo simulations of the beam
energy distributions at the center of the target, as described
in the text. (a)—(e) Mean pion kinetic energies of 20.5, 15.2,
9.6, 5.0, and 3.7 MeV, respectively.

for the sealer with the smallest pulse width. The fraction
of stopped pions giving double counts is exp ( t~/7. ), —
where t is the width of the pulse and w is the pion
lifetime. To correct for the double counting, the counts
from the four scalers were fit to the sum of a linear term
and an exponential term. The linear term provided the
dead-time estimates as noted above.

To check the validity of this fitting procedure, a fit to
the 3.7 MeV sealer values was made treating the pion life
time as a free parameter. The best fit was obtained using
the accepted value [7] of the pion life time, 7 = 26 ns, and
a stopped pion fraction of (11.4 + 0.2)%, which was in
good agreement with the estimate from the Monte Carlo
simulation.

Since the pions which stopped in the scintillator did
not traverse the entire thickness, the effective target
thickness for the 3.7 MeV data was slightly smaller, re-
quiring a 1% correction to the cross section.

D. Pion fraction determination

For each run, the pion fraction was combined with
the flux measurement described in the preceding sec-
tion to determine the number of pions incident on the
target. Because of the time structure of the LAMPF
beam and the varying momentum acceptances used in the
pion channel, determination of the pion fraction required
somewhat different techniques and analyses at each en-

ergy, although the procedures used for the lowest energies
were essentially the same. Since the publication of Ref.
[4], we have completely reanalyzed our beam composition
data to ascertain the pion fraction; the new results are
not significantly different from those used before. The
methods used at each energy are presented in detail be-
low. The pion fraction analyses results are summarized
in Table I, which also indicates typical values for the in-
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light collection over the area of the target, the incident
beam momentum spread, and pileup at high counting
rates. With respect to this last contribution, a signi6-
cant narrowing of the pulse height peaks was observed
at each energy as the momentum spread of the channel
was lowered in steps to 0.1%, primarily due to the reduc-
tion in counting rate. However, no appreciable change
in beam composition was observed during variation of
the momentum slit settings, although it was necessary
to increase the estimated uncertainty for the determined
pion fraction as the channel momentum acceptance was
increased.

80.5 MeV data: At this energy, the pion fraction
was determined by continuously sampling throughout the
data taking runs the pulse height of the target scintilla-
tor and a downstream total absorption counter identical
to one of the proton detector "cone" counters described
below; a typical two-dimensional spectrum is shown in
Fig. 3. Analysis of these spectra, including corrections
for a tail on the large pulse height side of the pion peak,
gave values for the pion fraction within each data run
with relative uncertainties typically estimated to be less
than +3%.

25.8 Me V data: The pion fraction for these runs was
determined using pulse height information from the tar-
get scintillator correlated with the time difFerence be-
tween the accelerator 201.25 MHz accelerator RF master
clock signal and the discriminator signal from the tar-
get scintillator. This technique takes advantage of the
isochronous design of the LEP channel, but is practi-
cal only when the times of Bight from the production
target to the target scintillator for the different compo-
nents of the beam are not multiples of the accelerator RF
clock period of 5 ns, and when the momentum spread of
the particles does not compromise the timing separation.
These conditions were met only for the 15.2 MeV beam.
A typical two-dimensional spectrum is shown in Fig. 4.

Particle identification of the time-of-flight peaks was
verified by temporarily reducing the momentum accep-
tance of the channel to 0.1% and correlating the pulse
height from a downstream scintillator with the target
scintillator pulse height. This procedure also furnished
an initial estimate of the pion fraction and an indepen-
dent check on the value obtained in the final procedure.

The final value for the pion fraction was conservatively
estimated by making two cuts on the time-of-flight spec-
trum for each run: one which clearly excluded enough
pions to underestimate the pion fraction, and another
which clearly included enough muons to overestimate the
fraction. All counts which overflowed the range of the
analog-to-digital converter (ADC) for the target scintil-
lator pulse height were assigned as pions. Because of the
sharpness of the pion peak, this generally required move-
ment of the box cut by only one bin in the appropriate
direction. The average of these two values was used as
the estimate of the pion fraction, with half the difference
as the uncertainty. The relative uncertainty in the pion
fraction determination using this method was estimated
to be +3%.

5'. 7, 5.0, and 9.6' MeV data: For these data, the
pion fraction was determined by continuously correlat-

ing throughout the data taking runs the pulse height
in the target scintillator with that obtained from a thin
scintillator located 20.3 cm downstream. A typical spec-
trum is shown in Fig. 5 for the 5 MeV data. In that
figure, it is seen that some of the pions appear at the
low pulse height end of the downstream counter spec-
trum. These events correspond to pions that either did
not reach the downstream counter at all or reached it
with very low energy. The remaining pion events in the
spectrum were distributed over a large range of pulse
heights in the downstream counter, with approximately
30%%uo being oK scale. At 3.7 MeV, enough pions stopped
in the downstream counter, as noted above, to necessi-
tate a correction for effective target thickness. The anal-

ysis techniques, similar to those used for the 20.5 MeV
spectra, yielded pion fraction estimates with relative un-
certainties of the order of +(3—6) %.

E. Reaction proton detection

Three pairs of plastic scintillator telescopes were used
to detect the protons resulting from pion absorption in
the deuterium target. These telescopes are the same as
those described in Ref. [5], and their properties and op-
eration are well understood. Each pair consisted of a
"cone" telescope and a "wedge" telescope. The "cone"
telescope was a thin scintillator disk followed by a thick
truncated cone of plastic scintillator (Nuclear Enterprises
NE-102). Although not exactly identical, the cones all
were approximately 12.7 cm long, with end diameters of
approximately 1.9 and 7.5 cm. These cone counters are
deep enough to stop the reaction product protons, but
require a correction for nuclear interactions. The large
end of each cone was coupled directly to the cathode of
a 8 cm photomultiplier tube. The thin scintillator disk,
called a 6E counter, was about 1.9 cm in diameter and
0.3 cm in thickness. It was mounted against the front
of the cone, and coupled by a plastic light guide to a
photomultiplier tube.

The complementary telescope of each pair was a
wedge-shaped plastic scintillator approximately 8.9 cm
wide x 12.7 cm high x 12.7 cm thick, and a 7.6 x 12.7
cm~ x 0.5 cm thick scintillator mounted against the front
of the wedge. Each of the wedge s intillators was coupled
directly to the cathode of a 13 cm photomultiplier tube,
and the 6E scintillator was coupled by a light guide to
a 5 cm tube. The general placement of the wedge and
cone counters is indicated in Fig. 1.

The counters were positioned approximately 30 cm
from the deuterated scintillator target on a table in-
scribed with angle radials. The counters were placed so
that the solid angle for each telescope pair was deter-
mined entirely by the AE counter on the "cone" detector.
Target-to-AE counter distances and AE counter dimen-
sions were measured following the experiment in order to
determine their respective solid angles; these solid angles,
as determined with a Monte Carlo program to model the
finite size of beam spot and detectors, were 9.95 + 0.03,
9.20 + 0.03, and 9.17 + 0.03 msr.

The protons from absorption on deuterium were well

separated from those from absorption on carbon within
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FIG. 6. Typical reaction product proton energy corre-
lation for the members of a proton detector telescope pair.
The prominent peak arises from pion absorption on deuteron.
That peak is seen to be separated well from the lower energy
carbon absorption events.

the target, as can be seen in Fig. 6. The spectra are
characterized by a strong reaction peak, with tails from
protons undergoing nuclear interactions. Cuts were made
on these spectra at the edge of the carbon band, and cor-
rections for the protons missed by such a cut were made
based on the energy at which the cut was made. The
energy-dependent corrections for nuclear interactions of
the protons within these particular counters had been
empirically measured previously [8]. Those corrections,
ranging from 4% to 23% with absolute uncertainties of
less than 1%, were applied to the data for the present
experiment. Two or more different configurations of the
proton detectors were used to provide checks on system-
atic errors or to increase angular coverage.

TABLE II. Center-of-mass differential cross sections for
m++d ~ p+p measured in this study. Statistical uncertainties
are given for the cross sections in parentheses.

T~
(MeV) (deg)

da/dA
(mb/sr)

ferential cross sections were fit using the form do/dA =
clpPp(cose ) + n&P&(cosa, ), where P„(cosa)are the
Legendre polynomials of order n. The parameters ob-
tained are given in Table III with statistical errors only.

Using this form to fit the angular distributions, the to-
tal cross section is equal to 27rnp. The total cross sections
thus determined were found to be 4 0 + 0 5, 4 4 6 0 2,
4.2 + 0.2, 4.15 + 0.18, and 4.8 + 0.3 mb for incident
pion energies of 3.7, 5.0, 9.6, 15.2, and 20.5 MeV, where
the uncertainties include both the statistical and the ab-
solute normalization uncertainties. Absolute normaliza-
tion uncertainties are attributable to uncertainties in the
measurements of the beam pion fraction at each energy
and in the areal density of the target as described above.

The results obtained here have been compared with
other experimental and theoretical work in Ref. [4]. We
note here again that the measurements are in excellent
agreement with Hutcheon et at. and with Ref. [5], and
confirm that significant p-wave strength exists even at the
lowest energy measured here. As noted in both Refs. [3]
and [4], there is no indication of any breaking of charge
independence in the data obtained here and for the np -+
dvrP reaction.

For comparison with existing theoretical predictions
for the reaction, we have chosen to compare the data
reported here with the Faddeev-like treatment of Blan-
kleider and Afnan (BA) [9] and the perturbation the-
ory approach of Vogelzang, Bakker, and Boersma (VBB)
[10]. The BA work used a set of equations which explic-
itly coupled the NN and zd reaction channels, permit-

III. RESULTS

The center-of-mass differential cross sections for each
counter are given by

N„
N nJAA,

where N„is the number of proton reaction pairs corrected
for interactions, N is the pion Aux through the target,
n is the deuteron areal density of the target, J is the
laboratory-to-center-of-mass frame Jacobian, and LA is
the LE counter solid angle. For this work, all data and
estimates have been reexamined as noted above. Only in
one instance, an incorrectly recorded cross section at one
angle of the 15.2 MeV data set, are the cross sections
determined here difFerent from the analysis previously
published in Ref. [4].

The center-of-mass differential cross sections deter-
mined in this experiment are given in Table II and dis-
played in Fig. 7. Even at the lowest energy for which
measurements were made here, the cross sections remain
clearly anisotropic. As reported in Ref. [4], these dif-
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Refs. [2, 3, 5] are in disagreement with the theoretical
predictions in this energy region by Refs. [9, 10]. With
the remarkably good agreement present for both the BA
and VBB approaches at higher energies, a reexamination
of models for the reaction, particularly their treatment
of the s-wave contributions to the reaction mechanism,
in light of the refined data set which now exists at lower
energies would be both timely and useful.
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