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Phase-shift analysis of NN scattering below 160 MeV: Indication for a strong tensor force
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A new phase-shift analysis of NN scattering in the energy range 15—160 MeV is presented. The
analysis is based on the carefully reviewed world pp +np data, including recent results for higher-order
spin observables in n-p scattering. The latter are essential to determine the mixing parameter ~& which is
directly related to the isoscalar tensor force. c, displays a high trend, in agreement with recent analyses
above 140 MeV, and is only reproduced by potential models with a strong tensor force. The prediction
of the full Bonn potential is too low by 20% for energies above 40 MeV. All other I=O phase shifts
show agreement with potential models; in particular, the notorious problem with 'P, around 50 MeV
has disappeared. Around 25 MeV a ten parameter fit based purely on np data agrees with the corre-
sponding At to the pp data and reveals no indication of anomalous charge independence breaking.

PACS number(s): 21.30.+y, 13.75.Cs, 21.45.+v, 25.10.+s

I. INTRODUCTION

Of all contributions to the fundamental nucleon-
nucleon (XÃ) interaction, the tensor force represents one
of the most important and most interesting components.
This force has the unique characteristic of mixing states
with different angular momenta I.+ =J+1, where J is the
total angular momentum. Its subtle, nevertheless charac-
teristic manifestations for the deuteron properties were
recognized as such from very early on: The nonvanishing
quadrupole moment and the anomalous magnetic mo-
ment (i.e., the fact that the magnetic moment is slightly
different from the sum of the neutron and proton magnet-
ic moments) were taken by Schwinger [1] as evidence for
a tensor component. Bethe [2] recognized the dominant
contribution of the tensor force to the binding energy of
the deuteron. The latter finding touches upon a problem
still virulent today: the question of whether nuclear bind-
ing energies can quantitatively be understood in terms of
two-nucleon (2X) forces. Exact calculations of the H
binding energy B, show that without three-body (3N)
forces the measured binding energy can only be repro-
duced for a weak tensor force [3—5]. The calculated
binding energy depends strongly on the tensor contribu-
tions of the XX potentials, which can be characterized by
the deuteron D state probability PD [3]:

B,(Bonn 2, PD=4 4%)= —. 8. 32 MeV,

B,(Bonn B, PD =5.0%)=—8. 13 MeV,

8, (Bonn C, PD =5.6%)=—7.99 MeV,

B,(Paris, PD =5.8%)=—7.46 MeV .

Although there is some debate about the inhuence of oth-
er partial waves, e.g., 'So and S, [4—6], of mesic retarda-
tion effects [7], and of the use of energy-dependent poten-

tials (Ref. [7], and references therein), the essential key to
solving the problem is a precise determination of the NN
tensor force component. It is only on this basis that con-
clusions about the relevance of possible three-body
forces —which have currently been invoked to explain
the missing binding energy —can be drawn.

For the saturation behavior and the binding of nuclear
matter, the tensor force is also dominant (see Ref. [8],
and references therein). While the absolute scale for the
predicted nuclear-rnatter binding energy may be ques-
tioned, it is clear that the results depend sensitively on
the amount of tensor contribution to the basic NN in-
teraction. This dependence arises from strong cancella-
tions of contributions from other sources, so that the ten-
sor force finally contributes about 30% to the binding of
nuclear matter.

Similar problems as for the triton binding energy are
also observed for 3N continuum observables. Selected
observables in the 3N system are prime candidates to
look for manifestations of three-body force and/or off-
shell effects or to investigate charge-symmetry breaking.
However, most of these observables also display a strong
dependence on the tensor force [9,10], so that precise and
independent information on the latter is absolutely neces-
sary. Vice versa, the determination of the NN tensor
force from 3N continuum observables —which in princi-
ple would be very effective because of the strong
sensitivities —is hampered by our poor knowledge on
three-body force and/or off-shell effects.

Another aspect of interest originates from the study of
non-nucleonic degrees of freedom in nuclei. Mesonic de-
grees of freedom [meson-exchange currents (MEC)] have
been shown to be indispensable for a correct description
of electromagnetic form factors in the A =2, 3 system
(see [11],and references therein). While there is no ques-
tion that MEC corrections are necessary, detailed calcu-
lations of these corrections revealed a serious model
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dependence with respect to the NN potentials used. The
choice of NN potential influences both the calculation of
the electromagnetic process and the calculation of the
MEC correction [12]. The origin of this dependence can
be traced back to the tensor force, which determines the
amount of S-D mixing. The MEC contribution to elec-
tromagnetic form factors of the A =2, 3 systems —the
observables most sensitive to mesonic degrees of
freedom —is of nearly equal size but of opposite sign as
the effects of the S Dtra-nsition [12]. The latitude in PD
as given by different potentials (see above) thus prevents a
precise assessment of MEC contributions from elec-
tromagnetic processes. The issue will become more im-
portant as results at higher momentum transfer will be
provided in the near future, where the influence of
quark-gluon degrees of freedom is to be explored.

In spite of its unique characteristic, the tensor force is
at present still poorly determined. The well-known prop-
erties of the deuteron bound state —quadrupole moment,
magnetic moment, binding energy, the asymptotic D/S
ratio g—determine only the asymptotic behavior at long
range and can be easily reproduced by a variety of poten-
tials with values of PD between 3% and 7%. The connec-
tion between the D-state probability of light nuclei to the
tensor force was recently reviewed by Ericson and Rosa-
Clot [13].

In NN scattering —the most reliable basis to study the
tensor component at positive energies —the tensor force
is characterized by the degree of mixing between states of
different I.. Within a phase-shift parametrization of the
NN interaction, this mixing is given by the mixing pa-
rameters c.;. For instance, the mixing parameter of
lowest order, c.&, represents the degree of mixing between

S, and D, , cz between Pz and F2, and so on. At low
energy (i.e., below 100 MeV), the Si Di transitio-n is by
far the dominant transition. Since the mixing parameters
of odd order, c.&, c.3, c5, . . . , describe the mixing between
states with isospin T =0 (isoscalar), they carry a weight
factor of 3 as compared to 1 for the isovector transitions.

With respect to energy, by far the most important
range for c& is around 50 MeV, which corresponds to the
peak of the Fermi momentum distribution in nuclei. The
results of nuclear-matter calculations [14] were shown to
be insensitive to the specific value of c, , at energies above
100 MeV.

By the time of the latest, most comprehensive review
on elastic NN physics [15], unique phase shifts were re-
ported, with one notable exception: c.

&
was poorly deter-

mined between 200 and 500 MeV and between 25 and 50
MeV, where ". . .measurements of A„would eliminate
present unhealthy correlations between c, and 'P, and
complete the task of achieving a firm phase shift solu-
tion" [15]. Around 50 MeV the E, problem, which has
been studied specifically by several authors [16,17], is
twofold: (1) only higher-order spin observables such as
spin correlation or spin transfer parameters in np scatter-
ing are sensitive to Ei', (2) these observables in most cases
are also sensitive to the other poorly determined quanti-
ty, the 'Pi phase. By the time of Bugg's 1981 [15] re-
view, only 3 measurements of spin correlation coefficients
in np scattering were available below 200 MeV, compris-

ing altogether 12 data points of low statistical accuracy
and over restricted angle ranges.

In the present paper, we shall briefly review the new
measurements between 15 and 100 MeV which have been
performed over the last 10 years. The new data were
added to the world database, which was carefully re-
viewed and updated. The results of the new phase-shift
analysis reveal the strong impact of the new data for the
determination of c.

&
and confirm the recently observed

trend of E, [18] to higher values.

II. THEORETICAL PREDICTIONS FOR a

Throughout the paper we shall use the "nuclear bar"
notation by Stapp [19],which is adopted now universally.
In contrast with the Blatt-Biedenharn convention [20],
this notation gives much simpler relationships between
the nuclear phase shifts and the corresponding total
phase shifts.

We shall at first focus on the prediction for c., close to
threshold. There exist several analytic continuation for-
mulas which relate c.

&
near threshold with bound-state

properties of the deuteron or with finite-range parameters
(for a review, see Ref. [21], and references therein). The
most realistic of these is Wang s formula [22], which in-
volves one-pion exchange, the S& scattering length, and
effective range theory. It can be employed for a predic-
tion of c& for energies below 30 MeV if one inserts the
deuteron asymptotic D/S ratio g. It was shown in Ref.
[21] that E, depends only weakly on this parameter. Us-
ing the most recently determined value of r) [23], we ob-
tained c, , =2.4' at 25 MeV. This result represents an

upper limit as compared to predictions from meson-
theory potential models. A survey of modern potentials
(since 1970) yields predictions between 1.55' (Bonn A [3])
and 2. 11' (an early Bonn potential [24]), with the most
commonly used models Paris [25], full Bonn [3], and
Nijmegen [26] centered between 1.7' and 1.8'.

Within meson theory the tensor force is given almost
exclusively by the exchange of m and p mesons [3]. The
pion is responsible for the long-range component, while
the p meson produces a short-range contribution of oppo-
site sign. We have studied the latitude of the c., predic-
tion due to small variations in the a,p coupling constants.
Recent determinations of the ~NN coupling constant
[27,28] reveal a tendency for weaker coupling (or a softer
form factor [29]) with the currently accepted extremes
between g /4~=13. 3 [27] and g /4m. =14.3 [30]. For
the p coupling, there is a certain lattitude in the tensor-
to-vector ratio ~, with the lower limit of 3.7 given by the
vector-dominance model [31] and the upper limit of 6.3
by the analysis of Hoehler and Pietarinen [32]. It should
be noted that the latter analysis used g„/4~= 14.5 as in-

put and that the use of a smaller pion coupling constant
would shift ~ to smaller values. Machleidt and Sam-
marucca [33] have already shown that the combination of
g /4+=13. 3 and ~=3.7 reproduces the deuteron prop-
erties just as well as the conventional combination
g /4~= 14.4 and v=6. 1. Obviously, the deuteron prop-
erties only fix certain combinations of m/p coupling con-
stants. At energies below 30 MeV, the effect on c.

&
due to

variations such as the ones discussed above of g /4n and
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FICy. 1. Potential model predictions for c, , up to 325 MeV:

full Bonn (solid line), Paris (dashed line), and Nijmegen (dash-

dotted line). The symbols represent fixed-energy PSA's before
1990: Ref. [37] (bars) and Ref. [48] (crosses).

III. NEW PHASE-SHIFT ANALYSIS
BETWEEN 15 AND 160 MeV

Combined pp +np phase-shift analyses (PSA's) have
been performed within the last two decades by the VPI
group (0—2 GeV [37]), the Saclay-Geneva group (0—1.6
GeV [38]), the Nijmegen group (0—30 MeV [39]),and by
Bugg and Bryan (140—800 MeV [18,40]). Excellent re-

~ separately is of the order of a few percent, while the
combined eff'ect leaves e, essentially unchanged [34].

In conclusion, phenomenological low-energy parame-
trization as well as meson-theoretical models fix the low-
energy behavior of E] with very small lattitude. We esti-
mate this lattitude to be of the order of 20% at 25 MeV
and less at lower energy. It is questionable whether
current experiments at low energy will allow a determina-
tion of E, at such a level of accuracy [35]. Specifically, a
negative value of E, (which resulted from very early
phase-shift analyses (PSA's), but see also Ref. [36]) is
clearly ruled out. It is suggested to make use of this
theoretical constraint in the energy parametrization of
PSA's below 25 MeV.

Predictions for c., for energies up to 325 MeV of the
most commonly used modern potential models are shown
in Fig. 1. A comparison is made to the resu1ts of various
fixed-energy PSA's which have been performed before
1990 and which did not include the new, precise higher-
order polarization data discussed here and in Ref. [18].

It is emphasized at this point that E, (as given by Fig. 1

or similar plots with even larger uncertainties) represent-
ed the only (very loose) constraint for modeling the ten-
sor force at positive energies in all modern potentials. By
comparison, the deuteron properties placed more
stringent limits on the tensor force. Since the deuteron
only Axes certain combinations of the m and p coupling
constants, there is lattitude for E.

&
at higher energies as a

result of the different range of the mXN and pe% interac-
tion. The problem is even more complex because of the
uncertainties in the choice of the form factors which have
drastic consequences for E

&
above 30 MeV [3].

views on NN phenomenology up to 1 GeV have been
given by Bugg [15,41] and Lehar [42].

Although in principle very similar, the approaches of
the various groups differ somewhat with respect to the
database, the parametrization of the higher partial waves,
and the treatment of various corrections. As shall be
demonstrated below, the results of the various ap-
proaches are quite similar and differ by less than the sta-
tistical errors if one starts from roughly the same data-
base and if a similar parametrization of the most
significant higher phase shifts (which are invariably taken
from some sort of model) is used. The PSA described
here made use of the analysis code NNF, details of which
are contained in Ref. [37], and references therein.

A. Database

1. pp data

For pp we have made use of the extensive compilation
of the Nijmegen group [43], which cites almost all data
published since 1955. However, we did not follow the
principle of Ref. [43] to eliminate data sets with very low
y2 values. (Details on the new precise analyzing power
results from PSI at 25 and 39.6 MeV [44, 45] and at 50
MeV [46] which are not used in the analysis of Ref. [43]
are contained in Table IV.)

2. np data

For np we have updated the database following a care-
ful study of the original papers (details on our base are
summarized in Table IV) (for previous compilations, see
[47,48,38]). The most significant modifications of the old
database as we11 as the new additions shall be discussed in
the following.

Data elimination Eliminati. on of al/ Harwell o z [49]
and do/dQ [50] data over the whole energy range.
Above 50 MeV, the o T data are consistently lower by
about 3%—4% than three more recent measurements
(Ref. [51],and references therein) which quote uncertain-
ties ~ 1%. While o T has only minor infiuence on the
determination of the phases discussed here, the situation
is very diff'erent for do /d0, which heavily dominates the
determination of 'P, . Here the Harwell data had an
enormous inAuence. For instance, in the 50 MeV bin
(32—68 MeV) where a very conspicuous discontinuity was
observed in the energy dependence of 'P, [37] they
represented about 25% of the whole np database. In ad-
dition, the Harwell data extend from a very forward 7' up
to a very backward 173', an angle range covered by only
a few other experiments. The extreme backward angles
are most sensitive for the determination of 'P, [16,52].
The validity of the Harwell data has been questioned be-
fore [52] on the basis of PSA studies: Omitting the data
resulted in a smooth energy dependence of 'P& below 100
MeV. Nevertheless, they have been used in all PSA's so
far. We strongly recommend the elimination of these
data based on the following arguments.

(i) For the backward angular range measured with a
liquid-hydrogen/CH2 target and detection of recoil pro-
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FIG. 2. Di6'erential cross section at 50 MeV. The solid, dot-
ted, and dashed lines represent the prediction of the present
PSA, of the Nijmegen, and of the full Bonn potentials. Open
squares (diamonds) show the data of Ref. [56] (Ref. [57]) at SO

MeV; bars the Harwell data [94] at 47.5 MeV.

tons in a plastic scintillator, no correction was made for
the energy dependence of the detection efficiency. For
very backward c.m. angles, the energy of the recoil pro-
tons is close to the incident neutron energy, whereas
around 90 c.m. , the recoil proton energy is much lower.
Neglecting this effect is serious and introduces distortions
of up to 8% (for the angular distribution at 120 MeV)
over the angular range 90'&0, &173. Proper con-
sideration would account for almost all of the discrepan-
cy observed for the ratio tT(173'}/o (90 ) in comparison
to modern potential predictions around 100 MeV and for
half the discrepancy observed around 50 MeV.

(ii} For the forward angle measurements with a liquid-
hydrogen target and neutron detection in a liquid scintil-
lator, the determination of the neutron detection
efFiciency was linked to a measurement of o.T for lead
[49]. Because of a general trend of the Harwell o.T re-
sults (for all nuclei measured) to lower values in compar-
ison to other experiments [49,53—55], the forward angle
data are thus shifted to too large values.

(iii} After normalization of the backward angle yields
to the forward angle cross sections in the overlap region,
the angle-integrated cross section was compared to the
Harwell o T results [49]. Below 65 MeV the integrals
were found to be smaller than o.T. For the final normali-
zation, a procedure was adopted where the very forward
angle data were kept fixed and the data at larger angles
were lowered to yield agreement with o.T.

Altogether, the effects mentioned produce angular dis-
tributions which are qualitatively too high at forward an-
gles and too low at backward angles. As an example, we
show in Fig. 2 a comparison between the Harwell data at
47.5 MeV and the Davis [56] and Karlsruhe [57] data at
50 MeV. As expected from the discussion above, the
Harwell results are higher by about two standard devia-
tions at forward angles and lower by about the same
amount at backward angles. The Davis and Karlsruhe
data, on the other hand, are mutually consistent and
agree with the potential predictions within errors.

Renormalization. We renorrnalized a number of old
cross-section data which were originally normalized to

experimental o. T values. Modern o T values are in gen-
eral higher by up to 5%. Also, we have raised in some
cases the normalization uncertainties (for cross sections
as well as polarizations) which seemed unreasonably
small in hindsight when comparing them with newer,
more precise data.

New data. The LASL o.T data [51,58] supersede the
erroneous Harwell data. We used all data which were
subject to a common normalization. New differential
cross-section data in the backward hemisphere between
20 and 100 MeV were provided by Karlsruhe [57],
Louvain-la-Neuve [59], and Uppsala [60], new analyzing
power data by TUNL at 16.9 MeV [61],Pretoria at 21.9
MeV [62], Wisconsin at 25 MeV [63], and our group at
68 MeV [64].

The new input relevant for the determination of c., is
provided by the following 5 experiments (comprising 68
data points of quality much superior to the 12 old Ayy
data used in all PSA's before 1990).

The Bonn group has measured the polarization
transfer coefficient K~~(130 ) at 17.4 MeV [65] and 25.8
MeV [66]. This observable is highly sensitive to E, and
quite insensitive to 'P, [16]. The result at 17.4 MeV
(K~ =0.15+0.03) is about two standard deviations lower
than the corresponding potential model predictions
[K =0.203 (0.216) for the Bonn (Paris) potential]; while
the result at 25.8 MeV (E» =0.203+0.011) is consistent
with the potential predictions [K~ =0.182 (0.195) for the
Bonn (Paris) potential].

The Karlsruhe group [67] used a neutron beam with a
continuous energy distribution [68] to measure simultane-
ously five angular distributions of the transverse spin
correlation coefficient A between 18 and 50 MeV. This
set of data complements the other Karlsruhe measure-
ments of A [69] and do /dQ [57] over the same energy
range. Within the angle range measured
(60'~8, ~130 ), A is sensitive to both phases E, and
'P, (see Fig. 3). The region below 60', where the sensi-
tivity to c, I is highest and almost negligible to P„could
not be measured since the background contribution from
target material other than hydrogen became overwhelm-
ing. The polarized target was a 4-crn-thick slab of hydro-
genated titanium powder, polarized by "brute force" in a
9 T magnetic field [70]. The experiment was based on the
detection of scattered neutrons in an array of liquid scin-
tillation counters. Apart from the absolute calibration of
the polarization of the neutron beam and proton target,
the most critical problems were the proper background
subtraction, the determination of the correct energy and
angle ranges, and the proper correction for multiple-
scattering effects. In view of the latter problems, we have
not used a common normalization uncertainty for all Ayy
data. Figure 3 shows as an example the results at 25
MeV which exhibit the smallest statistical errors. Also
shown are the old Los Alamos data at 23.1 MeV [71] as
well as several Bonn predictions to demonstrate the sensi-
tivity of Ayy to 6, and 'P&.

At 67.5 MeV our group [72] measured the longitudinal
spin correlation coefficient A„ for 105 & 0, & 170 with
typical statistical accuracies of 0.008 (see Fig. 4). At
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FIG. 3. Transverse spin correlation parameter A» at 25
MeV. The solid line represents the prediction of the present
analysis, while the short-dashed (long-dashed and dotted) curves
show full Bonn predictions (with a modification of c& and I', by
1 ). Open squares show the data of Ref. [67] at 25 MeV and
bars the Los Alamos data [71]at 23.1 MeV.
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backward angles A„displays a strong sensitivity to c&

[16,17]. The sensitivity to P, is still pronounced, being
-70% of that for c,. In contrast with the Karlsruhe ex-
periment, we employed a thin polarized target (3 mm of
frozen butanol, dynamically polarized) and a "quasi-
monoenergetic" [2.3 MeV full width at half maximum
(FWHM)] neutron beam [73]. As a consequence, the
recoil protons displayed a clear signature in the scintilla-
tion counter energy spectra with the background
amounting to typically 10%. Information on the proton
trajectories was provided by three multiple wire propor-
tional chambers (MWPC's). The critical problems of this
experiment were the absolute calibration of the polariza-
tion of the neutron beam [74] and the proton target [75].
The overall normalization error was 6%. Around the

zero crossing at 152, the normalization uncertainties due
to the beam and target polarizations are negligible. We
have exploited this fact in a separate analysis where we
replaced A„(8) by the zero-crossing datum. The zero
crossing was determined very accurately from'a fit to the
data above 130. The uncertainty at the zero crossing
was chosen in such a way as to obtain the same error for
c, from the PSA. In this way the zero-crossing point ex-
erts the same statistical weight as A„(8) in the standard
analysis. Relative to the nominal solution, E&/'P,
changed by only 0. 10'/0. 40 (compare also to Table I),
even if we take into account the 0.5 uncertainty of the
angle determination. We consider this to be strong evi-
dence for the reliability of the polarization normaliza-
tions. It is very important to note that the zero-crossing
predictions of Bonn and Paris potentials lie within the an-
gle range given by the experiment; thus there is no
convict between our measurement and these models. The
Nijmegen prediction, on the other hand, is off by 7', only
a part of which can be explained as due to the anomalous
Nijmegen 'P, value.

A measurement of A„at forward angles, where the
sensitivity to c, is largest and negligible to P~ is in pro-
gress by the same group at PSI [76].

The spin-dependent total cross section difference Ao.L
in the interaction of a 66 MeV longitudinally polarized
neutron beam with a longitudinally polarized proton tar-
get was measured recently at PSI [77]. At this energy
AcTI is roughly 3 times more sensitive to c, than to 'P, .
The sensitivity is even more pronounced at lower energy,
a program to measure 6o.

L and Ao T is presently being
carried out at TUNL [35]. At PSI we measured the
spin-dependent attenuation of the longitudinally polar-
ized neutron beam in a 2.4-cm-thick longitudinally polar-
ized proton target. The neutrons were observed in a
stack of thin plastic scintillators, requiring coincidences
between two scintillators in order to reduce the sensitivi-
ty to constant background and gain shifts. Special atten-
tion was given to studying the effects of spin-correlated
modulations (intensity, position, phase space, timing) of
the incident proton beam. Besides statistics, the dom-
inant systematic errors are due to the uncertainties in the
polarization of the neutron beam (4%) and the proton
target (4%), as well as in the determination of the hydro-
gen target thickness (1%) [78].

The result b, crL = —26.5+1.2+1.6 mb (where the first
uncertainty corresponds to the statistical error and the
second to the systematic error) is considerably more posi-
tive than the predictions of the potential models [—29.9
mb (full Bonn), —33.8 mb (Paris), —32.2 mb
(Nijmegen)], or of old PSA's which do not contain the
new higher-order spin data ( —42. 1 mb [37], —28.9 mb
(Saclay S80 [38])).

FIG. 4. Longitudinal spin correlation parameter A„at 67.5
MeV. The solid line represents the prediction of the present
analysis (multiplied by the fitted renormalization factor 0.94),
while the short-dashed, long-dashed, and dotted curves
represent the predictions of Bonn, Paris, and. Nijmegen. The
data are from PSI [72]; the difFerent symbols represent the re-
sults of two run times.

B. PSA procedure

The energy range 15—160 MeV was divided into four
bins, roughly corresponding to the binning of previous
PSA's to facilitate comparison. Details of the binning are
given in Tables I and II.

Within each energy bin, we proceeded as follows:
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TABLE I. Results of our PSA at the nominal energies of 25 and 50 MeV. 6, N~, X;",Ndf, and g
denote the (pp-np) charge splitting, the number of pp data, number of np data, total number of degrees
of freedom, and reduced y . All T=1 phases are given for the np case; the corresponding pp phases
can be calculated from 5(pp) =5(np)+ h. Values set in parentheses represent fixed parameters.

Phase 13 pal

25 MeV
(15—35 MeV)

np only

50 MeV
(32—68 MeV)

13 par

So
3p
1p
3p

S
61

3D

D
3p

C2
'F
E3

3F

G4
~c
~LS
PT
Dc
DLS
DT

X'/N~'
g2 /+ r/p

X /Nd
2

Xv

50.00(0.11)
8.75(0.10)

—6.29(0.35)
—5.23(0.06)
81.14(0.46)

1.74(0.22)
—3.14(0.21)

0.70(0.03)
4.36(0.39)
2.62(0.02)

—0.82(0.04)
—0.45(0.10)

0.71(0.18)
( —0.25)

(0.18)
0.69(0.02)
0.94(0.02)

—2.49(0.02)
0.84(0.14)
0.12(0.04)
1.82(0.12)

135/110
271/318
406/363

1.12

49.9(1.0)
9.1(0.9)

—5.9(0.4)
—5.3(0.6)
81.5{0.6)

1.6(0.4)
—3.1(0.3)

1.0(0.2)
4.2(0.6)
2.7(0.4)
( —0.88)
{—0.44)

(0.58)
(
—0.25)

(0.18)
0.76(0.18)
0.94(0.27)

—2.56(0.17)
0.80(0.21)
0.12(0.10)
1.75(0.20)

269/318

—1.65
—0.32

0.20

—0.01

—0.17
0.01

40.10(0.09)
11.37(0.10)

—9.46(0.22)
—8.51(0.04)
62.75(0.34)
2.80(0.25)

—7.17(0.08)
1.70(0.03)
9.82(0.17)
6.09(0.02)

—1.67(0.03)
—1.13(0.11)

1.52(0.12)
( —0.71)

(0.76)
1.81(0.02)
2.77(0.02)

—3.78(0.02)
1.88(0.06)
0.28(0.02)
4.11(0.05)

224/223
339/299
562/455

1.23

—1.03
—0.29

0.27

—0.05

—0.27
0.01

Given a certain start solution, being any one of the poten-
tial models Bonn [3,6], Paris [25], Nijmegen [26], or the
energy-dependent solution V350 of the 1990 SAID data
file [79] (which already included the new spin correlation
data above 200 MeV from TRIUMF [80] and IUCF [81]),
we first investigated the energy dependence of the phases.
Within each bin the phases are parametrized as linear
functions of energy with the gradient given at the nomi-
nal energy. In certain cases this is a rather crude approx-
imation (e.g. , for Po around 60 MeV, 'D2 around 100
MeV) and has to be considered as a source of systematic
uncertainty. For the cases mentioned above, we intro-
duced a "reasonable" gradient which was optimized for
minimum y . We have also studied the effects of varying
the gradients of the leading phases within the lattitude
given by the various start solutions. We found that the
scatter of the fitted phases was well within the statistical
errors of the fit.

In the next step, we studied the charge splittings for
the T = I phases. Via data analysis a clean determination
of np and pp phases could only be obtained in the 25 MeV
bin where there is sufficient data to allow for a ten-
parameter fit to np data only. Results are given in the
third column of Table I; the diff'erences b, =5(pp) —5(np)
are presented in the last column of Table III. We also at-
tempted to fit the splittings in the full analysis. This
often led to an improvement of g; however, the resulting

values differed widely from theoretical predictions, and
above all, they displayed no consistent behavior as a func-
tion of energy. Obviously, without additional constraint
about the energy dependence the data do not allow for a
reliable determination of the splittings.

From a theoretical point of view, there exist several
formulas in the literature for calculating the splittings.
In the VPI analyses [37], the splittings are described by a
Coulomb penetration factor, taking also into account the
mass difference between the neutral and charged pions.
The TRIUMF analyses [18,40,48] use the Crraz prescrip-
tion [82]. Both calculations assume charge independence
of the pion coupling constant and arrive at roughly the
same values. For 'So we used the difference between the
Bonn and Paris predictions, the Bonn I =0 phases being
obtained from a fit to np data and the Paris ones from pp
data. This splitting is strongly supported by our 25 MeV
analysis (see Table III). For the higher L splittings, we
have adopted the Amdt-Hyslop-Roper splittings. It
should be pointed out that the charge splittings have only
negligible inhuence on the determination of the phases,
even for very large variations.

For a solution to be considered reliable, we used the
following "stability" criteria: The fitted phases should be
within the error margin given by the parameter uncer-
tainties of the fit irrespective of (1) which of the four start
solutions (Paris, Bonn, Nijmegen, and the energy-
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TABLE II. Results of our PSA at the nominal energies of
100 and 140 MeV. The symbols have the same meaning as in

Table I.

Phase

100 MeV
(80—120 MeV)

10 par

140 MeV
(120—160 MeV)

12 par

'So
3p
1p
3p

Si
Cl

Dl

3D
3p

'F
E3

3F
36
Pc
PLs
PT
Dc
DLS
DT

x'/&"
+2/~ np

X /Nd
2

Xv

24.74(0.37)
11.33(0.91)

—14.55(0.70)
—14.25(0.20)

42.83(0.44)
4.14(0.56)

—11.46(0.26)
4.03(0.07)

16.73(0.52)
10.64(0.18)

( —2.85)
(
—2.27)

{3.68)
( —1.61)

{2.28}
2.42(0.16)
6.10(0.17)

—5.28(0.13)
4.32(0.18)
0.84(0.06)
6.63(0.16)

112/114
338/271
450/373

1.21

—0.48
—0.14

0.35

—0.14

—0.38
0.05

17.16(0.37)
6.52(0.28)

—16.96(0.54)
—17.18(0.08)

31.09(0.45)
3.22(0.38)

—15.12(0.31)
4.98(0.08)

22.66(0.42)
13.93(0.06)

—2.79(0.05)
( —3.00)

(4.61)
—2.1S(0.0S)

(3.55)
2.74(0.05)
9.01(0.06)

—5.45(0.04)
5.40(0.15)
0.82(0.06)
9.04(0.14)

256/265
264/206
520/432

1.20

—0.34
0.03

0.41

—0.23

—0.45
0.07

dependent solution V350 [79]) was used, (2) small changes
in the energy dependences of the phases (within the latti-
tude given by the start solutions), and (3) small variations
of the number of fit parameters.

The solutions at 25 and 50 MeV were found to be high-
ly stable, while the ones at 100 and 140 MeV showed in-
stability to tests 1 and 3 (see the discussion below).

Obviously, the unstable behavior at 100 and 140 MeV
rejects the larger number of contributing partial waves
as well as the small database, which in addition is not
specific enough for the determination of, e.g., c&. There is
no single np spin observable datum of higher order be-
tween 70 and 160 geV.

IV. RESULTS

I I I I

i

I I I I

i

I I6— I I

(

I

The results of our analysis are given in Tables I and II.
The most important isoscalar phases are displayed in
Figs. 5 and 6 as a function of energy. The errors given in
parentheses represent the diagonal elements of the error
matrix. We have also verified that the errors obtained in
this way coincide with the parameter latitudes given by
the usual y;„+1 criterion for simultaneous variation of
all other parameters. Statistical information on the
solutions —total g, number of data points, number of
degrees of freedom, and reduced g —are given at the end
of Tables I and III. Statistical information on the data it-
self is contained in Table IV.

Since in the vicinity of zero energy the phases are well
constrained theoretically (see Sec. II above), the good
agreement with theory at 25 MeV is taken as an indica-
tion for the reliability of the low-energy solution.
Specifically, even phases with rather small values ('F3 s3)
could be determined reliably. It should be pointed out
that the extended database allowed for a more accurate
determination with a larger number of fit parameters as
compared, e.g., with the 1987 analysis of Amdt, Hyslop,
and Roper [37]. The uncertainties are smaller for all
phases; the most significant improvement is observed for
the isoscalar phases, e.g. , a factor of almost 3 for c., and
P

&
at 50 MeV.

A critical problem of several previous PSA's was the
unsatisfactory database, resulting in a strong dependence
on specific data sets (see the above discussion on the
Harwell data) or in ambiguities (see, e.g. , Ref. [83]). With
regard to the determination of c.„we have analyzed the
effects of eliminating certain data sets. For the 25 MeV
bin, we find that omitting the Karlsruhe A [67] results
yields EI/'PI =1.43+0.42'/ —6.06'+0.57, while omit-
ting the Bonn [66,65] and Los Alamos [84] data yields
1.71'+0.23'/ —5.90'+0.53'. For the 50 MeV bin, we
find that omitting the Karlsruhe A [67] results yields

TABLE III. Charge splittings 5 at 25 MeV. See text for ex-
planation.

0
0 100 200

E(Mev)
300

'S,
3p
3p

3p

Nijmegen

not given
—1.5
0.5

not given—0.3.

6=5(pp}—5(np)
Bochum

not given
—2.14
0.21

not given—0.13

PSI

—1.6(1.0)
—0.7(0.9)
0.2(0.6)
—0.2(0.2)
—0.3(0.4)

FIG. 5. e& between 0 and 325 MeV. Several potential model
predictions (solid line, Bonn; dashed line, Paris; dash-dotted
line, Nijmegen; dotted line, Bonn A) are compared to the two
most recent PSA's, which include the new spin correlation data:
crosses {Ref. [40]) and open squares {this work). The errors
represent the statistical uncertainty of the fits; see, however, text
for the consideration of systematic uncertainties.
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e t / ~ i
=3 04 +0.30 / 9 70 +0.25, while omitting the

[72]»d &err [77] data yields 2.34'+0.46'/
—8.66 +0.49 . Thus at both energies the results drawn
from four independent experiments are mutually con-
sistent. Given previous experience with the determina-

tion of e.g., 'P, (i.e., the scatter between different PSA's),

we estimate the systematic uncertainty for critical phases

such as c, and 'I', to be of the same order of magnitude

as the statistical uncertainty.
In contrast with the situation at 25 and 50 MeV, the

situation at energies 100 MeV is still unsatisfactory.
The solution at 100 MeV is very unstable against choice
of the start solution, e.g. , higher partial waves. For in-

stance, c, , becomes as large as 7 if one starts from V350,
while the recommended solution is obtained with any of
the potential models Bonn/Paris or Nijmegen. The

difference amounts to 3' or almost four standard devia-

tions. The most disturbing fact, however, is that the

presently obtained high value of c& is entirely due to the
inclusion of the new Uppsala cross-section data at 96
MeV [60]. Without these, s& is shifted down to lower

values by 4' consistently for all start solutions and shows
agreement with the 1987 analysis of Amdt, Hyslop, and
Roper (see Fig. l). Figure 7 shows the new data together
with predictions of potential models and of our PSA. If
these data survive critical inspection, they lend strong
support to a high c., level since all other phases are
smooth with energy and in good agreement with the po-
tential models. Nevertheless, it is clear that higher-order
spin data are highly desirable for a direct access to c,. In
view of this problem, we estimate the overall uncertainty
of c,

&
at this energy to be at least twice the statistical error

of the fit.
At 140 MeV no new data have been obtained since

1985. Therefore this bin represents a good test case to
compare the various PSA's which have been performed

150

100

50

I I I I I I I I I

I I I

I

I s I

—10

—15

—20

I I I I

—25—
I I I I I I I I I I I I I I I I

30—
—10

20

—20

10

0
0 100

I I I I I I

200 300

E (MeV)

—30

I

200100

E (MeV)

I I I I I

0 300

Fyo. 6. Leading isosca]ar phase shifts in the energy range between 0 and 325 MeV. Curves represent potential model predictions

(solid curve, full Bonn dashed curve, Paris; dash-dotted curve, Nijmegen), the symbols stand for the fixed-energy PSA'»f «f [»1
(bars), Ref. [40] (crosses), and this analysis (open squares).
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TABLE IV. Information on the new pp data and on the full np database. Rejected data are not given. The second, third, and
fourth column specifies the number and type of data. M is a measure of the quality of the data and is defined as y„,/(number of data
points) for a given set of data. The predicted normalization corresponds to the fitted normalization parameter and is to be compared
to the normalization error which was either given by the experiment or estimated.

Tlab (MeV) First order Second order Normal error (%) Predicted norm Ref. Comment

25.7
39.4
50.0

15.5 —42.2
15.7

15.9—20.0
16.0
16.2
16.4
16.4
16.8
16.9
16.9
16.9
17.0
17.4

17.8—29.0
19.0
19.0

19.6—27.9
20.5
21.1
21.6
21.6
22.2
22.0
22.0
22.5

22.5-3.19
23.1

23.1

23.1

23.7
24.0
24.0
24.0

24.6—59.4
25.0
25.0
25.0
25.0
25.3
25.8
25.8
25.8
27.2
27.4
27.5
27.5
29.6
29.6
29.9
30.0

21 e
16 o.
3o.

5 r

12 C7

2o. ,

4 g
2 0
4 o
8 o,

5 o.

1 o.

8 a
8 o.

5 o
5 o.

24 P
7 P
10 P

1 P
3 P
3 P
4 P
1 P
4 P
11 P
4 P
6 P

6 P

9 P
6 P
7 P
5 P

8 P

6 P
2 P

4 P

16 P
8 P

8 P
3 P
11 P

5 Ayy

5 Ayy

5 Ayy

5 Ay

New pp data
2.16
6.50
0.51

np data
1.24
0.69
0.80
0.64
0.22
0.98
0.53
0.08
0.84
1.51
0.11
0.68
2.07
1.36
0.70
0.22
0.51
0.76
1.23
0.12
0.95
0.26
0.57
1.41
0.53
0.90
0.73
0.33
0.18
0.42
0.50
0.16
1.00
0.07
1.68
1.77
0.82
0.46
0.03
0.98
0.54
0.51
0.29
0.50
2.02
1.86
0.43
0.16
0.63
2.70

Goat

9
10

2
3
6

0.1

19
20
10
4
3
6
3

Goat
2
4
20

11
Aoat

3
3

Goat
3
6
3
10
5
3
6

1.00
0.98
1.01

1.01
1.03

1.00
0.97

0.94
1.00
1.00
1.00

0.99
1.00
1.01
1.00
1.13
1.29
1.01
1.03
1.00
1.03
1.02
0.98
0.99
0.99
0.91

0.95
0.99

0.97
1.00
1.03
0.92
1.01
0.98
1.00

0.99
0.99
1.00
0.98
0.99
1.02
1.03
1.01
0.99
0.95

[45]
[45]
[46]

[58]
[97]

[99]
[100]
[101]
[102]
[103]
[104]
[61]
[61]
[69]
[65]
[54]
[69]
[67]
[105]
[106]
[104]
[102]
[62]
[57]
[67]
[69]

[107]
[107]
[108]
[103]
[71]
[101]
[109]
[110]
[111]
[112]
[67]
[63]
[69]
[57]
[113]
[66]
[56]
[56]
[109]
[57]
[67]
[69]
[103]
[114]
[57]
[67]
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TABLE IV. (Continued).

Tlab (MeV)

30.0
30.0
30.0
31.1
32.9
33.0
33.0
35.8
36.0
36.0
39.7
40.0
40.0
40.0
40.0
40.0

45.0—159.0
45.0
50.0
50.0
50.0
50.0
50.0
50.0
50.0
50.0
50.0
50.0
50.0
50.0
55.1

58.8
60.0
60.0
61.0
62.2
63.1

65.0
66.2
67.5
67.5
67.5
80.0
80.0
86.5

88.0-150.9
90.0
90.0
90.0
90.0
90.0
90.0
91.0
93.0
95.0
96.0
96.8
100.0
100.0

1 CT

6 o

6 o.

3 o'

36o.
c

30

3o'

6 o.

8 o.

12 o.

3o
9 o.

20
3o

19 o.

3 o

11 o.

11 o.

6 o,

9 o.

4 o.

16 o
18 o.

23 o
6 o.

32 o'

11 o.

First order

9 P
3 P
8 P

8 P

8 P

9 P
6 P
8 P

8 P
9 P
6 P
9 P
7 P

9 P
7 P

31 P

9 P
7 P

9 P
7 P

15 P

9 P
7 P

Second order

5 Ay

5 Ay

5 Ay

5 Ayy

4 A

4Ayy

1 Ao
20 A„

1.36
0.74
0.84
0.01
0.38
0.81
1 ~ 10
0.81
0.64
0.74
1.56
0.81
0.79
0.60
1.69
1.08
1.51
1.11
1.85
1.97
0.19
0.83
1.12
2.33
0.36
1.86
0.34
0.89
0.50
1.33
0.66
0.61
0.61
1.68
0.39
0.86
2.47
2.01
2.48
0.98
0.86
1.56
0.43
0.38
1.54
0.19
0.64
0.35
1.16
0.77
3.20
1.76
1.50
1.24
2.19
1.09
1.31
0.37
0.51

Normal error (%)

8
8
3
1

3
3
6
3
3
6
3
5
11
11
3
6
1

5
6
3
5
5

4
4
5
3
5

5
25
8

5
10
15
15
5

5
3
5

6.0
6.0
4.0
10
15
15
10
2
15
15
3
15
3

float
3
3
8
4
10
7
7

Predicted norm

0.95
0.98
0.99
1.00
0.99
1.03
1.02
1.01
1.01
0.99
1.01
0.99
1.02
1.05
1.00
0.97
0.99
0.99
0.93
1.04
1.01
0.99
0.95
0.98
0.99
0.97
0.99
0.97
0.73
0.92
0.99
0.93
0.86
0.90
0.99
0.99
1.00
0.99
0.93
0.93
1.00
0.91
0.89
0.98
0.85
1.00
0.88
0.96
1.00
1.10
1.01
0.90
0.98
0.97
0.91
0.99
0.89
1.00
1.01

Ref.

[106]
[106]
[&9]
[113]

[69]
[67]
[57]
[69]
[67]
[57]
[59]
[106]
[106]
[&9]
[67]
[51]
[59]
[67]
[69]
[106]
[106]
[115]
[116]
[59]
[57]
[56]
[56]
[117]
[113]
[59]
[9&]

[106]
[106]
[59]
[59]
[119]
[59]
[77]
[72]
[64]
[96]
[106]
[106]
[96]
[120]
[106]
[106]
[121]
[122]
[123]
[95]
[124]
[125]
[125]
[60]
[96]
[106]
[106]

Comment
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TABLE IV. (Continued).

T)ab (MeV) First order Second order Normal error (%) Predicted norm Ref. Comment

105.0
107.6
110.0
110.0
118.8
120.0
120.0

125.9—145.7
126.0
128.0
128.0
128.0
128.0
129.0
129.0
129.0
130.0
130.5
137.0
140.0
142.8
150.0
152.0
155.4
156.0

7 o
11 g

11 o.

2 o

10o

15 o
9 o.

16 o.

14 o.

11 o.

7 g

11 o.

16 o.

13 o
11 g
19 o.

8 P
7 P

7 P
7 P

6 P
10 P

14 P

1 D
5 Dr

0.35
1.42
1.19
1.25
1.25
0.42
0.55
0.29
0.62
1.26
0.76
1.09
1.96
0.76

0.49
1.24
0.67
1.16
0.60
1.36
0.26
0.98
1.82
2.80
3.49

8
10
10
10
10
15
15

10
10
7

7

16
7
5
10
5
4
10
7

float
10
10

1.08
0.90
1.01
1.04
0.88
0.98
1.05
0.99
1.07
1.04
0.97

0.95

1.02
0.98
0.99
0.94
0.95
0.98
0.96
0.97
1.06
0.92
1.02

[126]
I:96)

[106]
[106]
[96]
[106]
[106]
[127]
[128]
[129]
[129]
[130]
[131]
[120]

[132]
[132]
[133]
[96]
[126]
[134]
I:96]
[120]
[135]
[96]
[136]

'Multiplied by 0.76 according to Brock et al. , Nucl. Phys. A361, 368 (1981).
Estimated normalization error.

'As given by Ref. [62].
Normalization error raised to a more realistic 3%.

'Original cross-section ratios were converted into angular distributions normalized to the Bonn prediction at 90'.
Normalization error was raised based on a critical inspection of Ref. [106].
gNormalization error was increased because of neglected neutron detection efficiency uncertainty.
"Uncertainties increased at higher angles to include detection efficiency error.
'Multiplied by 1.036 to account for normalization to modern o, values.
"Multiplied by 1.056 to account for normalization to modern o., values.
"Multiplied by 1.05 to account for normalization to modern o., values.
'Multiplied by 1.078 to account for normalization to modern g, values.

since. The comparison between Refs. [37, 18, 40] and our
solution (see also Fig. 1) reveals a scatter which, e.g. , for
c& corresponds to the statistical errors quoted by the
difterent analyses.

At low energy the parametrization in terms of central,
spin-orbit, and tensor phase combinations is more simple,
yields more physical insight, and should therefore present
a more rigorous test with respect to potential models.
Vice versa, theory may provide guidelines which are
more reliable for the combinations than for the individual
phase shifts, a feature which has been used by several pre-
vious PSA's as an additional constraint (see, e.g. , Ref.
[18]). For the P and D waves, the combinations are given
in Tables I and II and plotted in Figs. 8 and 9 together
with the results of other PSA's and of Bonn and Paris. In
general, the phase combinations show a smooth energy
dependence; minor problems exist at 100 MeV for Pc and
at 100 and 140 MeV for DL&. The comparison with the
potential models yields some preference for Bonn, except
for D&, which lies between both models.

15—
NIJMEGEN

10 —-

2

b
I

50
8, ~ (deg)

150

FIG. 7. Differential cross section at 96 MeV. The new data
of Ref. [60] at 96 MeV {diamonds) are compared to the results
of Ref. [95] at 90 MeV (squares) and of Ref. [96] at 96.8 MeV
(bars). The solid, dashed, and dotted curves represent the pre-
dictions of this analysis and of the Bonn and Nijmegen poten-
tials.
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V. DISCUSSION

A. Tensor force

We shall now discuss the results with respect to the
tensor force. The largest and most important difference
with respect to the potential predictions or to previous
PSA's occurs for c., and 'P, in the 25 —100 MeV range.
The impact of the new data is shown by the striking
reduction, by a factor of 3, of the uncertainties in c, , and
'P, . The new value of 'P, (

—9.5'+0.2') at 50 MeV is
much more negative than the recent value of Ref. [37]
(
—4. 1'+0.6 ) and essentially removes the notorious

discontinuity at 50 MeV caused by the Harwell data.
Nevertheless, it is still more positive than the Bonn
(
—10.5 ) and Paris (

—10.9') predictions. There is no
particular data set responsible for this behavior. What is

hence urgently needed is new, precise measurements of
der/dQ over the whole angular range, obtained with
good absolute normalization.

E, at 50 MeV is determined by the Karlsruhe Ayy and
PSI A„and Ao.

L results, with a strong statistical domi-
nance of the A„data. The value of e, (2.80+0.25 ) is
significantly higher than the predictions of the potential
models and of the 1987 analysis of Amdt, Hyslop, and
Roper [37]. One should bear in mind that this deter-
mination is closely linked to the value of P&. More posi-
tive values of P& require larger values of c.

&
in order to fit3„.Although the new value of 'P, is much closer to the

potential model predictions than previous PSA's, the ob-
served discrepancy is a cause of concern because of this
correlation. As pointed out above, there is strong evi-
dence provided by the zero-crossing analysis that the 3„
data are not responsible for the discrepancy in c,. The

12.5

I I i i
I

I I I i

I
i . I I I

I
I

10.0

7.5

5.0

2.5

0.0
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1.5

1.0

0 I I I I I I I I i I I I I I I I
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I

I i I I

I

I I i I

0.5

0.0
I i I i

I

I I I i

I
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I

i

4
0 100 200

E (Mev)

I f I I I

300 0
0

I I I I I I I i I I I I

100 200 300
E (MeV)

FIG. 8. Central, LS, and tensor phase combinations of the P
waves. Curves represent potential model predictions (solid
curve, full Bonn; dashed curve, Paris); the symbols stand for the
fixed-energy PSA's of Ref. [37] (bars), Ref. [40] (crosses), and
this analysis (open squares).

FIG. 9. Central, LS, and tensor phase combinations of the D
waves. Curves represent potential model predictions (solid
curve, full Bonn; dashed curve, Paris); the symbols stand for the
fixed-energy PSA's of Ref. [37] (bars), Ref. [40] (crosses), and
this analysis (open squares).
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experimental zero crossing lies exactly in between the
predictions of the Bonn and Paris models, clearly illus-
trating that A„ is just as well fitted by the models as by
our final solution. What is hence needed are measure-
ments which break the correlation between c, and 'P, .

Fortunately, we have two such measurements: Ayy
and Ao.l . A„and A represent cornplernentary data
sets in the sense that the signs of the correlation between
c.I and 'P, are opposite. Using both data sets thus tends
to eliminate a possible bias in the determination of c,
which would be caused by the correlation to a potentially
wrong value of 'PI.

The other measurement is the new ho. L datum
[( —26.5+1.2+1.6) mb]. It is much more sensitive to e
than to P, . It is significantly more positive than the pre-
dictions of all potential models [ —29.9 mb (Bonn),—33.8 mb (Paris), —32.2 mb (Nijmegen)] or of old
PSA's, which do not contain the new higher-order spin
data ( —42. 1 mb [37], —28.9 mb (Saclay S80 [38])). In
an attempt to estimate the c, values consistent with Ao.L,
we fixed 'P, to a reasonable average value ( —10.0').
Agreement with ho. L then required the following
values at 50 MeV: 2. 5 (Bonn), 3.0 (Paris), and 3.6'
(Nijmegen). Here we have used a simple energy depen-
dence for cl. The large value for the Nijmegen model is
due to the initial combination c, /'P, =2.3 / —8.6'.

Comparison with other recent PSA's shows that the
high cl result of our analysis is not singular. A prelirni-
nary analysis by Bugg [85], including the A„data but
not the Karlsruhe Ayy and cross-section data, required
c&-4' around 50 MeV. There is a recent analysis by the
Nijmegen group [86], which, however, does not include
the Bonn K data, the Karlsruhe A„y, nor the Uppsala
cross sections. Their single energy result at 50 MeV
(E,=2.37+0.48) is lower than our value, but still con-
sistent within errors. For energies 100 MeV, their cI
values are significantly lower than ours and those of the
analysis of Bugg and Bryan [40]. The latter analysis in-
dependently supports the high c, trend in a clear fashion
at energies above 200 MeV. It includes new, precise
higher-order polarization data and results in unique solu-
tions with small uncertainties (see Figs. 5 and 6). The
values of c. I from this analysis above 200 MeV are consid-
erably higher than the full Bonn prediction, while they
are close to the Nijmegen and Paris predictions.

The discrepancy between the new value for cl and
theory is largest with respect to the one-boson-exchange
(OBE) approximation Bonn A [3] (see Fig. 5), which is
characterized by a weak tensor force. This relativistic
moinentum-space potential is able to accornrnodate both
the binding energy of the triton [3] and the polarization
transfer coefficient K» in elastic p-d scattering [10]
without need for three-body forces. The observed
disagreement with calculations based on the full Bonn or
Paris potential was blamed on the stronger tensor force of
the latter models (for the triton binding, see the discus-
sion in the Introduction). Reference [10] found good
agreement between the polarization transfer coefficient
K in elastic p-d scattering at 22.7 MeV and a continuum
three-nucleon calculation based on the Bonn A potential.

Predictions based on the Bonn B or Paris potential do not
fit the data. The crucial point, however, is the complete
understanding of other processes which may contribute
to Ey . In fact, these studies were originally motivated by
a search for processes such as three-body force and/or
off-shell effects. At present, there exist no quantitative es-
timates on the relative contribution of these effects for
three-nucleon continuum observables. In addition, the
proper treatment of the Coulomb problem for p-d is still
unsolved. Since the calculation of Ref. [10]neglects both
these effects, we believe that a comparison with regard to
c, , between our analysis and that of Ref. [10] is only
meaningful after a detailed study of possible Coulomb
and three-body force and/or off-shell contributions.
Clearly, dealing with two nucleons only one avoids the
additional complexity of the three-nucleon problem.

For the comparison with potential models, one should
bear in mind that the models contain free parameters
(e.g. , for the Bonn potential there are three coupling con-
stants and three form factors), which are essentially fitted
to reproduce the deuteron bound-state properties and NN
scattering. As discussed in Sec. II, the results of the old
PSA*s practically provided no constraint because of the
large uncertainties and the scatter between different
PSA's. Thus the isoscalar tensor component was largely
undetermined at energies sufficiently above threshold (30
MeV) where it is no longer constrained by the deuteron
properties up to about 300 MeV where cI becomes large
enough for a sufficiently reliable determination. Under
these circumstances it may not be a surprise that more
sensitive, precise data yield c., values which are quite
different from the present model predictions. The
relevant question in fact is whether the models can be
adapted to reproduce the new cl values.

Within meson theory the tensor force is largely pro-
duced by the exchange of m. and p mesons. Thus a large
c, can be accommodated either by a strong m. or a weaker

p coupling [3]. With respect to m. coupling, some evi-
dence has been provided recently [27,28,43] for even
weaker coupling (gc/4m = 13.3+0.3, go /4m= 13.5+0.2).
Possible consequences with respect to the deuteron prop-
erties have been discussed in detail in Ref. [33]. It ap-
pears from this that such a weak m. coupling together
with the vector-dominance-model [31] value for the
tensor/vector ratio of the p coupling reproduces the
deuteron properties as well as the conventional combina-
tion of m/p coupling constants. The vector-dominance
model [31] invokes a tensor/vector ratio of 3.7, which is
only about half of that used for the full Bonn (6.1) or
Paris model (6.6). Given this ambiguity, the uncertainties
in the m, p form factors, and the fact that m and p operate
at different ranges, it would be very interesting to study
the consequences imposed by a real experimental con-
straint from c.I as is provided by the new data.

B. Charge independence breaking

The other important issue we would like to address is
the question of possible charge independence breaking
(CIB) effects. Significant charge independence breaking
has been deduced by the Nijmegen group [39,87,88] from
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a PSA of all np and pp data below 30 MeV. They used a
formalism which allowed for CIB by fitting separate cou-
pling constants for NNm and NN~ +—. In terms of phase
shifts, the observed CIB transformed not only into a split-
ting of the S waves —as is customary —but also into a
large splitting for the P waves. We list in column 1 of
Table III the splittings obtained by Ref. [39],after having
corrected linearly for the decrease in CIB due to the
proper treatment of the magnetic moment interaction
[89]. Reference [39] observed the largest effect for the
Po wave, with a splitting of almost 20%.

In the meanwhile two groups have reported evidence
for charge independence, however, for much reduced
values of both the neutral and charged pion coupling con-
stant: the Nijmegen group analyzed pp scattering [43] as
well as pp ~nn [28] to obtain NNvr and NNrr , wher—eas

the VPI Blacksburg group (for a summary of their work,
see Ref. [27]) reanalyzed AN scattering.

Motivated by the initial observation [39] of an ap-
parent charge splitting in the S and P waves, we have
studied the problem independently by making fits to np
and pp data separately. Column 3 of Table I lists the
differences 6=5 —5„between np and pp analyses. The
errors given are the combined errors of the fits and are, of
course, heavily dominated by the uncertainty of the np
analysis. To our knowledge this is the first time that a
PSA based purely on np data allowed for a reliable deter-
mination of all leading phases (the actual solution is given
in column 3 of Table I). We see no evidence for a sys-
tematic, large CIB in the P waves, although the large
Nijmegen Po splitting is not ruled out.

The above discussion is closely linked to the question
of whether there exist other solutions which fit the data
equally well. This issue was raised recently in Refs.
[90,91]. Reference [90] used a restricted amount of
analyzing power data to perform PSA's with the aim of
studying possible ambiguities in the P waves, which were
already hinted at by Ref. [45]. They find similarly low g
values for various combinations of drastically different P
waves, leaving room for a large isospin splitting of the P
waves. We list in Table III, column 2, the splittings
which were finally used in that study to calculate low-
energy n dscatterin-g observes. It was in fact shown [90]
that such a splitting would reconcile theory with the ex-
perimental data for A in elastic n-d scattering around 10
MeV [92,93].

We have tested whether our fits represent unique solu-
tions. This is certainly the case at 25 and 50 MeV where
we have carefully scanned over a wide range for the lead-
ing phases to search for hidden ambiguities. Based on
the full analysis of all the data as well as on pp or np data
only, we observed no indication for such ambiguities. To
be specific, charge splittings in the P waves corresponding
to those recommended by Ref. [90] at 25 and 50 MeV
yield g 's which are higher by 57 and 97 in comparison to
the nominal solutions given in Table I. Obviously, the
problem with the analysis of Ref. [90] is that it is based
only on a very restricted database (in this case a limited
amount of analyzing power data).

VI. CONCLUSIONS

The phase-shift analysis presented is based on the care-
fully reviewed world pp+np data between 15 and 160
MeV, including the results of five recent measurements of
higher-order spin observables in np scattering. The im-

proved database allowed for highly stable solutions at 25
and 50 MeV. At 25 MeV a ten-parameter fit based purely
on np data showed excellent agreement with the corre-
sponding pp analysis and provides no indication of anom-
alous charge independence breaking.

Inclusion of the new higher-order spin data resulted in
a much more precise determination of the S, - D, tensor
mixing parameter c.

&
at 25 and 50 MeV. The analysis

presents strong indication for a large isoscalar tensor
force at energies above 30 MeV. This is in agreement
with recent data and an analysis above 200 MeV, but is in
conAict with current potential models. We argue that the
models should be updated using the information now
available on c, &. For the first time, c.

&
provides a stringent

constraint for modeling the tensor force at energies most
relevant for nuclear-matter calculations. This can be ex-
pected to clarify the nature of the m and p meson contri-
bution to the tensor force in more detail.
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