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Double differential cross sections were measured for neutron emission induced by 256 MeV and 800
MeV protons incident on Li, Al, Zr, and Pb targets. The experimental spectra obtained are almost
exclusively attributable to a preequilibrium emission mechanism and are compared to predictions
made by several preequilibrium reaction models. The intranuclear cascade model reproduces the
data quite well at both incident energies. Other approaches —the statistical multistep direct model
and the hybrid model —reach the limit of applicability in their present form as the pion production
threshold is crossed.
PACS number(s): 24.60.Gv, 25.40.—h

I. INTRODUCTION

Medium and intermediate energy reactions have been
interpreted for some decades in terms of semiclassical re-
action models, i.e. , the intranuclear cascade [1, 2] and
precompound models [3, 4]. During the past decade, in-
creasing consideration has been given to quantum statis-
tical approaches [5—7].

The theory of Feshbach, Kerman, and Koonin (FKK)
[5] has been shown to give a reasonable interpretation
of double differential cross sections in the continuum for
incident energies of a few tens of MeV to 160—200 MeV
[8—12]. The theory treats statistical multistep nucleon-
scattering processes mediated via two-body N Ninterac--
tions, with the strength of the effective nucleon-nucleon
interactions. The scattering processes are expressed by
distorted wave Born approximation (DWBA) matrix el-
ements.

The eff'ective interaction in the application of FKK
theory is described by a Yukawa potential with a range
ro ——1 fm. It was found that its strength Vo, if treated as
free parameter, decreases with increasing projectile en-
ergy to an extent that is expected if the (N, N) reaction
probes the central scalar-isoscalar part of the effective
NN interaction [9]. The increasing importance of higher-
step contributions in statistical multistep direct emission
(SMDE) is visible (1) in their contributions to backward

angle cross sections and to low ejectile energies and (2) in
the energy scaling Vo(E„), which is less pronounced than,
e.g. , that of the real part of optical model potentials [9,
11].

With the central part of the effective NN potential
having a broad minimum around E„=300 MeV [13],we
expect Vo to decrease further as E„approaches this value.
At present, however, the applicability of the FKK model
is restricted to projectile energies E„not involving pionic
degrees of freedom and to residual excitation energies
below some 100 MeV, where the exciton particle may be
reasonably described using quasibound wave functions.
This is the motivation for the selection of E„=256 MeV
in this work.

At substantially higher projectile energies, intranuclear
cascade models (INC) with various degrees of sophistica-
tion [1, 2] have been successfully applied to the inter-
pretation of reaction data [14, 15]. They are adequate
for a description of the major fraction of the reaction
cross section; the models should, however, also be tested
for backward angle data to ensure that the semiclassical
picture of an intranuclear cascade is physically reason-
able and complete. There is some evidence that the INC
model works well for the spectral pre-equilibrium con-
tinuum observed for E„=585 MeV [15]. It is clear that
neutron spectroscopy at backward angles requires partic-
ular attention to be paid to background minimization if
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the data are intended for a quantitative analysis.
In order to explore the INC model in the interrnedi-

ate energy range E„& 1000 MeV, we shall apply it in
the HETC-KFAII [15, 16] version to data taken at 800
and 256 MeV vrith particular attention to background
treatment, energy resolution, and statistics. Target mass
numbers are expected to play a minor role, therefore the
study is restricted to Zr, Pb, Al, and Li (for determina-
tion of the neutron detector efficiency). Finally, the data
will be used to test the semiclassical hybrid model [3] in
a relativistic version of the code ALtcE [17].

Experimental (p, zn) data suitable for a test of the re-
action models mentioned have to extend over a broad
spectral and angular range. Such data are available pri-
marily for applied science [14, 15, 18] and often lack a
careful treatment of background. In the present work,
emphasis was put on these experimental aspects, too.

The paper is organized as follows. In Sec. 11 we de-
scribe the experimental setup. Section III is devoted to
the data reduction with respect to background contri-
butions and absolute cross section values, as well as to
discussion of the qualitative features of the double differ-
ential cross sections. The discussion in Sec. IV focuses on
a comparison of our data with the INC model, the FKK
multistep model, and the hybrid preequilibrium model.
Results are summarized in Sec. V.

II. EXPERIMENTAL PROCEDURE

The experiment was performed at the WNR facility
of the Los Alamos Meson Physics Facility (LAMPF),
which allows time structure of the beam to be matched
to the requirements of neutron time-of-flight measure-
ments. The time structure chosen consisted of "mi-
cropulses" spaced 5.7 ps from one another and grouped
into "macropulses" of some 700 ps duration and 12 Hz
or 40 Hz recurrence (at 256 and 800 MeV, respectively).
The micropulses contained some (2 —3) x 10s protons
each, which affords a mean proton beam intensity of 40
and 250 nA, respectively. This intensity comes at the
price, however, of having so large a number of valid events
concentrated in so short a time span that it is imprac-
tical to record them event by event. Instead, time-of-
flight spectra were accumulated in CAMAC histograrn-
ming memory modules, then transferred to the data ac-
quisition computer and saved on tape every 12 min.

The target and detector configuration used is shown
in Fig. 1. The target position was centered in a low
mass area with massive construction materials being at
least 5 m away. Targets were metallic foils of 70 —150
mg/cm2 thickness mounted in frames with typically 25.4
mm inner diameter. They were located in a thin walled
scattering chamber [19]. A secondary electron monitor
(SEM) was used to measure the number of protons per
macropulse of beam. It was calibrated by irradiating Al
foils and recording the residual activity produced by the
2~A1(p, 3pn) Na, ~7Al(p, x)z Na, and A}(p,x)7Be reac-
tions [20,21]. An inductive pick-off provided the time ref-
erence for time-of-flight (TOF) measurements, indicating
the arrival of each microburst.

The 5 neutron TOP paths at laboratory angles

D4 D3

SEM

D5

FIG. 1. Schematic diagram showing location of target
(T), detectors (Dl—D5), beam dump (BD), collimators (C),
and secondary electron monitor/time pick-off (SEM).

7.5', 30', 60', 120', and 150' consisted of cylindrical
tubes of roughly 75 cm diam partly running below ground
level. All 5 paths were equipped with two sets of collima-
tors (see Fig. 1) to minimize the number of inscattered
neutrons. Their clearance assured that all neutrons com-
ing from the targets would be seen by the neutron de-
tectors. The detectors used were cylindrical liquid sein-
tillators. All detectors had been used before in neutron
TOF spectroscopy such that their characteristics were
well known [8, 22, 23]. Table I gives a summary of their
features. The different dimensions were selected in an
attempt to compensate, in combination with the varying
paths lengths, for the substantial decrease of the count-
ing rates from forward to backward angles. Scintillator
cells and light guides (partly) had a reflective coating of
Ti02.

The overall time resolutions listed in Table I are poorer
at 256 MeV (At2ss) than at 800 MeV (Atsoo), because
the lower energy was provided by letting the protons drift
the last two-thirds of the accelerator section. They cor-
respond to energy resolutions b E„(At) for the (p, no)
transitions that are given in Table I. Each detector had a
"veto paddle" in front of it, a thin (6 mm) plastic scintil-
lator to suppress signals produced by elastically scattered
protons and other charged particles that were not yet re-
moved by the magnetic sweep dipoles (B=0.1 T) at the
beginning of the flight paths (Fig. 1). Multiplier gains
were monitored throughout the experiment by means of
weak radioactive sources (Th, E~ = 2.6 MeV from 2osT1).

Particular care was taken in setting pulse height
thresholds according to several criteria: First, low en-
ergy neutrons and p rays were to be suppressed for count
rate reasons. Second, the Compton edges of 2.6 MeV

p rays from the sources were to be recorded between
macropulses in order to monitor multiplier gains. Fi-
nally, as data were not being taken event by event, thus
precluding off-line adjustment of thresholds, two differ-
ent thresholds were to be used as a safety measure and
as a means to verify detection efficiency calculations (see
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TABLE I. Neutron detector data.

Detector no.
Diam. x thickn. (cm)

Material
TOF path (m)

1
25.4 x 5.1

BC501
50.36

2
10.2 x 10.2

NE213
29.76

3
30.5 x 20.3

BC501
58.61

4
25.4 x 5.1

BC501
23.34

5
30.5 x 20.3

BC501
30.99

Angle Oi b (deg)
Solid angle (p sr)

Dt25p (ns)
AE„(b.t2pp) (MeV)

At8pp (ns)
AE„(b,tspp) (MeV)

7.5
20.0
5.8
16
1.1
22

30.0
9.23
3.5
16
1.0
36

60.0
21.3
6.5
15
2.7
49

120.0
93.0
4.9
29
3.6
164

150.0
76.1
5.9
26
2.1
72

E„'" (MeV„, ) monitor
Low'
High

2.8
11.5
23

2.8
11.0
24

2.3
10.4
21

2.8
9.4 (24)
24 (48)

2.5
10.6 (21)
21 (38)

gp(E„) 300 MeV)' 2.23% 4.8% 12.0' 1.47% 12.9'
'H/C ratios used are 1.213 for NE213 and 1.287 for BC501.

Values in parentheses refer to E„=800 MeV runs only.
'go refers to low threshold.

Sec. III). This required a total of three thresholds for
each neutron detector, a very low ("monitor") one to
record the amplitude of the source p signals and two
more ("low" and "high") to select neutron signals for
time-of-flight measurements. The thresholds were set us-
ing the Compton edges of zzNa and ssY sources, and
they are listed in Table I in proton equivalent MeV [24].
Due to the height of the "low" and "high" thresholds,
electronic n-p pulse shape discrimination was superflu-
ous. The logic was wired so that (i) scintillator signals
passing the "monitor" (but not the "low") threshold were
amplitude analyzed only between beam macropulses and
(ii) scintillator signals passing the "low" (but not the
"high") threshold and those passing the "high" thresh-
old were separately time-of-flight analyzed only during
beam rnacropulses.

Signal processing electronics and data acquisition were
much as described in Ref. [25]. A number of scalers were
set up to monitor consistency of count rates and to check
dead times.

00

10

10 4

10 3

""Zr (p, xn)
E~= BOOMeV
0 = 7.5'

10 2

10

Ugr.

1000 2000 3000 4000
channel

in Fig. 2. The p peaks were used for determination of
the absolute time scale and time resolution (Table I).
The background spectra normalized to the same (Ugr)
secondary electron monitor count rate represent an in-
tegral correction of the order of 1% of the effect under
study (Eff.).

III. EXPERIMENTAL RESULTS
AND DATA REDUCTION

A. Experimental procedure

0)

0
O 10 4 Eff.

""Zr (p, xn)
Ep——BOO MeV
0 = '120'

With the setup described above, data were taken over
a period of 10 days with beam on target during more
than 80% of the time. Due to the histogramming mem-
ories used, dead times could be generally kept below 5%
and statistics accumulated to permit measurement of dif-
ferential cross sections over 5 orders of magnitude. Each
run was supplemented by a background run with steel
cylinder shadow bars of 10 cm diam and 45 cm length
being inserted at 2—3 m distance from the target into the
TOF paths. Two representative TOF spectra are shown

Ugr.

~ I lWI Ill, II I

20001000 3000 4000
channel

FIG. 2. Examples of neutron TOF spectra (Eff.) and
background spectra (Ugr) at angles of 7.5' and 120', for ""'Zr
targets.
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The neutron TOF spectra were converted into energy
spectra and transformed into double difFerential cross sec-
tions in the center-of-mass system with the eKciencies
rl(E„'",E„) calculated for the threshold values E„'" listed
in Table I. Details of the determination of g are given in
the subsequent section.

The neutrons traverse construction material and air
on their flight paths. Additionally, 3.3 cm of lead was
placed in front of the most forward and backward de-
tector during some runs at E„=800 MeV, in order to
suppress excessive p radiation. We corrected for the flux
attenuation due to this absorber [26].

B. Neutron detector efBciency

The neutron detector efficiencies rl(E„'",E„) used
herein are based on Monte Carlo calculations with the
code of Cecil et al. [27] for the detector sizes, hydrogen
to carbon (H/C) ratios and thresholds E„'" listed in Table
I. The data base of the code allows coverage of the energy
range E„&300 MeV with a quoted uncertainty of 10%.
This would in principle be adequate for all 256 MeV and
the low energy part of the 800 MeV data. It was, how-
ever, shown by Byrd et al. [28] for our 30.5 cm diam x
20.3 cm liquid scintillators, that the code overestimates
the efficiency for such large detectors by 10—20% which
is attributed to light attenuation eKects. Similar issues
are discussed elsewhere [29, 30]. These problems can be
circumvented by renormalizing the Monte Carlo results
to an accepted reference value, and we shall now outline
our procedure.

For reference the reaction Li(p, np i) Be(g.s.+0.43
MeV) to the only particle stable state in 7Be was taken.
This I=0 transition is characterized by a prominent peak
at small angles that can be resolved from the continuum
in neutron TOF experiments. Taddeucci et al. [31] have
shown for the energy range E„= 80 —795 MeV, that
the differential cross sections of the transition can be re-
produced by a universal function o (q) of the transferred
linear momentum q, viz. ,

(a (q) = ) .ao, ~o I zo~
qi )'

where the Jp is the Bessel function of order zero, zpz are
the zeros of Jp, Jp(z~p) = 0, and qi; =2.6 fm i denotes
the momentum transfer limit. The numerical coeKcients
ap~ given in Ref. [31] were derived from the angle inte-
grated cross sections for the reaction, which can be mea-
sured accurately with activation techniques [32, 33].

At 256 MeV we have applied Eq. (1) to deduce the
efBciency for the detector placed at 7.5', i.e. , for q=0.46
fm, from the number Ng; of neutrons detected in the
TOF peak of the 7Be(g.s.+0.43 MeV) reaction. This ex-
perimental value for rl amounted to 72.7% of the calcu-
lated one. Under the assumption that the eKciencies
given by the code [27] exhibit the eorreet dependence on
detector sizes, thresholds E~~" and neutron energies, we
have therefore normalized all calculated values to this ex-
perimental result. Details of the normalization are given

TABLE II. Error estimates.

Source of error
Detector efficiency
Flux attenuation

Beam current
Target thickness

Solid angle

E„=256 MeV
('%%uo FWHM)

10.6
10.0
2.0
1.5

0.2—0.8

E„=800 MeV
('%%uo FWHM)

20.0
10.0
5.4
1.5

0.2-0.8

C. Ceneral features

The resulting energy spectra from the reaction of 256
and 800 MeV protons with " "Zr and " ~Pb are shown

elsewhere [34].
The code does not take into account pion production

in the liquid scintillator material as a reaction channel
that, at least for E„& 300 MeV, may eventually lead
to neutron detection. It is reported [29, 30, 35] that the
code's application to such high neutron energies yields ef-
ficiencies that, depending strongly on E ", are constant
or decrease slightly with increasing E„, whereas experi-
mental results show the opposite trend.

At E„= 800 MeV, the Li(p, no+i) Be transition
could no longer be used for normalization purposes, be-
cause even at 7.5' the momentum transfer is considerable
(q=0.81 fm i) and the cross section cr(q) is so low that
the overall time resolution achieved (see Table I) was not
sufficient to resolve the transition. It was therefore de-
cided to set rl(E„'",E„)300 MeV) to a constant value
gp. The numerical values for gp listed in Table I were de-
duced by averaging the normalized Monte Carlo results
over the neutron energy interval 280—300 MeV. In view of
the experimental information on rl(E~", E„)300 MeV)
mentioned above, gp can be considered a lower limit with
an estimated uncertainty of 20%.

In order to independently check these efficiencies
we have deduced them from data [36] for Al and
"~~Pb(p, xn) at E„=800 MeV, whose efficiencies were
ultimately derived from a separate 7Li(p, no+i) measure-
ment at O'. Though these data are intended to focus
on the evaporation component and have low resolution
and statistics at high neutron energies, they may nev-
ertheless give an impression of the extent of uncertainty
introduced by the choice of the detector efficiencies (Fig.
3). Note that the cross sections for the normalized effi-
ciencies are generally higher than those from the separate
experiment, which is consistent with the assumption that
the calculations represent a lower limit.

The detector eKeiencies turn out to contribute most
to the systematic errors that are listed in Table II. These
errors sum up to 15%%uo for E„= 256 MeV and 23% for
E„=800 MeV. Compared to these numbers, the uncer-
tainties of the dead time corrections are negligibly small.
The uncertainties due to counting statistics vary strongly
with detector position and neutron energy; to give an
example, cross sections of 1 pb/MeVsr were obtained at
Oi~b = 150' with typically 300 detected neutrons per
MeV.
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FIG. 3. Energy distributions for Li(p, xn) and Al(p, xn) reactions at 7.5' to 150'. For each angle spectra are shown
calculated with the efficiency taken from [27] with a normalization by means of Eq. (1) (solid line), and an experimental
efficiency (dashed line, see text).

in Figs. 4 and 5 along with calculations discussed in Sec.
IV. They show little target specific features; the absolute
cross sections for 7Li, 27A1, Zr, Pb(p, xn) scale as A*
with x = 0.9 + 0.15 for forward directions, which is in
qualitative support of a nucleon-nucleon collision picture.
All data, including those for 7Li and 7A1(p, xn) at 256
MeV which are not shown here, are available in tabular
form [37].

In Fig. 6, we compare our 256 and 800 Me V
"~tPb(p, xn) spectra with results from Ref. [25]. The
agreement is quite satisfactory. Differences may be at-
tributed to the detector efficiencies used, and at the high-
est energies the differences may be due to background
subtraction techniques.

At 256 MeV, the spectra at 7.5' and 30' show flat con-
tinua resembling those of the (p, xn) data for E„&160
MeV [9]. The broad structure at 7.5' and residual ex-
citation E* & 70 MeV contains the unresolved contri-
butions from the isobaric analog transition and the col-
lective strength of the Gamow-Teller (L=O) resonance,
the spin-flip dipole (L=l), and the quadrupole mode
(L=2) resulting from direct one-step processes of one-
particle —one-hole (1p-lh) spin-isospin excitation of the
target nucleus [38]. At the backward angles 01~b = 120'
and 150' the spectra exhibit almost exponential shapes.
Their slopes, however, are not indicative of a thermal
equilibrium, because they would correspond to nuclear
temperatures of the order of 17 MeV. Moreover, the
angular distributions do not, even for the lowest neu-
tron energies E„=30 —50 MeV, show indications for
a component increasing beyond 90'. Therefore SMCE
and even more equilibrium processes can certainly be ex-
cluded from discussion of the contributing mechanisms.

, 10 = HET 7.5' '.'.~ HET 60' ~Zr(n xn)
103~ HET30' o HET120' E. = 256MeV

HET 150'
+ 10' Q' x10

1 Q q ——~ k+& ~ IJfp
\

I'II
-'Aa@1 rC" 1Q ~ \
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FIG. 4. Experimental (p, xn) spectra for " Zr and " "Pb
forgets at E„= 256 MeV. Experimental results are shown
s dashed lines. The points with error bars result from the
ETC code; statistical uncertainties due to number of events
zn for each point determine the error bar limits. The spectra
t 7.5 (150 ) have been shifted upwards (downwards) by one
ecade.
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IImax II+1

dU dA A=2 m=n —1

dk1

(21r)s ' ' '
dk„dW~, „(kf,k„)

(2vr)s dUydQf
de 1(k2, k1) d IT1;(k1,k, )

dU2d02 dUld01 (2)

The k, , k1, and kf denote the momenta of the initial, jth
intermediate, and final step nucleon, respectively; rn la-
bels the exit mode. The quantity p, (k) gives the density
of states for particles of momentum k in the continuum,
and U~ is the excitation remaining in the residual nucleus
after step j. The SMDE cross section is thus expressed
as a convolution of nm~„ incoherent single-step contribu-
tions. The matrix element describes the transition from
the (n —1)th to the nth stage; it is evaluated in Born
approximation with optical model (OM) generated dis-
torted waves y:

v b(k, , kf) = (4)

The transition between the nuclear states 4; and 4y
is mediated by the effective nucleon-nucleon interaction
V(r). The entrance step in Eq. (2) is composed of an
energy average over the density p2(U) of lp-lh states in
the nucleus after the first collision of the incident proton,
the corresponding spin distribution function R2(L), and
the DWBA cross section for each of the orbital momenta
L involved:

d 0' (DW)
= ) (2L+1)&2(L)p2(U)

1 1 I.

The single-step contribution is also added to the SMDE
cross section of Eq. (2) in order to obtain the full direct
cross section. All (partial) level densities p have been
calculated with the equidistant Fermi gas model with
Pauli corrections and a level density parameter a = A/8. 5
MeV 1; this implies the assumption of spectroscopic fac-
tors being equal to 1. All distorted wave functions were
generated using the nucleon optical model potential of
Ref. [42]. The bound and quasibound single particle
and/or single hole states of excitation energies up to 100
MeV for evaluation of the DWBA matrix elements are
based on the shell model of a spherical Nilsson potential
and comply with energy and orbital angular momentum
conservation. Further details are given in Refs. [9, 40].

For the residual interaction V(r), a finite-range
Yukawa potential with a range parameter ro ——1 fm has
been chosen; its strength was initially set to the value
Vo = 26 + 1 MeV deduced [43] for (p, n) reactions with
E„(25 MeV. Recent investigations of (p, n) experiments
[8, 9] with projectile energies E& ——80 —160 MeV led
to angular and spectral distributions that were in con-
Qict with this value and required a monotonic decrease
of Vo with increasing E„. The same observation was re-

with the transition probability in the continuum region
from the (n —l)th to the nth stage being given by

d2W' = 2~ pc(kn)p~(Un)(le, n —1(kn)k~ —1)l ) ~

ported for (p, p') reactions on several targets in the energy
range E„=80 —120 MeV [10,11]. To further investigate
this trend, we applied the SMDE model to the 256 MeV
(p, xn) data, keeping all parameters except Vo fixed. The
calculation extended up to n „=6. With the contri-
bution of the nth step being proportional to VII2", the
absolute values of the calculated cross sections are sensi-
tive enough to Vo to derive a best value by comparison
with the experimental result to within AVO = +1.5 MeV
including the experimental uncertainties quoted before.

The contributions of subsequent SMDE steps vary with
ejectile energy Z„and angle 01 b. Figure 7 shows that
the first two steps prevail only for high values E„and for-
ward angles 01~b & 30', whereas higher order steps fall
off by more than one order of magnitude. With increasing
01IIb and decreasing E„,higher order steps become more
significant and eventually determine the shape of the an-
gular distributions at backward angles. In particular, in
the angular range 45' & O~~b & 90' where the angular
distributions exhibit the steepest descent, the first step
is no longer the dominant one.

The absolute cross sections, rather than the shapes
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tial depths of 7 to 11 MeV in 2
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Vp(E&) 30.8 exp( —0.162E/30.8), (6)

which is in excellent agreement with our experimental
result, shown in Fig. 9.

B. Intranuclear cascade calculation

The INC code used was taken from the Julich ver-
sion of the HETc transport code [16]. It is essentially

of the angular distributions, allow us to determine Vp.

Figure 8 demonstrates, for 4 representative cases, that
Vp = 8.5 Mev yields the best overall agreement and
AV0 = +1.5 MeV about mark the upper and lower limit
of this normalization. There is certainly no agreement
obtainable for Vo = 12.5 MeV, which was the value found

[9] for E„=160 MeV.
Figure 9 represents the energy dependence Vp(E&)

deduced from the FKK analyses of previous (p, xn)
and (p, xp) measurements [9,11,12,43], together with the
present result for E„=256 MeV. It can be seen that the
monotonic decrease of Vp with increasing E„continues,
qualitatively reflecting the same trend in the central part
of the spin-isospin independent effective nucleon-nucleon
interaction. It was argued in B.ef. [11] that this trend
is comparable to the energy dependence of the real op-
tical potential, as the latter depends on the strength of
the effective N-N interaction. This energy dependence,
however, has to be corrected for the gradual energy loss
of the incoming nucleon in subsequent intranuclear in-
teractions. Instead of folding a strength Vp(E„) into the
FKK calculation [44] we assume here that emission from
the first and second step are equally likely and normalize
it to the DWBA value of Vp at E„=20 MeV [11,43]. Ap-
plying this approximation to the optical potential found
by Johnson et at. [45] for n+Pb, one obtains (with all
energies in MeV)

the model due to Bertini [1] when used to calculate thin
target yields. In this formulation the nucleus is divided
into three density regions corresponding to 90%, 20%,
and 1% of the central nuclear density. Nucleon momenta
for the ground state nuclei are given a Fermi momentum
distribution in a local density approximation. Binding
energies of all nucleons are assumed to equal that of the
least tightly bound nucleon. Calculations of the fast cas-
cade are terminated when nucleons are unbound by half
the Coulomb potential at the nuclear surfaces; the resid-
ual nuclei are then treated by compound nucleus decay
formulas, without an intermediate precompound decay

32
e 30 e Trabandt et al.
~28— o Mordhorst et al

~ 26— Bonetti et al.
24— + Cowley et al.
22: Richter et al.
20— * this work

16— 30.8 exp( —0.162E,/30. 8)
14— f
12—
10—
8—
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0 20 40 60 80 100120140160180200220240260280
Ep (MeV)

FIG. 9. Variation of the N-N potential depth Vo as a
deduced FKK fit parameter for (p, xn) and (p, xp) reactions
from 25 to 256 MeV. Results are of this work and from Ref.
[43] (open dot), [40] (triangle), [9] (solid dots), [12] (open
squares), and [11] (inverted triangles). The solid line is the
result of Eq. (6).
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matics for calculating single particle phase space factors
and nucleon velocities.

The N Nseatter-ing kernel used in conjunction with
the hybrid precompound model gives reasonable spec-
tral results for angles of 30' to 150'. The 7.5' result
is very poor, showing the difficulty of reproducing the
quasielastic scattering at very forward angles. The INC
shares this difBculty, as it should, since both approaches
are basically using the same scattering kinematics. The
precompound calculation nonetheless gives poorer results
than the INC at 7.5' for energies below the quasielastic
peak; the reasons for this are not clear.

The precompound calculation gives somewhat better
agreement with data at 120' and 150' than the INC;
again the reasons are not clear. This regime consists of
second and higher order scattering contributions, as the
first collision cannot —in the absence of reQection and
refraction —give nucleons beyond 90'. The back angle
yields have generally been underestimated in semiclassi-
cal scattering models, as with the INC results here in
Figs. 4 and 5. The INC overall gives better spectral
shapes and angular distributions than the precompound
model.

In Fig. 10 we also show the result of the first collision
term to the calculated spectra. At 7.5' the quasielastic
peak is solely due to the first collision; at energies below
= 180 MeV the energy distribution comes from second
and higher order scattering events. The first scattering
contributes more at 30' and 60', and nothing —in a semi-
classical calculation —beyond 90 .

In Fig. 11 we compare the hybrid precompound model
energy distributions with experimental results for 800
MeV incident protons. Such a comparison should fail
miserably —and does. This follows from the fact that the
N-N pion channel, which is significantly larger than the
elastic N Neross section abov-e the pion threshold [46],
is not presently included in precompound decay model-

ing. The use of exciton densities is totally inappropriate
in this regime. We would have first to derive densities
that took cognizance of the dominant three-body (or two-
body including delta) nature of the N Nscatter-ing final
state. The three-body eKects are treated in the INC ap-
proach (actually as a delta plus nucleon final state), and
the importance is clearly seen in comparing precompound
model (Fig. 10) and INC model (Figs. 4 and 5) results.

V. CONCLUSIONS

We have presented energy distributions for (p, xn) re-
actions on "~ Zr and " Pb targets for incident energies
of 256 and 800 MeV. Earlier measurements on 9OZr and

Pb had been reported at energies of 25, 80, 120, and
160 MeV [8, 9, 43], and at 25, 35, and 45 MeV [53,
54]. Measurements in this work were made at angles
of 7.5', 30', 60', 120', and 150'. Analyses via the FKK
semidirect reaction theory required a depth Vo of 8.5+1.5
MeV at E„=256 MeV for the N Npotential, c-onsistent
with the monotonic decrease with increasing energy de-
duced in earlier work,

The INC model of Bertini gave quite satisfactory spec-
tral predictions for both targets, with some underestima-
tion of magnitude at 120' and 150'. The precompound
hybrid model, as implemented in the ALIcE code, was
less satisfactory than the INC at 256 MeV, and totally
failed at 800 MeV. The latter result was expected due to
the importance of three-body pion producing final states
in nature, overwhelming the assumed two-body elastic
N-N channels implicit in precompound decay models.
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