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Scaling algorithm to calculate heavy-ion spallation cross sections
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An algorithm to scale nucleus-nucleus collision projectile-fragment cross sections from the corre-
sponding proton-nucleus ones is developed. The algorithm takes advantage of the weak factorization
property of projectile fragments. It uses the participant-spectator model and Glauber scattering theory
and approximates the collision's sum rules. The algorithm is sufficiently robust over the energy range
0.1 —2.0 GeV/nucleon with no restrictions on the sizes of target (apart from the special case of He) nor
projectile nuclei. It offers marked improvement over our earlier semiempirical scaling procedure. Using
measured and simulated cross sections for comparison, the estimated systematic uncertainty of the algo-
rithm averaged over this energy range is —15%.

PACS number(s): 25.70.Mn, 96.40.De

I. INTRODUCTION

The ability to calculate with precision nuclear frag-
mentation cross sections is of special importance for
modeling of cosmic-ray composition and propagation as
most cosmic-ray nuclei with nuclear charge z ~ 6 suffer
nuclear collisions in the interstellar medium. These col-
lisions alter the elemental and isotopic composition of the
source. Also, the isotopes of Li, Be, and B, for example,
are enhanced by several orders of magnitude as a result of
nuclear spallation of heavier nuclei. In addition, flux [I]
and dosimetry [2] calculations for manned space explora-
tion, for example, are limited to a large degree by uncer-
tainties in the nuclear spallation cross sections, especially
for nuclides that have large secondary components.
Some of these relevant cross sections have been measured
to date, but others that are of astrophysical interest have
not. Thus, procedures to predict these cross sections
need to be developed.

Partial proton-induced-reaction inelastic cross sections
can be estimated using the semiempirical formulas of Sil-
berberg and Tsao [3]. Total proton-nucleus and nucleus-
nucleus reaction cross sections can be estimated using the
semiempirical formulas of Sihver et al. [4]. Heavy-ion-
induced spallation cross sections can be estimated by
scaling the corresponding proton-induced ones. The sem-
iempirical scaling procedures of Letaw, Silberberg, and
Tsao [5] and Silberberg and Tsao [6] tend to approximate
either the low-energy behavior of the scaled cross sec-
tions or the high-energy end, but not both in a consistent
fashion. Our earlier scaling procedure [4] also tends to
work best for energies upward of 600 MeV nucleon. (The
limitations here are primarily due to lack of data over the
energy regime of interest. ) The need to develop an algo-
rithm that can approximate both behaviors then becomes
clear. Moreover, reliance on salient physical properties
of measured cross sections where available and simulated
ones when not should guide the development of the scal-

ing procedure more so than semiempirical basis, especial-
ly when structures and energy dependence of cross sec-
tions are of special astrophysical significance.

This article describes a new scaling algorithm by which
partial elemental cross sections from nucleus-nucleus col-
lisions can be estimated by scaling the corresponding
proton-nucleus cross sections. It is developed to be con-
sistent with known empirical properties as well as conser-
vation laws. (Some semiempirically derived [4] enhance-
ment factors will still be used, however, for the lightest
collision products. ) Both data and simulation are used to
test the accuracy of the algorithm and to gauge its
robustness. It is intended to afford practical and CPU-
efficient means by which calculated and/or experimental
p-nucleus cross sections are taken advantage of to calcu-
late the corresponding nucleus-nucleus cross sections for
modeling and simulation purposes. In Sec. II, we de-
scribe the algorithm and in Sec. III, we test it for accura-
cy and robustness using measured and simulated data. In
Sec. IV, we offer some concluding remarks after a brief
summary.

II. SCALING ALGORITHM

The procedure relies on the experimentally verified [7]
concept that projectile-fragmentation cross sections obey
the so-called weak factorization property. (Note that our
earlier semiempirical scaling procedure [4] also took ad-
vantage of this property. ) In this concept the partial
cross section for the production of fragment f can be ex-
pressed as

of=I PI PT,f

where I ~ is a factor which depends upon the species of
projectile and fragment (and as such containing the de-
tailed dynamics), and I t, T is a factor which depends only
upon the species of the projectile and target. Since we
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are interested in projectile fragments, in this procedure
I z is taken to be proportional to the predicted p-nucleus
cross section for the production of the projectile fragment

f (the choice to scale to proton-induced fragmentation
cross sections is arbitrary and does not invalidate the
weak factorization property [7] and was made solely be-
cause of the availability of the semiempirical cross-
section predictions [3]), i.e.,

I /p —+y/p =cr&(proj+proton~ f) .

Hence, the factorization property is now written

(2)

(3)

where it follows from Eqs. (1)—(3) that I P r is different
from but geometrically related to y~ z-. The dimension-
less factor y~ z- is developed with the participant-
spectator model [8] in mind. In collisions between nuclei
at high energy (a few hundred MeV/nucleon up to few
GeV/nucleon) only some (due to geometry and nuclear
transparency) of the nucleons in the target and projectile
nuclei actually participate in the collision dynamics (and
thus the production of the various species). Those that
participate are called "participants" while the others are
called "spectators. " Participants from both target and
projectile nuclei in the overlap geometrical volume (in-
teraction volume) carry a considerable portion of the pro-
jectile energy which is converted into heat and high tem-
peratures are reached. Spectator matter, in contrast,
remains relatively cold even though it can be excited by
the additional surface energy (typically 1 MeV fm ) and
by the few participants that have penetrated the spectator
matter [8]. Estimates for projectile and target (average)
participants can be written down using Glauber scatter-
ing theory [9]:

g 2/3

( A parti )r, T P, t
( A i/3+ A i/3)2

P T
(4)

where A~ and A~ are the projectile and target mass
numbers. Using the above estimates, the factor y~ z. is
now written

Ap Ap —A~

(AP"') A +A

where p is a normalization constant. Requiring that
7'P z.~l as AP —+I and Ar~AP (this requirement is

specific to our choice to scale to proton-induced cross
sections, scaling to other targets requires different nor-
malizations) gives

Ap —1
P= 3,+1

(Note that because of the fact that ( AP"') has a finite
variance associated with it, p will have a finite variance as
well. However, p=1 for most collision systems and the
variance is on the order of +0.01.) The specific function-
al form for yP z- above can be shown (1) to approximate
the various sum rules [10] concerning the conservation of
baryon number and energy in the collision; (2) to repro-

duce the asymmetry between target and projectile (as we
are interested in projectile fragments, being scattered by a
heavy target is different from a lighter one for the same
projectile nucleus, however, when accounting for all pro-
jectile as well as target fragments the symmetry between
the projectile and target nuclei in the collision system is
recovered); (3) to adhere to the participant-spectator pic-
ture; and (4) to reproduce the weak factorization proper-
ty for projectile fragments.

The third prescription in this scaling algorithm is con-
cerned with estimating the energy at which one uses the
p-nucleus cross section to obtain the nucleus-nucleus
cross section. To estimate this relevant excitation energy
we develop the following criterion: Since only a fraction
of the target nucleons actually do participate in frag-
menting the projectile, we modulate the p-nucleus corre-
sponding energy using tII(( AP"') ), i.e.,

E =E 4(( AP'") ), (7)

e((Ay"") aA)

=(AP") 1+-h ~A
( A parti )

(8)

where tlr in Eq. (7) now takes the parametrized form of
Eq. (8). The energy-modulating function above is intend-
ed for projectile fragments with A& ~ Ap/2 (i.e., spalla-
tion and deep-spallation products). However, the param-
etrization does extend (for normalization purposes)
beyond this limit up to Az. The parametrization
4'((AP"');b. A) allows for the modulation to vary be-
tween the limits of ~ 1 and 2( A P"' ) .

where E z is now the corresponding (scaled) total energy
for calculating the p-nucleus cross section and E&& is the
energy per nucleon in the nucleus-nucleus collision.
Realizing that (AP"') is only an impact-parameter-
averaged quantity and the fact that spallation cross sec-
tions are sensitive functions of the impact parameter,
tII(( AP"')) is now parametrized using the following
prescription. 3 priori knowledge of the exact dependence
of hA ( = AP —A&) on the impact parameter is not avail-
able, AI being the mass number of the projectile frag-
ment f. This dependence is essentially a detailed dynami-
cal aspect of the collision system's space-time evolution
from entry channel (e.g., impact parameter) to final-state
observables (e.g., fragments). Here, we make the as-
sumption that when b, A -=( A P""), tlr(( AP'") )~ ( A P"'), ( A '"') being the total (average) number of
participants in the overlap volume ( A P'" ) + ( A P"' ) .
In essence, this is not different from the simplifying as-
sumption in relating the excitation energy of the projec-
tile to the kinetic energy of the struck nucleons [7]. In
the limit when b A ((( A ""),i.e., spallation products,
the number of struck target nucleons is expected to be
much smaller than ( AP""). To parametrize this depen-
dence, a simulated [11] impact-parameter-averaged rela-
tionship between 4 and 63 is obtained which can be cast
in the following functional form:
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III. TESTING THE ALGORITHM 1500

The above algorithm has been implemented numerical-
ly in such a way to take advantage (and supplement) the
existing p-nucleus cross-section routines. To test the
robustness of the algorithm we apply it to collision sys-
tems with varying degrees of asymmetry (between target
and projectile) at different beam energies. To that end
and due to the availability of data [12—18,21 —22], we
choose the fragmentation of Fe, S, ' 0, and ' C by
various targets from ' C to U. We use projectile-
fragment data over the energy range 0.25 —2.1

GeV/nucleon.
In Figs. 1 and 2 we show the partial cross sections for

the production of the subiron group as Fe fragments for
Fe kinetic energies from 0.1 to 2.0 GeV/nucleon. Data

are from Refs. [12—15]. This cross section is defined as
2,o (z). On all the figures, the solid curves represent

the calculated cross sections using the scaling algorithm
(denoted A ). Short-dashed curves represent the simulat-
ed cross sections using FREESCO [11]. On the basis of
5000 simulated events, statistical fluctuations (not shown)
are on the order of +12%. Long-dashed curves denoted
by ST represent calculations using the semiempirical scal-
ing procedure of Silberberg and Tsao [6]. Curves denoted
SE represent calculations using our semiempirical scaling
procedure [4]. Those denoted by LST represent calcula-

1500
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FIG. 1. Production of the subiron group, g, '
2,o(z), from

the fragmentation of Fe by ' C at energies 0.1 —2.0
GeV/nucleon. Data are from Refs. [12-15]. On all the figures,
the solid curves represent the calculated cross sections using the
scaling algorithm {denoted 3 ). Long-dashed curves denoted by
SE represent calculations using our earlier semiempirical pro-
cedure [4]. Short-dashed curves represent the simulated cross
sections using FREEsco [11]. Statistical fluctuations (not shown)
in the simulated cross sections are on the order of +12%%uo.

Long-dashed curves denoted by ST represent calculations using
the semiempirical scaling procedure of Silberberg and Tsao [6],
while those denoted by LST are due to Letaw, Silberberg, and
Tsao [5].
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FIG. 2. Same as in Fig. 1 except the target here is 'Al.

tions using an earlier semiempirical scaling procedure
due to Letaw, Silberberg, and Tsao [5] that has been used
as part of the cosmic-ray propagation and spallation
model UPROP [19]. ST and LST in Fig. 1 tend to flatten
out beyond 0.5 GeV/nucleon. This is so because in both
scaling procedures the energy at which the corresponding
p-nucleus cross section is calculated is simply the
nucleus-nucleus energy per nucleon multiplied by the
mass number of the target nucleus. For ' C and realizing
that p-nucleus cross sections as functions of beam energy
tend to saturate at 2—3 GeV, the scaled p-nucleus cross
sections are thus expected to saturate at such energies di-
vided by the mass number of the target nucleus. In
essence, both of these procedures predict insensitivity of
the projectile-fragment cross section to the projectile ki-
netic energy except only for light targets. Both the simu-
lated energy dependence and A appear to correspond
very closely to each other as well as to the available
high-energy data. In fragmentation of Fe by Al tar-
gets (Fig. 2), similar projectile-energy dependence in both
the simulation and A is seen as in Fig. 1. Note, however,
the behavior of ST and LST predictions: For heavy tar-
gets ST tends to approximate the low-energy behavior
while LST the high-energy behavior. SE and ST appear
to differ little in their overall predictions.

Figures 3 and 4 show the partial cross section for the
production of Mn for collisions of Fe and ' C and Al,
respectively. Data are from Refs. [12—15]. Here, too,
the low-energy (ST) and high-energy (LST) approxima-
tions are evident. Also, 3 and FREESCO appear to ap-
proximate similar energy dependences. There is, howev-
er, a tendency in A to overestimate the yield for energies
above 1 GeV/nucleon. The overestimation appears to
stem from the fact that A calculations tend to saturate at
lower energies than what the data suggest. In part, we
attribute that to having to use averaged quantities for es-
timating the projectile and target participants, which, in
turn, were used to calculate the cross sections as well as
to scale the excitation energy [Eqs. (5) and (8)]. Manko
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FIG. 3. Same as in Fig. 1 except the projectile fragment here
is Mn.
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and Nagamiya [20] have reported that these estimates
based on Glauber scattering theory tend to be over-
predicted for nearly equal-mass collisions. Nonetheless,
the overall energy dependence seems to be well repro-
duced by A.

To compare the results of the algorithm to those from
our earlier semiempirical procedure [4] we show in Fig. 5
the calculated partial elemental cross sections of 8 from
collisions of ' C on ' C at energies 0.1 —2.0 GeV/nucleon.
Data are from Refs. [7,12,21]. The energy-dependence
behavior of A is clear whereas SE appears to better ap-
proximate the behavior at 600 MeV/nucleon and higher,
even though both curves appear to correspond to the
data with comparable accuracy on the average. Both A
and SE incorporate semiempirically derived [4] enhance-

FIG. 5. Partial elemental production cross sections for B
from ' C on ' C collisions at energies 0.1 —2.0 GeV/nucleon.
Data are from Refs. [7,12,21]. Note neither data nor calcula-
tions include the B isotope.

TABLE I. Sample theoretical yth, and experimental y, pt
scaling factors for the production of Mn from ' Fe at different
energies.

Ek;„(GeV/nucleon) Target a
Pexpt V the V the /Xexpt

ment factors that are applicable to light fragments like B
here.

In order to estimate the accuracy of the algorithm it
becomes necessary to isolate the uncertainties (estimated
at around 25%%uo) due to the semiempirical pX cross-
section predictions from those inherent in the scaling
procedure. (Note that no light-fragment enhancement
factors are involved here. ) For that purpose and due to
the availability of proton-induced spallation data (for

Fe and ' 0, for example) over the energy range of in-
terest, we devise the following test. The scaled Mn and N
(as examples of spallation products) cross sections (from
NN collisions) are divided by the corresponding pN
cross sections over the beam-energy range 0.1 —2.0
GeV/nucleon for the same projectile at the same
energy/nucleon, giving us the theoretically calculated
scaling factors y,h, . These factors are then compared
with the experimental, similarly deduced ones y,„,. The
results are in Tables I—III, which seem to suggest an
overestimation in the calculated scaling factor for nearly
equal-mass collisions. This is consistent with Figs. 3 and
4 as it clearly points to the energy scaling step in the pro-
cedure. Recall that this is the step [Eq. (8)] where any

I l s & r i I

10 '
K.E. (MeV/Nucleon)

FIG. 4. Same as in Fig. 2 except the projectile fragment here
is Mn.

0.6
1.0
1.5
1.9
1.5
1.9

12C

12C

12C

12C

Al
238U

'Data are from Refs. [12—16].

1.54+0.06
1.76+0.07
1.39+0.06
1.43+0.24
1.79+0.07
5.09+ 1.0

1.40
1.44
1.49
1.39
2.18
5.91

0.91+0.06
0.82+0.07
1.07+0.06
0.97+0.24
1.22+0.07
1.16+0.23
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Ek;„(GeV/nucleon) Target a
yexpt y the y the /y expt

0.6
0.9
2.1

2.1

0.9
2.1

12C

12C

12C

63Cu
208pb

208pb

1.44+0.06
1.62+0.13
1.17+0.10
1.90+0.14
4.11+0.37
2.97+0.18

1.37
1.53
1.41
2.05
3.81
2.89

0.95+0.06
0.94+0.08
1.21+0.10
1.08+0.14
0.93+0.08
0.97+0.18

'Data are from Refs. [7,12,17,18].

TABLE II. Sample theoretical y, h, and experimental ye»t
scaling factors for the production of N from ' 0 at different en-

ergies.
Ek;„(GeV/nucleon) Target yexpt ythe yth. /y, .pt

0.7
0.7

12C

108A
1.47+0.11 1 ~ 32
2.32+0.26 1.88

0.90+0.10
0.81+0.10

'Data are from Ref. [22].

restrictions on the asymmetry nor the size of the collision
system apart from the special case of He as a target.

IV. SUMMARY AND CONCLUDING REMARKS

TABLE III. Sample theoretical y,h, and experimental y, pt
scaling factors for the production of Al from ' S.

overestimation of ( AP"') will overestimate the excita-
tion energy forcing the energy dependence to saturate at
a faster rate than what the data suggest. However, the
calculated scaling factors are in good agreement with the
experimental ones especially for asymmetric-mass sys-
tems at both low and high energies. (We have calculated
the ratio [23] of y,h, to y,„~, for He targets. For energies
below 1 GeV/nucleon and for light projectiles, ' C and
' 0, the ratio is very close to one. However, the ratio ap-
pears to be consistently 0.5 higher than one for heavier
projectiles over the energy range 0.6—2.0 GeV/nucleon.
In the context of the above-described algorithm, He tar-
gets represent a special case for reasons related to the
normalization criterion [Eq. (6)] in the limit of conver-
gence to the p-nucleus limit. Realizing that He targets
are also of special astrophysical interest, e.g. , spallation
of cosmic rays with interstellar helium, we are currently
developing a scaling algorithm applicable to those situa-
tions. )

Based on the above test, the systematic uncertainty in
the algorithm cross-section predictions is about 10—22%%uo

with an average of 15% over the energy range con-
sidered. Note, in addition, that for energies below 1

GeV/nucleon the systematic uncertainty is better than
10% growing to 22% for energies above 1 GeV/nucleon.
Finally, when comparing the calculated cross sections to
the simulated ones as well as to data (this includes the
semiempirical pN predictions) we find the same systemat-
ic uncertainties to hold true for both energy regimes
(Figs. 1 —4). This further points to the need to under-
stand and improve upon the above-mentioned overes-
timation of the excitation energy (for nearly equal-mass
collision systems) due to the overestimation of ( AP"')
and thus E &. We plan to formulate such an improve-
ment by further studying the dependence of iII [Eq. (8)]
on impact parameter using the simulation model
FREESCQ.

In light of the above two tests we feel that the scaling
algorithm we have presented offers marked improvement
over earlier semiempirical procedures. It is applicable for
the prediction of projectile-fragment cross sections for
projectile kinetic energies 0.1 —2.0 GeV/nucleon with no

We have presented an algorithm to scale heavy-ion-
induced projectile-fragment cross sections from the cor-
responding proton-induced ones. The algorithm relies on
the weak factorization property of projectile fragments.
The other two features of the algorithm are the taking
into account of the asymmetry between target and projec-
tile sizes in a consistent fashion and the scaling of the p-
nucleus energy in adherence with the participant-
spectator model of high-energy nucleus-nucleus collisions
as well as using Glauber scattering theory. The only nor-
malizations used are those to approximate sum rules and
convergence to the p-nucleus limit. (Some semiempirical-
ly derived [4] enhancement factors are still used, howev-
er, for the lightest collision products. )

The algorithm is sufFiciently robust over the energy
range 0.1 —2.0 GeV/nucleon with no restrictions on the
sizes of target nor projectile nuclei. (The special case of
He targets is currently under study. ) It offers marked

improvement over earlier serniempirical scaling pro-
cedures which tend to either approximate the high-
energy or the low-energy behavior but not both in a con-
sistent fashion. Using measured and simulated cross sec-
tions for comparison, estimated systematic uncertainty of
the algorithm over this energy range is better than 10%
for energies below 1 GeV/nucleon and about 20% for
higher energies, averaging —15%. Although some im-
provement regarding the energy-scaling step in the pro-
cedure may be added for even better correspondence to
data, the algorithm does promise to be an efBcient and
sufticiently accurate tool for modeling and analysis of
cosmic rays and other nuclear spallation data.
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