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Inclusive %0(rT,p) and exclusive °O(r™*,2p) data are presented for 115 MeV and 165 MeV
pions. Using a combination of distorted-wave impulse approximation (DWIA) calculations for two-
nucleon absorption and phase space simulations for more complicated processes, the data are fit
and the total direct two-nucleon absorption cross sections are extracted. These cross sections fall
faster with energy than 7#td — pp. The DWIA calculations were used to calculate the effects of
final state interactions (FSI). After correcting for FSI, the two-nucleon absorption process is found
to dominate at 115 MeV, becoming less important as the incident energy increases to 165 MeV. The
decrease with energy in the two-nucleon fraction of the total absorption cross section is found to be
in remarkably good agreement with theoretical predictions.

PACS number(s): 25.80.Ls

I. INTRODUCTION

Pion absorption by nuclei has received a great deal of
attention over the past few years. Many of these works
address the relative roles of absorption by two nucleons
in nuclei versus absorption by three or more nucleons
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in some direct process. Most experiments have concen-
trated on the measurement of two-particle final states,
primarily (7*,2p), and have attempted to extract the
two-nucleon absorption strength. By comparing these ex-
tracted two-nucleon absorption cross sections to the total
absorption cross section, multinucleon absorption proba-
bilities were inferred. The results vary greatly, with val-
ues for the percentage of two-nucleon absorption ranging
from roughly 25% to 80% of the total absorption cross
section depending on target, energy, and method of anal-
ysis. In addition to experimental difficulties related to
their coverage of phase space, the extraction of the two-
nucleon absorption cross section is greatly hampered by
our lack of understanding of the effects of initial state and
final state interactions (ISI’s and FSI’s). These processes
cause a large fraction of the two-nucleon absorption yield
to be redistributed into other kinematic regions, making
it difficult to identify.

More recent experiments have detected multinucleon
final states. These experiments seem to indicate that the
role of multinucleon absorption in light nuclei (A < 12)
is relatively small (<30%) [1-4], a number consistent
with the higher two-nucleon absorption percentages men-

1184 ©1993 The American Physical Society



47 ENERGY DEPENDENCE OF TWO-NUCLEON PION ABSORPTION . . . 1185

tioned above. However, these results were obtained either
with very large extrapolations (10*) of the measured data
using a phase space model or have little granularity so
that the separation of direct two-nucleon absorption from
ISI’s and FSI’s using kinematic variables is essentially
impossible. Until such time as more detailed multinu-
cleon final state data become available, detailed absorp-
tion studies detecting two nucleons in the final state can
provide quantitative information on the two-nucleon ab-
sorption strength, and by inference the fraction of more
complicated processes present in pion absorption.

In previous papers we presented results for 160 (7w, 2p)
at 115 MeV [5] and preliminary results for 165 MeV [6].
These analyses indicated a dominance of the two-nucleon
absorption mechanism at 115 MeV, approximately 75%
of the total absorption cross section, decreasing to per-
haps 50% at 165 MeV. Both results include the contri-
butions from FSI’s, but exclude contributions from ISI’s.
In this paper we present a careful and consistent analy-
sis of the data for the two incident energies to illuminate
the energy dependence of the 10O(m™, 2p) reaction. This
consistent analysis is carried out for both the exclusive
16Q(n+, 2p) and inclusive °0(n+t, p) data. In particular,
whereas we have used a number of methods to analyze
background data in the past, we now employ one tech-
nique at both energies.

After a brief review of the experiment (Sec. II), we
present in Sec. III the data showing the reduction in cross
section with increasing energy for regions dominated by
two-nucleon absorption. This is true of both the inclusive
and the exclusive cross sections. In Sec. IV we discuss
the theoretical analyses used. Distorted wave impulse
approximation (DWIA) calculations are used to describe
the two-nucleon absorption component and to extrapo-
late the data into the unmeasured regions. The DWIA
calculations are also used to calculate the contributions
to the cross section from FSI’s, a result which is tested by
comparing suitable DWIA calculations with the inclusive
data. Phase space calculations are used to simulate the
multinucleon processes which provide a background un-
derlying the two-nucleon absorption yield. In Sec. V we
present the extracted two-nucleon absorption cross sec-
tions, both with and without corrections for FSI's. The
final section (Sec. VI) summarizes the present results.

II. EXPERIMENTAL DETAILS

The experiment has been discussed in detail in Refs.
[5,7,8]. We therefore provide only a brief review of the
experimental setup here. The measurements were carried
out at the mM1 channel of the Paul Scherrer Institute.
Pion beams of 115 MeV and 165 MeV with fluxes rang-
ing from 3 x 10° to 9 x 10% 7+ /sec were incident upon
a 4-mm-thick H,O target. A schematic diagram of the
experimental layout was presented in Ref. [5]. The inci-
dent pion beam momentum and intensity were measured
with a 16-element hodoscope at the intermediate focus
of the mM1 channel and an in-beam scintillator. The
hodoscope permitted a measurement of the incident pion
momentum to within approximately 0.25%, as well as the
removal of almost all events with more than one pion in

the rf microburst. The combination of an electrostatic
separator in the channel and time-of-flight and in-beam
scintillator pulse-height measurements using the primary
proton beam rf structure kept proton and muon contam-
ination of the pion beam to less than 1%.

Protons emerging from the 80(n¥, 2p) reaction were
detected with the SUSI magnetic spectrometer [9] with a
solid angle of approximately 13 msr in coincidence with
a large (approximately 600 msr) multiwire proportional
chamber and plastic scintillator array. The combined
system provided an excitation energy resolution of bet-
ter than 6 MeV in the residual N nucleus. Data were
taken for five SUSI magnetic field settings covering pro-
ton energies from approximately 50 MeV to 230 MeV.
The MWPC/plastic scintillator array measured protons
with energies from 35 MeV (due primarily to the thick-
ness of the AFE detector) up to the maximum kinemati-
cally possible in the present experiment.

At the two energies both inclusive *6O(n*, p) and ex-
clusive 160(n*, 2p) data were obtained for five angle set-
tings of the spectrometer. These were #; = 30°, 50°,
78°(76°), 107.5°(105°), and 133°(132°) where the num-
bers in parentheses represent the slightly different angles
used in the 165 MeV measurements. For each spectrom-
eter angle coincident data were taken with the large scin-
tillator array centered at an angle on the opposite side
of the beam conjugate to the spectrometer angle for the
ntd — pp reaction. In the following the angle of the
second proton is defined in terms of a detector angle 65,
measured in the reaction plane defined by the incoming
pion and first proton, and an angle of noncoplanarity G2,
measured in a plane perpendicular to the reaction plane.
In addition to the central setting of the scintillator array,
whenever physically possible two additional overlapping
angle settings of the array were taken to provide in-plane
angular coverage of approximately Af; = £58°. For all
settings the scintillator array covered an out-of-plane an-
gular range of AB; = £23°.

Cross sections were determined using the measured
pion flux, target thickness, solid angles, and measured ef-
ficiencies. These values were checked with measurements
of elastic 71 scattering from 'H and 0O and with nu-
merous measurements, both in singles and coincidence,
of ntd — pp using a 4 mm D-O target. Based on the
consistency of these various measurements, we estimate
the systematic uncertainty in cross sections to range from
8% to 10% depending on the type of data.

III. EXPERIMENTAL DATA

In this section we first examine the inclusive 160(7 ™, p)
data. In Fig. 1 we present the cross sections at the two
incident energies. At both forward and backward angles
one observes a clear signature of two-nucleon absorption
with a broad maximum peaking nearly at the proton mo-
mentum corresponding to 7td — pp. At the middle an-
gle 78°(76°) no clear peak exists. This angle corresponds
to 90° in the c.m. system for n*d — pp, the angle at
which the absorption cross section is a minimum, and
one would expect contributions from other more compli-
cated processes to be relatively more important. At the
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FIG. 1. Inclusive '®O(n%,p) cross sections for incident
pion energies of 115 MeV (0O) and 165 MeV (A). The sta-
tistical errors are smaller than the symbols. The angle 6,
of the proton detected in the spectrometer is indicated for
E. = 115 MeV. The horizontal arrows indicate the value of
the peak cross section expected at 165 MeV if one scales the
115 MeV cross section by the #d — pp cross section.

most forward angle of 30° the cross section rises at low
momenta, indicating contributions from quasifree knock-
out 160(n+, 7 tp). Although it is kinematically possible
to have quasifree proton knockout contributions near the
two-nucleon absorption maxima, these should be negligi-
ble since they require protons bound in the nucleus with
momenta in excess of 500 MeV /c.

When the abscissa is adjusted for the differences in the
available energy, the shape of the data near the peak is
very nearly the same at the two incident energies. As-
suming that a major component of the maxima in these
inclusive spectra arises from two-nucleon absorption, we
would expect the energy dependence of the cross section
to be similar to that of 7*d — pp. This would be true
particularly at the most forward angles where the two-
nucleon absorption cross section is largest compared to
the background data arising from other processes. The
horizontal arrows in Fig. 1 represent a scaling of the peak
in the 115 MeV inclusive cross sections to 165 MeV us-
ing the energy dependence of the n*td — pp differential
cross section at each angle. Even at 30° the peak of the
inclusive cross section falls more rapidly than expected
based on this naive model.

In Fig. 2 we present typical excitation energy spec-
tra for the exclusive 16O(7*,2p) reaction. Data are pre-
sented for two angle pairs, one for the quasifree angle
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pair (the angle pair corresponding to the absorption on a
deuteron at rest in the target nucleus which is essentially
the angle pair for 7*d — pp) and a second pair far from
this quasifree condition. One observes the strong popula-
tion of the low excitation energy region for the quasifree
angle pair. Based on our previous work we have chosen
to divide the data into the excitation energy bins 0-20
MeV (primarily absorption on a pair of 1p-shell nucleons
in the nucleus) and 20-70 MeV (a combination of 1p-1s
shell nucleon absorption and more complicated process
such as multinucleon absorption). The data for the high
excitation energy region, 70-140 MeV, generally follow
a three-nucleon phase space distribution, and are there-
fore unlikely to contain any direct two-nucleon absorption
contributions. Above 140 MeV excitation energy, pions
are energetically permitted in the final state and there-
fore need not to have been absorbed. These data were
not analyzed. For the 165 MeV data we have further
subdivided the 20-70 MeV range into two energy regions
of equal size.

In the previous papers two basic types of data were
presented for each excitation energy region: (a) a mo-
mentum sharing distribution for each spectrometer angle
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FIG. 2. Excitation energy spectra for °0O(nt,2p) at 165
MeV. Panel (a) corresponds to proton angles centered at 61 =
50°, 2 = —105°, an angle pair for which low recoil momentum
is predominant. Panel (b) corresponds to angles centered at
61 = 50°, 2 = —87.5°, an angle pair such that higher recoil
momenta (>100 MeV/c) are emphasized.
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integrated over the central setting of the scintillator array
and (b) for each spectrometer angle an angular correla-
tion with the scintillator array integrated over the spec-
trometer momentum. In the present paper we will use
only the momentum sharing distributions d?c/d2;dp;.
These consist of data integrated over the full solid angle
of the scintillator array positioned at the central quasifree
setting [f2 = 02(qf) £ 25°, B, = £23.7°] and displayed
as a function of proton (spectrometer) momentum.

In Fig. 3 the momentum sharing distributions for the
0-20 MeV excitation energy range for both incident ener-
gies are presented. The upward arrows in the 30° and 50°
panels mark the onset of the plastic scintillator threshold
for the 115 MeV data; above the arrows the cross sections
are underrepresented. Because of the greater available
energy, the threshold did not affect the 165 MeV data in
this excitation energy range. As in Fig. 1, the horizontal
arrow represents expectations based on a naive scaling
of the peak cross sections at 115 MeV by the 7*d — pp
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FIG. 3. Momentum sharing distributions for the
16Q(nr+, 2p) 4N reaction at pion incident energies of 115 MeV
(O) and 165 MeV (A) and with 0-20 MeV excitation energy
in the residual nucleus *N. One proton was detected with
the SUSI spectrometer set at 6;. The coincident proton was
detected with the large plastic scintillator array (~600 msr)
centered at the conjugate angle for the 7¥d — pp reaction.
The horizontal arrows indicate the value of the peak cross
section expected at 165 MeV if one scales the 115 MeV peak
cross section by the m*d — pp cross section. The upward
arrows indicate the onset of the plastic scintillator threshold.
The 115 MeV data above this point represent lower limits.
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FIG. 4. Momentum sharing distributions for the
180(nt, 2p) N reaction at pion incident energies of 115 MeV
(O) and 165 MeV (A) and with 20-70 MeV excitation energy
in the residual nucleus *N. One proton was detected with
the SUSI spectrometer set at 1. The coincident proton was
detected with the large scintillator array (~600 msr) centered
at the conjugate angle for the #*d — pp reaction. The 115
(165) MeV data above the small (large) arrows represent lower
limits due to the onset of the plastic scintillator threshold.

cross section. Again one observes that the cross sections
drop more rapidly than predicted by this model. Also,
as with the inclusive data, the shapes are essentially the
same. Similar results for the 20-70 MeV excitation en-
ergy range are presented in Fig. 4 with similar conclu-
sions. Note that in this higher excitation energy range
the 165 MeV data are affected by the plastic scintillator
threshold.

IV. THEORETICAL ANALYSIS

The extraction of the two-nucleon absorption cross sec-
tion was carried out with the aid of two theoretical mod-
els. Direct two-nucleon absorption was modeled using
a distorted-wave impulse approximation (DWIA) treat-
ment of quasideuteron absorption. This model was also
used to calculate the magnitude of the FSI. The underly-
ing “backgrounds” from multinucleon processes, whether
arising from multinucleon absorption, FSI’s, or ISI’s,
were modeled with a Monte Carlo simulation of phase
space. The incoherent sum of the two calculations was
then fit to the data in order to extract the total two-
nucleon yield.
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A. DWIA calculations

The experimental data have been compared to fac-
torized DWIA calculations assuming absorption on a
quasideuteron in the nucleus. The theoretical formal-
ism has been presented in Refs. [10] and [11] and details
of the specific calculations undertaken here are discussed
in Refs. [5] and [12]. In brief, the triple differential cross
section for A(n™,2p)B to a specific final state in nucleus
B with angular momentum transfer L (z-projection A)
is written as

dsa' do LA (2
with
1 Y =
Tgh = W/ X;(né (kplBﬂ‘)X;zz)a (kp,B,T)

B
XXSr—;!) (k‘n‘Ay Zr) ¢LA(r)d3r. (2)

In Eq. (1) the quantity KF represents a known kine-
matic factor and do /dS) represents the off-shell T NN ver-
tex. The amplitude T54 contains the distorted waves
x to describe the incoming pion and outgoing pro-
tons. These are calculated using phenomenological op-
tical model potentials. The amplitude also contains a
microscopic form factor ¢ra, the coordinate space wave
function of the center-of-mass motion of the 35; pair in
the nucleus.

In the present calculations we have made three changes
in comparison to the previous calculations of Refs. [5]
and [12]. First, we have taken do/dS) to be the on-shell
m+d — pp cross section [13] at an angle and energy cor-
responding to the initial state of the pion-quasideuteron
system (initial energy prescription). This particular pre-
scription was chosen over others (e.g., the final energy
prescription used in Refs. [5] and [12]), because it pro-
vides a somewhat better description of the energy depen-
dence of the Li(n*,2p) data of Zhang [14] over the en-
ergy range 115-220 MeV. This is also true for the present
16Q(nt, 2p) data. Use of the final energy prescription can
lead to discrepancies as large as 30%.

Second, we have employed two-nucleon sum rules [11],
thereby requiring calculations for fewer nuclear states
than in our past analyses. To accomplish this, we have as-
sumed a closed-shell 160 target nucleus and, furthermore,
that the 0-20 MeV region exhausts the (1p)? strength
(this is true for the wave functions of Cohen and Kurath
[15]). These assumptions permit us to use sum rules for
the L = 0 and L = 2 strength, ignoring small effects
arising from the @-value differences of the actual nuclear
states. The sum rule has the added benefit that the effec-
tive tensor polarization of the bound deuteron due to the
reaction [16] does not affect the sum, and therefore the
factorization of the two-body cross section in this model
is exact. In a similar fashion we assumed that the 20-70
MeV excitation energy region contains the summed 1s-
1p and (1s)? strength. Support for this assumption has
been presented in Refs. [5] and [6]. Therefore, sum rules

could be applied to the L = 1 (1s,1p) and L = 0 (1s?)
cross sections in this region.

For the 0-20 MeV (1p?) region, and using the sum
rule, we consider effectively only two states. One state
is reached by the transfer of an L = 0 deuteron, and the
wave function ¢ra is normalized to the sum rule limit
for the three possible 1t states in 4N. [In a harmonic
oscillator shell model basis the wave function would be
normalized to give approximately 1.5 deuterons, this cor-
responding to the number of 3S; n—p pairs in (1p)? with
zero oscillator quanta in the relative motion wave func-
tion.] The second state is reached by the transfer of an
L = 2 deuteron and normalized to the L = 2 sum rule
limit for the 1%, 2%+, and 37 states in *4N (approximately
7.5 deuterons in the harmonic oscillator shell model ba-
sis). For the 20-70 MeV region in principle we have both
L =1 and L = 0 quasideuterons. However, using an
oscillator shell model sum rule we have approximately
12.0 (1s-1p) L = 1 quasideuterons and only 3.0 (1s)2
L = 0 quasideuterons. In addition, the shape differences
between L = 0 and L = 1 DWIA calculations for this ex-
citation energy region are less pronounced. Therefore, to
simplify the calculations we have carried out calculations
for only (1s-1p) L = 1. DWIA calculations were then
carried out for the three configurations discussed above.

The third change with respect to our previous DWIA
calculations is our choice of optical model potentials. For
the outgoing protons we have used, as before, the global
proton optical model potential of Nadasen et al. [17].
The pion potential presents more difficulty. No global
fits to pion data exist above 80 MeV. In our previous
analyses of these data we chose a low energy pion poten-
tial due to Amman et al. [18] for the 115 MeV calcula-
tions which is not applicable at 165 MeV. In the present
paper a primary interest lies in the energy dependence
of pion absorption. We therefore decided to generate a
consistent energy-dependent pion potential for the two
energies. Fortunately elastic scattering data exist at ap-
proximately the two energies of our pion absorption ex-
periment [9].

The optical model analysis of the elastic scattering
data was carried out with the code FITPI [19]. Since
this is purely a phenomenological analysis, a simple
Kisslinger-type potential, without the pion-nucleon an-
gle transformation, was used. Initially, geometrical pa-
rameters were taken from electron scattering, and the
strengths of the potential were varied to fit the data.
However, to obtain a good fit some variation of the ge-
ometry was required (approximately a 5% reduction in
radius and 15% reduction in diffuseness). The strengths
were adjusted until good fits were achieved at both en-
ergies with a common geometry. The resultant fits and
parameters (labeled FG) are presented in Fig. 5 and Ta-
ble I, respectively.

Other parametrizations of the potential were tried to
determine the sensitivity of the DWIA calculations to the
choice of optical model potential. At the lower energy a
Michigan State University (MSU) type potential [20] was
fitted to the data [21]. This is a more complicated poten-
tial with many more parameters. These parameters were
varied to fit the data, and the results are also shown in
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TABLE I. Optical model parameters for pion elastic scattering from 160. Potential form: Vi (r) = —Akzbop(’r) + Ab1V - pV, where Fermi is
given by po/(1 + e(R_')/“) and harmonic oscillator by pg [1 + (-‘—52) (ﬂ)z] e=r2/a?,
Potential (density) T (MeV) R or a (fm) a (fm) Rebg Im bg Re by Im b;
FG (Fermi) 114.4 2.50 0.432 -2.40 -0.07 9.53 3.04
FG (Fermi) 162.6 2.50 0.432 0.25 -0.35 6.86 6.16
CM (harmonic oscillator) 114.4 1.769 -1.20 -1.55 6.69 2.22
CH (harmonic oscillator) 162.6 1.769 -0.76 0.42 7.21 2.45

Fig. 5. At the higher energy we tried the Cottingame-
Holtkamp (CH) potential [22], the result of which is also
shown in Fig. 5. Typical DWIA calculations using all
of these potentials are shown in Fig. 6. DWIA calcu-
lations for other angles exhibit similar variations. For
these choices of potential, all of which provide reason-
ably good fits to the elastic scattering data, the changes
in the DWIA cross sections are small. For completeness
we have also included in Fig. 6 calculations at 115 MeV
using the Carnegie-Mellon (CM) potential of Amman et
al. [18], the potential used in the previous analyses [5,
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FIG. 5. Elastic scattering of 7% from 0O at 114.4 MeV
and 162.6 MeV [9]. The curves represent optical model fits
and are discussed in the text. The parameters are given in
Table I. The solid curve (FG) represents the fixed geometry
fit applied in the present analysis.

12]. This potential provides a poor fit to the 114.4 MeV
elastic scattering data (see Fig. 5). The DWIA cross sec-
tions with this potential differ primarily in magnitude,
although some shape differences are evident. In the re-
mainder of the paper all DWIA calculations use our fitted
pion potential. The other input is as discussed above.
The DWIA formalism contains various approximations
which have been discussed in some detail in Refs. [11,
16]. Comparisons to experimental data for 160(rt, 2p)
[5,12] have shown that such calculations reproduce the
dependence of the reaction on a variety of kinematic vari-
ables quite well. The one major discrepancy lies in the
overall magnitude of the calculations. In the compar-
isons made to O(n*,2p)!4N, the DWIA calculations
appear to be about a factor of 3—10 smaller than the
data, depending on the nuclear states. The origins of
the discrepancies remain to be understood, whether they
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FIG. 6. DWIA calculations of the **O(n™, 2p) angular cor-
relations using different optical model potentials discussed in
the text. The calculations are for absorption on L = 0 and
L = 2 deuterons with one proton at 6; = 50° and the second
at angle 62. We have integrated over the momenta p; of the
outgoing protons. The various curves are labeled by the pion
optical potential with the solid curve (FG) representing the
fixed geometry fit applied in the present analysis.
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arise from deficiencies in the nuclear structure or from
the reaction dynamics. However, in the present paper
the DWIA calculations are used primarily as a method
of determining the shape of the cross section, and not
the absolute magnitude, in order to extrapolate the data
into the unmeasured regions. Given the rather good de-
scription of the dependence of the experimental data on
kinematic variables, the calculations should be adequate
for extrapolation purposes. Additionally, and of great
importance, we use the DWIA calculations to quantify
the effects of FSI's by comparing calculations with and
without an imaginary potential for the outgoing protons.
The procedure and justification have been presented in
some detail in our previous publication [5]. The results
are primarily dependent on the proton optical model po-
tential, and this is sufficiently well determined to provide
a reliable estimate of the FSI.

B. Monte Carlo calculation
of phase space distributions

There exists no theoretically based model for calculat-
ing the more complicated reaction processes which lead
to four- or more-body final states. These processes can
be of various types. For example, one can have an ISI
in which the incoming pion knocks out a nucleon and
then is absorbed on a pair of nucleons through a two-
body absorption process. In a similar fashion one can
have two-nucleon absorption followed by the knockout of
additional nucleons by the outgoing protons (FSI). Be-
yond these more mundane processes which are part of the
two-nucleon absorption process, multinucleon absorption
by more than two nucleons in the nucleus may be possi-
ble. Such potentially interesting processes will populate
the same kinetic regions, and without detailed theoretical
calculations, or at least theoretical guidance, will be dif-
ficult to extract. This is especially true in an experiment
in which only two final state protons are detected. We
make no attempt to extract these multinucleon processes
in this work. Rather we want a model which will allow us
to subtract such processes from our data, independent of
their origin, in order that we may extract a total direct
two-nucleon absorption cross section.

Following the works of Refs. [1,4, 23], in which three-
nucleon final state experimental data were analyzed, we
have chosen to simulate the multinucleon “background”
using phase space. In particular, we assume uniform
population of four-body phase space (three nucleons and
the residual mass 13 nucleus), subject to a weighting
which restricts the momentum of the residual nucleus to a
Gaussian momentum distribution with width ¢ = 69v/3
MeV/c. Such calculations constitute a spectator model
in which the motion of a group of three nucleons in the
initial 160 nucleus is assumed to be described by a Gaus-
sian momentum distribution, and the incoming pion is
absorbed by the three nucleons.

Although this is an exceedingly simplified model, it,
along with the DWIA, provides a good description of the
present data. This model also describes 3He(w™, 2p) data
in regions of phase space far from those dominated by the
two-nucleon absorption process [24]. We have therefore

adopted this simple model as a method of providing a
description of the multinucleon “background” processes,
independent of their origin.

The calculations were carried out with the Monte Carlo
code FOWL [25]. The geometry of our experimental setup
was incorporated, and simulations done for four-body
(three-nucleon) phase space. The width parameter of the
Gaussian momentum distribution o was chosen by com-
paring calculations to the two-nucleon absorption data.
In this case the pions were assumed to be absorbed on
a nucleon pair which had a Gaussian momentum distri-
bution of width ogv/2 relative to the residual nucleus.
The size parameter og was varied until a reasonable de-
scription of the width of the angular correlation data was
obtained. The value was oo = 80 MeV/c.

Comparisons of the two sets of calculations, DWIA and
phase space simulations, with the data are presented in
the next section.

V. TWO-NUCLEON ABSORPTION
CROSS SECTIONS

In this section we compare the results of the two cal-
culations to the experimental data, and extract the two-
nucleon absorption cross section for the different excita-
tion energy regions and the two incident energies. We
have chosen initially to compare the calculations to data
with minimum granularity. Therefore, the momentum
sharing distributions of Figs. 3 and 4 have been in-
tegrated to generate a single differential cross section
(do /dS21) with the acceptance of the experiment for each
angle 6; and each set of data. Such data we shall refer to
as an angular distribution. Note that the data affected
by the plastic scintillator threshold were excluded from
the integral.

One can see how such angular distributions might be
less sensitive than the momentum sharing distributions
to the details of the theoretical model. If quasideuteron
two-nucleon absorption was dominant and the experi-
ment had 100% acceptance for (wt,2p), the quantity
do/dY; would be essentially the 7td — pp differential
cross section (neglecting small effects due to three-body
phase space and the Fermi motion). This statement
would be true independent of the relative contributions
from different angular momentum transfer, e.g., L = 0
and L = 2 for the low excitation energy region. On
the other hand, the momentum sharing distribution more
closely reflects the momentum distribution of the bound
deuteron, and as such is rather sensitive to the mixture
of angular momentum transfer. Similarly, the angular
distributions for the phase space calculations will be less
sensitive to the detailed momentum distribution of the
three-nucleon cluster. The phase space angular distribu-
tions discussed above are quite flat, and changes in details
such as the width parameter og, or even the number of
particles in the final state, have rather little effect.

The single differential cross sections for the 0-20 MeV
excitation energy range are shown in Figs. 7(a) (115
MeV) and 8(a) (165 MeV). Also shown is the shape of the
free m*d — pp cross sections. The comparisons clearly
show the effects of the limited acceptance of the present
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experiment. For a fixed spectrometer angle 8; the asso-
ciated proton from two-nucleon absorption populates a
cone, centered at the 7*d — pp conjugate angle, which
is detected by our large scintillator array. When 6; is
large the associated cone which goes to forward angles is
relatively small, since the forward going proton has large
momentum. Our detector accepts most of these events
(~ 80%) with a single central setting. However, when 6;
is small, the inverse is true and the central setting of the
array captures only about 60% of the associated particles.
(For the higher excitation energy the cone is larger due
to the fact that the Fermi momentum is larger for more
tightly bound particles.) The integrated quasideuteron
absorption DWIA calculations for our experimental ac-
ceptance are also shown in Figs. 7(a) and 8(a). We see
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FIG. 7. Angular distributions at T, = 115 MeV and
Eex = 0-20 MeV obtained by integrating over the second
proton. (a) The data (O) represent the integral of the mo-
mentum sharing distributions (up to the onset of the plastic
scintillator threshold) presented in Fig. 3. The triangles rep-
resent the integral of the DWIA calculations with the same
limits as the experimental data and normalized to the mo-
mentum sharing distributions as displayed in Fig. 9. The
curve represents the 7+d — pp cross section [13] at 115 MeV
arbitrarily normalized. (b) The squares represent the data of
panel (a) extrapolated into the unmeasured regions using the
DWIA calculations. The curve represents the ntd — pp
cross section at 115 MeV normalized to the data.

that with a single normalization the DWIA calculations
reproduce the data quite well.

To extract the two-nucleon absorption cross section
from these data, we first make the assumption that the
shape of the angular distribution for two-nucleon absorp-
tion is the same as that for 7*d — pp. Second, we assume
that backgrounds due to more complicated processes can
be represented by our phase space Monte Carlo simu-
lations, and have integrated them over the experimen-
tal acceptance to generate do/dQ?; (background). Third,
we obtain an extrapolation factor for each angle from
the DWIA calculations by taking the ratio of the DWIA
cross section integrated over the acceptance of our ex-
periment to the DWIA cross section integrated over the
entire phase space.

The procedure is then iterative. For each excitation
energy we first subtract the simulated multinucleon back-
ground, normalized with a particular constant, from the
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FIG. 8. Angular distributions at T, = 165 MeV and
Eex = 0—20 MeV obtained by integrating over the second pro-
ton. (a) The data (O) represent the integral of the momentum
sharing distributions presented in Fig. 3. The triangles repre-
sent the integral of the DWIA calculations normalized to the
momentum sharing distributions as displayed in Fig. 10. The
curve represents the m*d — pp cross section [13] at 165 MeV
arbitrarily normalized. (b) The squares represent the data of
panel (a) extrapolated into the unmeasured regions using the
DWIA calculations. The curve represents the 7+d — pp cross
section at 165 MeV normalized to the data.
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experimental angular distribution data. We then multi-
ply the difference by the extrapolation factors determined
from the DWIA calculations. The resultant angular dis-
tribution is compared to the shape of the free 7td — pp
cross section and the process repeated, varying the back-
ground normalization constant, until the resultant is well
described by the n¥d — pp differential cross section.

A. Direct two-nucleon absorption (0—20 MeV)

The results of this procedure for the 0-20 MeV region
are shown in Figs. 7(b) and 8(b). In this case the nor-
malization of the background was consistent with zero
for both incident energies. We thus conclude that this
region is primarily populated by direct two-nucleon ab-
sorption. This is not too surprising considering the fact
that the bulk of the yield lies at excitation energies below
the breakup threshold of 14N, and that according to shell
model calculations essentially all of the (1p)? strength lies
in this energy region.

The total cross sections are then obtained by integrat-
ing the normalized n7*d — pp differential cross section
shown in Figs. 7(b) and 8(b). The resulting cross sec-
tions are presented in the first column of Table II. These
represent the directly measured two-nucleon absorption
cross sections for 0-20 MeV excitation in N with no ISI
or FSI corrections. The errors reflect the statistical and
systematic errors of the present experiment. The effects
of the FSI are included in the next subsection.

Having completed the analysis of the angular distribu-
tion data, we show a more detailed comparison in Figs.
9 and 10, where we have compared the DWIA calcu-
lations directly to the momentum sharing distributions.
The comparisons of the calculations to these data were
actually done in parallel with the analysis of the angular
distribution data, since due to the limited acceptance of
the experiment the mixture of the two angular momenta

TABLE IIL

%0(n*,2p) T,=115 MeV E_=0-20 MeV
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FIG. 9. Momentum sharing distributions as in Fig. 3 for
the °O(r*,2p)**N reaction at T = 115 MeV and with
FEex = 0-20 MeV. The curves are the normalized DWIA for
L = 0 (dashed curve) L = 2 (dotted curve), and their sum
(solid curve). The downward arrows indicate the onset of the
plastic scintillator threshold. Data above this point represent
lower limits.

has a small, but non-negligible, effect on the angular dis-
tribution analysis. The choice of the normalizations for
the L = 0 and L = 2 DWIA calculations was done as in
the previous analyses [5, 6, 12] by first fitting data for a

115 MeV and 165 MeV quasideuteron absorption cross sections for each missing mass region. The unperturbed

experimental cross section (direct), the yield obtained after corrections, and the fraction of the total absorption cross section®

Oabs are listed.

Direct % of o corrected® % of®

o (mb) Cabs for FSI’s (mb) Tabs
0-20 MeV
115 MeV 35+3 17+3 877 42+8
165 MeV 28+2 15+3 61+5 337
20-70 MeV
115 MeV 245+5 1243 64+12 317
165 MeV 13+2 T+2 33+6 1845
20-45 MeV
165 MeV 8.6£1.5 4.6£1.2 2244 11.5£3.0
45-70 MeV
165 MeV 4.64+0.8 2.41+0.6 11+£2 6.1+1.6
0-70 MeV
115 MeV 60+5 2945 152+14 74+14
165 MeV 41+3 2245 9448 50+10

20abs = 206 £ 33 mb at 115 MeV, 188 & 36 mb at 165 MeV [36].
®The quoted errors exclude the error due to the final state interaction correction which is estimated to be 15%—20% (see text).
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FIG. 10. Momentum sharing distributions as in Fig. 3
for the *O(r*,2p)!4 N reaction at T, = 165 MeV and with
Eex = 0-20 MeV. The curves are the normalized DWIA for
L = 0 (dashed curve) L = 2 (dotted curve), and their sum
(solid curve). The data are unaffected by the the plastic scin-
tillator threshold.

9° x 9° cut on the plastic array centered at the quasifree
angle. In this case the peak yield arises predominantly
(>90%) from the L = 0 states. Once this normalization
had been obtained, the normalization of the L = 2 calcu-
lation was chosen by obtaining the best overall descrip-
tion of the momentum sharing data. These calculations
were then integrated and summed incoherently to obtain
the DWIA angular distributions presented in Figs. 7(a)
and 8(a). As can be seen in the figures, the DWIA cal-
culations describe the 0-20 MeV excitation energy mo-
mentum sharing data very well. An interesting aspect
is that the normalizations of the DWIA calculations as
presented are identical for the two incident energies. We
shall return to this point later.

B. Direct two-nucleon absorption (20-70 MeV)

The same procedure was followed for the 20-70 MeV
excitation energy region. For the 165 MeV data this
region was subdivided into two parts. In this excita-
tion energy range contributions from multinucleon back-
ground are more visible. In Figs. 11(a), 12(a), and 13(a)
we present the angular distributions extracted from the
measured experimental data. In all cases the angular dis-
tributions are flatter than those for the 0-20 MeV range.
This is particularly true of the 45-70 MeV excitation

energy data at 165 MeV. Also shown in these figures
(a) are the simulated multinucleon angular distributions
with the final normalization resulting from our iterative
procedure. In the second panels [Figs. 11(b), 12(b), and
13(b)] we present the angular distributions following sub-
traction of the multinucleon background. We note that
the multinucleon background contribution is quite sizable
at 165 MeV, particularly for the 45-70 MeV excitation
energy region. However, at 115 MeV the background is
more modest, representing only about 20% of the yield
even at 78° where the absorption on a quasideuteron is a
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FIG. 11. Angular distributions at T» = 115 MeV and with
FEex = 20-70 MeV obtained by integrating over the second
proton. In each panel the curve represents the #td — pp
cross section [13] at 115 MeV normalized to the data. (a)
The data (O) represent the integral of the experimental mo-
mentum sharing distributions (up to the onset of the plastic
scintillator threshold) presented in Fig. 4. The diamonds rep-
resent the integral of the four-body phase space calculations
normalized as discussed in the text. (b) The squares represent
the difference between the data and the phase space calcula-
tions as presented in panel (a). The triangles represent the
integral of the DWIA calculations normalized to the momen-
tum sharing distributions as displayed in Fig. 14. (c¢) The
squares represent the data of panel (b) extrapolated into the
unmeasured regions using the DWIA calculations.
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minimum. Also shown in these panels (b) are the DWIA
calculations for (1s-1p) L = 1 integrated over the detec-
tor acceptance.

The bottom panels [Figs. 11(c), 12(c), and 13(c)]
present the final angular distributions, after multiplying
by the extrapolation factors determined from the DWIA
calculations. Note that the extrapolations are larger for
this excitation energy region due to the fact that the an-
gular correlation is broader as has been discussed.

The integrated two-nucleon absorption yield, using the
ntd — pp angular distribution as before, is presented in
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FIG. 12. Angular distributions at T, = 165 MeV and with
Eex = 20-45 MeV obtained by integrating over the second
proton. In each panel the curve represents the 77d — pp
cross section [13] at 165 MeV normalized to the data. (a)
The data (O) represent the integral of the experimental mo-
mentum sharing distributions (up to the onset of the plastic
scintillator threshold) presented in Fig. 15. The diamonds
represent the integral of the four-body phase space calcula-
tions normalized as discussed in the text. (b) The squares
represent the difference between the data and the phase space
calculations as presented in panel (a). The triangles represent
the integral of the DWIA calculations normalized to the mo-
mentum sharing distributions as displayed in Fig. 15. (c) The
squares represent the data of panel (b) extrapolated into the
unmeasured regions using the DWIA calculations.
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the first column of Table II. In this case an error reflecting
a 50% variation in the subtracted background has been
taken in quadrature with the systematic errors for each
cross section.

Again to provide a more detailed comparison the mo-
mentum sharing distributions are compared to the theo-
retical calculations in Figs. 14, 15, and 16. At both inci-
dent energies we obtain a rather good fit to the data by
including a multinucleon background. The magnitudes,
shapes, and angular dependence of the cross sections are
quite well described.
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FIG. 13. Angular distributions at T, = 165 MeV and with
Eex = 45-70 MeV obtained by integrating over the second
proton. In each panel the curve represents the #*d — pp cross
section at 165 MeV normalized to the data. (a) The data (O)
represent the integral of the experimental momentum shar-
ing distributions (up to the onset of the plastic scintillator
threshold) presented in Fig. 16. The diamonds represent the
integral of the four-body phase space calculations normalized
as discussed in the text. (b) The squares represent the dif-
ference between the data and the phase space calculations as
presented in panel (a). The triangles represent the integral of
the DWIA calculations normalized to the momentum sharing
distributions as displayed in Fig. 16. (c) The squares repre-
sent the data of panel (b) extrapolated into the unmeasured
regions using the DWIA calculations.
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FIG. 14. Momentum sharing distributions as in Fig. 4
for the 60(nt, 2p)*N reaction at T = 115 MeV and with
FEe.x = 20-70 MeV. The dashed curves are the normalized
DWIA for L = 1. The vertical bars are Monte Carlo four-
body phase space simulations, the height representing the
statistical error, normalized as in Fig. 11. The solid curve
is the smoothed sum of the two calculations. The arrows in-
dicate the onset of the plastic scintillator threshold. Data
above this point represent lower limits.

C. Total direct two-nucleon absorption

The first column of Table II contains the cross sections
extracted directly from the experimental data. The mea-
sured direct two-nucleon absorption cross section repre-
sents about 29% of the total absorption cross section at
115 MeV, dropping to about 22% at 165 MeV. Thus, our
more detailed analysis agrees with the qualitative con-
clusions reached in Sec. III concerning the energy depen-
dence of the two-nucleon absorption cross section. There
we noted that both the inclusive and exclusive cross sec-
tions fell with energy more rapidly than the 7*d — pp
cross section.

D. Final state interactions: total two-nucleon
absorption cross sections

The data presented in the first two columns of Table
II represent the direct two-nucleon absorption cross sec-
tion. As discussed in the Introduction, one can also have
two-nucleon absorption either preceded (ISI) or followed
(FSI) by additional interactions. For the latter we be-
lieve that the DWIA, combined with a good phenomeno-
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FIG. 15. Momentum sharing distributions for the
16O(7r+, 2p) 14N reaction at Ty = 165 MeV and with Eex = 20—
45 MeV. The dashed curves are the normalized DWIA for
L = 1. The vertical bars are Monte Carlo four-body phase
space simulations, the height representing the statistical er-
ror, normalized as in Fig. 12. The solid curve is the smoothed
sum of the two calculations. The arrows indicate the onset
of the plastic scintillator threshold. Data above this point
represent lower limits.

logical proton optical model potential, provides a satis-
factory method of calculating the effects of final state
interactions on the two-nucleon absorption process. A
detailed discussion of this FSI correction is given in Ref.
[5]. Briefly, we have carried out a series of DWIA calcu-
lations of two-nucleon absorption both with and without
the imaginary part of the proton optical model poten-
tial. We assume that the ratio of the calculations with
no proton imaginary potential to those with the proton
imaginary potential represents the effect of FSI’s on the
magnitude of the two-nucleon absorption cross section.
The same type of calculation, also using the Nadasen et
al. [17] proton optical model potential, is capable of pre-
dicting the ratio of the (e, e'p) exclusive cross sections to
(e, €’) inclusive cross sections to within about 15% for a
range of nuclei from 12C to 81Ta [26, 27]. Further dis-
cussion supporting this treatment of FSI’s is presented
in Ref. [5].

In the calculations we find the FSI correction factor
for the 0-20 MeV excitation region to be large (approx-
imately 2.5 at 115 MeV and 2.2 at 165 MeV) and to
be almost independent of the angle 6; (<10% variation).
The correction is somewhat larger for the 20-70 MeV
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excitation energy region and for L > 0 (S 10%). Note
that although the FSI correction factor appears to be
very large, it corresponds to a correction of about 1.5-
1.6 for each final state proton. This in turn implies only
about a 35% chance that the outgoing proton undergoes
an inelastic collision with the residual nucleus.

We have multiplied the extracted direct two-nucleon
absorption cross sections presented in Table II by the ap-
propriate calculated DWIA ratios. The results, the total
two-nucleon absorption cross section including FSI’s, are
presented in the last two columns of Table II. The er-
ror in the two-nucleon absorption cross section reflects
the experimental error and an estimate of the error in
the multinucleon “background” subtraction. However,
no estimate of the error in the FSI correction is included.

The FSI corrections are very large and obviously have
a major impact on our interpretation of the overall dom-
inance of two-nucleon absorption in pion absorption on
nuclei. Fortunately, we have available a reasonable test
of our method of determining the FSI. In particular, for
regions of phase space dominated by two-nucleon absorp-
tion, we can compare the inclusive and exclusive cross
sections. In terms of FSI’s the difference in the magni-
tudes of the two cross sections is primarily due to the
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FIG. 16. Momentum sharing distributions for the

0(nt,2p)* N reaction at T, = 165 MeV and with
FEex = 20-70 MeV. The dashed curves are the normalized
DWIA for L = 1. The vertical bars are Monte Carlo four-
body phase space simulations, the height representing the
statistical error, normalized as in Figs. 12 and 13. The solid
curve is the smoothed sum of the two calculations. The ar-
rows indicate the onset of the plastic scintillator threshold.
Data above this point represent lower limits.

FSI of one of the outgoing protons. Thus, in our DWIA
model, if the FSI treatment is adequate, we should be
able to calculate the inclusive cross sections (in regions
dominated by two-nucleon absorption) for each angle 6;.
This is done by using the normalizations obtained from
the analysis of the exclusive data, setting the imaginary
part of the optical model potential for the second proton
equal to zero, and integrating the DWIA calculation over
the full angular range of the second proton.

The results of these calculations are presented in Figs.
17 and 18. For consistency in the analysis we have also
included our multinucleon simulation, which we would
like to normalize as in the analysis of the exclusive data.
This, however, is difficult since it is necessary to choose
the nucleon content (protons or neutrons) of the three
nucleons absorbing the pion. Based on the three-nucleon
final state data of Ransome et al. [3], we have assumed
the dominance of absorption on (pnn) triplets leading to
a (ppn) final state. Because of the uncertainty, we believe
that the comparison to the inclusive data is most valid at
30°, where the two-nucleon cross section is large, and the
multinucleon cross section is relatively small. Here we
see that at both energies the peak cross section is under-
predicted by only about 10-15%. When one considers
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FIG. 17. Inclusive **O(n*, p) cross sections (O) for an in-
cident pion energy of 115 MeV as in Fig. 1. The dashed curves
are the sum of the DWIA calculations for L =0, L = 1, and
L = 2 normalized to the momentum sharing distribution.
The dotted curves represent the phase space simulations nor-
malized as discussed in the text. The solid curve is the sum
of the two calculations. For small angles the dot-dashed line
represents a DWIA calculation for the (1, 7 p) reaction nor-
malized to coincident data gated on pion events in the plastic
scintillator array [8].
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the contributions from (7, pn) two-nucleon absorption
(S 5%) [28] and other three-body final state absorption
channels such as (7, pd) [23], the agreement is good. We
therefore argue that our method for correcting the two-
nucleon absorption cross section for the effects of FSI’s
is reliable, and probably accurate at the 15%—20% level.

Taking our FSI corrections we conclude that at 115
MeV the two-nucleon absorption process is dominant, a
conclusion reached in our previous analysis. Including
the (m*,pn) channel the two-nucleon absorption with
FSI’s accounts for approximately 80% of the total ab-
sorption cross section. However, near the peak of the A
resonance at 165 MeV, the fraction of the total absorp-
tion cross section contained in two-nucleon absorption
corrected for FSI’s drops to about 50%.

E. Comparison to theoretical predictions

The total cross section results are summarized in Fig.
19, where we have plotted the energy dependence of
the direct two-nucleon absorption cross section, the to-
tal two-nucleon absorption cross section including FSI’s,
and the ratio of this to the total absorption cross section.
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FIG. 18. Inclusive **O(n*, p) cross sections (A) for an in-
cident pion energy of 165 MeV as in Fig. 1. The dashed curves
are the sum of the DWIA calculations for L = 0, L = 1, and
L = 2 normalized to the momentum sharing distribution. The
dotted curves represent the phase space simulations normal-
ized as discussed in the text. The solid curve is the sum of the
two calculations. For small angles the dashed-dot line repre-
sents a DWIA calculation for the (7%, 7% p) reaction normal-
ized to the coincident data gated on pion events in the plastic
scintillator array [8].
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The ratios at 115 and 165 MeV in Fig. 19(c) have been
increased by 4% to account for undetected yield arising
from (7w, pn) reactions [28]. For completeness we have
also included the results at 65 MeV [23,29,30]. In spite of
the large errors, arising in part from the measured total
absorption cross section, we see a systematic decrease in
the fraction of the total absorption cross section which is
two-nucleon absorption as the incident energy increases.

The calculations of Masutani and Yazaki [31] for 60
and of Oset, Futami, and Toki [32] for }2C are in remark-
ably good agreement with these results [see Fig. 19(c)].
In the calculations of Masutani and Yazaki, the losses
from the two-nucleon channel are explicitly attributed to
one or more pion initial state interactions (ISI’s). Oset,
Futami, and Toki attribute the losses to sequential A
production, also ISI’s. Although the DWIA calculations
discussed in Sec. IV have to be normalized to the data,
the normalization is the same at the two energies; this
is also consistent with the increased losses from the two-
nucleon channel at 165 MeV being due to ISI’s, described
by the pion potential. However, the attribution of large
losses from the two-nucleon channel to ISI’s is not con-
sistent with experimental results [33, 34]. Indeed, the
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FIG. 19. Total two-nucleon absorption cross sections from
the present experiment and that of Refs. (23,29, 30]. (a)
Direct two-nucleon absorption cross section. The curve rep-
resents the shape of the the 7+d — pp total cross section. (b)
Two-nucleon absorption cross section corrected for FSI's. (c)
Ratio of total two-nucleon absorption cross section of panel
(b) to the total absorption cross section. The curves rep-
resent calculations for *2C with (dashed curve) and without
(solid curve) medium modifications [32]. The diamonds (<)
represent calculations by Masutani and Yazaki [31].
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absence of experimental evidence of ISI’s before absorp-
tion is often taken as evidence to indicate that the losses
must be due to multinucleon absorption dynamics. Since
two-step pion quasifree scattering is quite strong, the ap-
parent weakness of them in absorption is very puzzling
[35].

VI. SUMMARY AND CONCLUSIONS

From measured ®O(7 ™, 2p) data covering a large frac-
tion of the two-nucleon absorption phase space, we have
extracted the direct two-nucleon absorption cross sec-
tions. These were extracted using a combination of
DWIA calculations to describe the two-nucleon absorp-
tion, and four-body final state phase space calculations to
describe multinucleon absorption or other more compli-
cated processes. The combination of these calculations
provides a good description of the shape of the exper-
imental data, and therefore provides a good method of
extrapolating the data into the unmeasured regions. The
directly measured two-nucleon absorption cross sections
are found to decrease more rapidly with energy than the
nTd — pp cross section.

Using the DWIA we make quantitative predictions of
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the effects of FSI’s on the two-nucleon absorption cross
section. Although these are large, they are subject to
test by comparing DWIA calculations to the inclusive
16Q(7r*, p) data. This comparison gives us confidence in
the FSI corrections applied in this paper, and leads to
the conclusion that two-nucleon absorption dominates at
115 MeV, decreasing to about 50% of the total absorption
cross section at 165 MeV.

Finally, the energy dependence of the ratio of the two-
nucleon to the total absorption cross section is described
well by the calculations of Refs. [31] and [32] as well
as those using the DWIA described here. However, all
these calculations attribute the energy dependence to an
increased pion ISI probability at the higher energy, in
apparent contradiction to experimental searches for this
process.
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