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Statistical fragmentation of Au projectiles at E /A =600 MeV
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The mean multiplicity of intermediate mass fragments (IMF) (M«„) produced by fragmentation of
Au projectiles interacting with targets of C, Al, Cu, and Pb at an incident energy of E/A =600 MeV is

compared to predictions of statistical multifragmentation and sequential evaporation models. The initial

conditions for the calculations were provided by Boltzmann-Uehling-Uhlenbeck simulations. In the

high excitation energy regime where the IMF multiplicity reaches its maximum the observed universal

correlation between (M«„) and the total charge Zb, „„~of projectile fragments with charges Z ~ 2 can-

not be reproduced by a sequential evaporation code. In this regime the data are better described by sta-

tistical decay calculations which assume the formation of an expanded nuclear system and a rather fast

breakup.

PACS number(s): 24.60.Ky, 25.40.Sc, 25.70.Pq

In a recent experiment performed with the ALADIN
spectrometer at SIS [l], the fragmentation of Au projec-
tiles after collisions with C, Al, and Cu targets at a bom-
barding energy of E/A =600 MeV per nucleon was stud-
ied [2,3]. With increasing violence of the collision, mea-
sured via the multiplicity of light particles, the so-called
rise and fall of the mean fragment multiplicity (M,~„)
was revealed [2] as predicted, for example, in Ref. [4].
Ordering the collisions according to the summed charge
Zb, „„d of projectile fragments with Z 2, a remarkable
target independence of the intermediate mass fragment
(IMF) multiplicity was found [3] where an IMF is defined
as a fragment with 3 & Z ~ 30. Figure l shows this corre-
lation together with new data from Au + Pb collisions,
obtained from the same experiment at E/A =600 MeV.
As already observed for the lighter targets the IMF mul-
tiplicity observed within the acceptance of the ALADIN
spectrometer [3] is also for Au +Pb collisions with de-
creasing Zb, „„d first increasing up to a maximum value of
(M,~z) =3.5 —4 at Zb, „„d=40. For smaller values of
Zb, „„d corresponding to more central collisions [3], the
IMF multiplicity is then again declining. Except for a
weak systematic decrease of the maximum IMF multipli-
city with increasing mass of the target nucleus, no

significant target dependence of (M,st„) is observed.
For the different targets, a given value of Zb, „„d corre-

sponds to diFerent impact parameters [3] and hence
different reaction geometries. Therefore, the observed
universal behavior provides a necessary —although not
sufficient —condition for a chemical equilibrium being es-
tablished during the fragmentation process. In order to
address the question whether also the degrees of freedom
associated with the kinetic motion might be equilibrated
in these collisions, we examined the velocity spectra of
the produced fragments. In the present experiment this
analysis is restricted to fragments with charge Z ) 7 [3].
In the top part of Fig. 2 we show the mean fragment ve-
locity (P~~) parallel to the beam direction for Au + Cu
reactions. In addition the vertical bars mark the root-
mean-square (rms) deviations of the longitudinal veloci-
ties. The different symbols correspond to different event
classes characterized by Zb, „„d. Consistent with previous
studies [5,6], in the limiting fragmentation regime (P~~)
deviates for all fragments by less than 1% from the in-
cident beam velocity (see horizontal line) and is indepen-
dent of the event class. Furthermore, no target depen-
dence was observed. Due to uncertainties in the walk
corrections of our time-of-Aight system, the absolute
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FIG. 1. Correlation between the mean IMF multiplicity

(M&M„) and Zb, „„d for Au + C, Au + A.l, Au + Cu, and Au
+ Pb reactions at E/A =600 MeV. The hatched area marks
the region which is excluded due to the lower limit of the IMF
charge of Z =3. The dashed line is the result of an uncondi-
tional Z partition of finite nuclear systems with charges Z (40.

values of the mean fragment velocities may have addi-
tional systematic errors of about +0.004c for light frag-
ments with Z —10 or projectilelike fragments with Z -70
and up to +0.007c for heavy fragments with Z-40 (see
hatched bars in Fig. 2). Thus, the data indicate little, if
any, dependence of (pI~ ) on the fragment charge.

The bottom part of Fig. 2 shows the ratio between the
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FIG. 2. Mean longitudinal velocity (PII ) (upper parti and ra-

tio of the transverse and longitudinal rms velocity (lower part)
as a function of the fragment charge Z. The different symbols

correspond to different gates on Zb, „„d. The horizontal line in

the upper part marks the beam velocity. The hatched bars indi-

cate systematic errors of ( pII ) which are due to uncertainties in

the walk corrections of the time-of-flight system (see text for de-

tails).

rms deviations of the transverse and longitudinal velocity
distributions. The data have been corrected for the beam
divergence and multiple scattering broadening. For all
event classes and all fragment charges the ratio deviates
by less than 20% from unity.

The rather similar mean longitudinal velocities of the
different fragments and the almost isotropic velocity dis-
tributions are compatible with the assumption of a kinet-
ic equilibrium being accomplished prior to the decay of
the primary projectile spectator. It seems, therefore,
worthwhile to confront the observed fragment distribu-
tions with predictions of statistical models. %'e will erst
concentrate on nondynamical descriptions which can be
considered as a basis for more elaborate models. In par-
ticular, we performed calculations with the sequential
evaporation code GEMINt of Charity and co-workers [7]
which is based on a transition state theory [8], and the
statistical multifragmentation (SMF) models of Bondorf
and co-workers (Copenhagen SMF) [9,10] and Gross and
co-workers (Berlin SMF) [11] which describe the simul-
taneous decay of an expanded nuclear system.

Without additional model input the masses, charges,
and the excitation energies of the decaying projectile
fragments are not known. Therefore, in a first step, exci-
tation functions for a series of nuclei located along the
valley of stability were calculated. The excitation energy
was varied between 2 and 20 MeV per nucleon. Angular
momentum effects were neglected and an initial angular
momentum of J=0 was assumed for all calculations. In
the case of the GEMINI calculations it has been checked
that in account of the rather high excitation energies for
an angular momentum of J =SO% the IMF multiplicity
increases by approximately 15% (see also Ref. [12]). Ig-
noring any dynamical correlations between fragments
within a given event, the generated Monte Carlo events
were filtered by a simple efficiency function depending
essentia11y on the charge Z of the fragment

e(Z) = 1 —a exp( —Z) .

For simplicity, the parameter a was kept constant at a
value of +=2. A variation of a within the range from 1

to 4, which covers the possible variation of the detection
eSciency for projectile fragments in the ALADIN spec-
trometer [3], affects the mean IMF multiplicity by less
than 5%.

The lines in Fig. 3 show representative results of these
calculations for primary nuclei ( A „Z, ) = ( 100,40),
(131,54), and (190,75). For orientation, the squares
represent the correlation between Zb, „„d and (M,M„)
measured for the Au + Cu reaction. Qualitatively, all
calculations exhibit a rise and fall of the IMF multiplici-
ty: At 1ow excitation energies Zb, „„d is close to its max-
imum value of Z, and (M,M„) is small. With increasing
excitation energy, (MtMF ) is first increasing up to a max-
imum at an excitation energy of approximately 10 MeV
per nucleon and —for even higher excitation energies—
again declining. Whereas the Berlin [11] and
Copenhagen [10] multifragmentation codes (see center
and right parts of Fig. 3) predict rather sitnilar relations
between Zb, „„z and (MtMF), the IMF multiplicities de-

duced from the sequential decay program GEMINI are
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FIG. 3. Comparison of the (M&MF)-zb, „„d correlation ob-
served for Au + Cu reactions (squares) with predictions of the
sequential decay code GEMINI (left part) and of the statistical
multifragmentation models of Gross and co-workers (center
part) and of Bondorf and co-workers (right part). The lines

represent excitation functions for different initial systems

( 3
& Zt )= ( 100 40) (131 54), and (190,75). The shaded bands

are predictions based on initial conditions provided by BUU
simulations.

lower by a factor of 2 —3. These observations are in line
with previous studies at lower beatn energies [13,14].
Note that independently of the size of the system the
GEMINI calculations slightly underestimate the IMF mul-

tiplicity for Zb, „„d&30. This implies that irrespective of
the primary size and excitation energy distribution of ex-
cited prefragments (see below), this model can only ac-
count for the experimental ( MIMF )-Zb, „„d correlation
for small Zb«„d if fluctuations are significant.

For high excitation energies, E„/A ) 15 MeV, the
Berlin SMF model and —although less distinct —the
GEMINI code predict a nearly proportional relation be-
tween Zb, „„sand (MIM„) which only weakly depends on
the size of the decaying system. This feature signals a
high-temperature regime where —except for varying
finite size effects —the relative weights of the different de-
cay channels become rather independent of the excitation
energy. As an immediate consequence of this charac-
teristic almost any reasonable smooth distribution of pri-
rnary fragments having excitation energies larger than 15
MeV per nucleon will show the same correlation between
the mean IMF multiplicity and Zb, „„d. The slope of this
correlation rejects essentially the inverse of the mean
fragment charge averaged over the whole phase space.
Obviously the Berlin SMF model reproduces the experi-
mental behavior in the high temperature region rather
well. On the other hand, decay calculations with the
GEMINI code and the Copenhagen multifragmentation
model show notable deviations from the observed
(M,M„)-Zb«„d relation at small Zb«„~ values. The
steep decline of the curves toward small (M,M„) at finite

Zb „„d values predicted by the Copenhagen code can be
traced back to a relative large number of a particles pro-

duced in these calculations. Since those are included in
the definition of ZbpU&d this results —despite a low IMF
multiplicity —in relatively large values for Zb, „„d.Final-

ly, it is worth noting that in the high-temperature regime
at small Zb, „„d the IMF multiplicity (M,M„) is close to
the relation which is expected for an unconditional Z
partition [15]of finite nuclei (dashed line in Fig. 1).

We expect for all reactions that the mass of the
prefragment decreases when going from peripheral to the
most violent reactions. Therefore, the lines in Fig. 3
mark only the possible boundaries for the actual depen-
dence of the IMF multiplicity on Zb, „„d. A more quanti-
tative comparison between the data and the statistical
model calculations requires an interpolation between the
excitation functions of Fig. 3. Our findings illustrated in
Figs. 1 and 2 are consistent with a simple two-step
scenario: In a first, fast stage of the reaction the partici-
pant nucleons from the target and the projectile interact
and remove b, A nucleons from the (gold) projectile. In a
second stage the pre-fragments decay and form the ob-
served particle stable nuclei. Nuclear cascade calcula-
tions or geometrical models like the abrasion-ablation
model predict that the excitation energy of the prefrag-
ment A

&

= Ap j AA is in first order proportional to the
number of removed nucleons, i.e.,

(E„)=eh A . (2)

Assuming an abrasion process in the initial step, the re-
moval of a nucleon from the projectile results in an exci-
tation energy of a= 13 MeV [16]. Early CASCADE sirnula-
tions of proton induced reactions [17] predicted an aver-

age energy deposition of e-40 MeV by the removal of
one nucleon. Recent calculations with the CASCADE code
ISABEL gave values for e of about 28 MeV [18].

More realistic descriptions of the primary projectile
spectator may be obtained by microscopic calculations
solving the Boltzmann-Uehling-Uhlenbeck (BUU) equa-
tion. In the present simulations [19] a projectile specta-
tor was defined as all the nucleons within a sphere in
coordinate space. The position and size of this sphere
was such as to include all projectile nucleons that have
yet to undergo a nucleon-nucleon collision. The deposit-
ed energy was calculated from the momentum and poten-
tial energy of all nucleons within this sphere minus an es-
timate of the ground-state energy. By 60 fm/c most of
the fireball-like nucleons have left the reaction zone. Be-
tween 60 and 100 fm/c the deposited energy per nucleon
varies by less than 10%%uo. An average deposited energy
was calculated during this time interval (60—100 fm/c)
for all impact parameters. According to these simula-
tions, e lies between the crude estimates given above and
falls from about 28 MeV in peripheral collisions leading
to A, =180 down to 12 MeV in more central collisions
with A

&
(100. The density of the spectator is predicted

to decrease from about 0.8 times normal nuclear density

po at large impact parameters b =8 fm to less than 0.3po
at b ~4 fm and its angular momentum varies between
2(Hi and 3(Hi.

Since the three statistical models mentioned above as-
sume different initial densities of the decaying systems,
impact-parameter-dependent matching conditions, which
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are in addition different for the various decay calcula-
tions, would be required. For example, for the GEMINI
code a rather early coupling to the BUU code seems to be
more appropriate. However, in this case there would be
still some nucleons from the interaction region within the
sphere which defines the projectile spectator and would
artificially increase the excitation energy. In the present
Rapid Communication, we will for simplicity use for all
decay calculations identical matching conditions which
are characterized only by the excitation energy and size
input parameter. We neglect the varying density (see,
however, Ref. [10] and below), the angular momentum
and a possible deformation of the prefragments. Further-
more, in all calculations standard parameters were used.
Thus, the present investigation cannot provide a unique
interpretation of our data. The calculations rather
represent well-defined reference points for more detailed
future studies.

In order to estimate the (MIM„)-Z»„„d relation,
which is comparable to our experimental observations,
we interpolated between the excitation functions calculat-
ed for the various initial systems using the primary pro-
jectile spectators predicted by the BUU simulations. The
result of this interpolation is marked by the shaded areas
in Fig. 3. The widths of the bands reflect the differences
in the initial conditions for the four targets [20]. Clearly,
the GEMINI calculations do not reproduce the experimen-
tal data. This code underestimates the IMF multiplicity
by about a factor of 2. On the other hand the
Copenhagen model slightly overestimates (MIM„) for
Zb, „„d between 40 and 60. The best overall description of
the observed Z»«d-(MIM„) correlation is given by the
Berlin calculations.

It remains, of course, questionable whether the ideal-
ized conditions assumed in these quasi-static statistical
decay calculations are indeed realized directly after the
fast reaction stage. Furthermore, it is doubtful whether
the dynamics of the fragment formation process itself can
be neglected during the decay process [21]. As a first step
beyond these static phase space calculations we present in
Fig. 4 predictions of the schematic rapid massiUe cluster
formation model (RMCF) described in Ref. [22]. This
code simulates the statistical decay of an expanding nu-
clear system. The expansion is driven by the thermal
pressure and is controlled by the nuclear compressibility.
Although the emission of the fragments is treated sequen-
tially, most fragments are emitted within a short time
window at rather low densities [22]. Thus these calcula-
tions mimic the main effects of a lower initial density in a
GEMINI-like evaporation calculation [23].

The left and right parts of Fig. 4 show results for
E =144 and 200 MeV, respectively, where K denotes the
compressibility constant of a finite nucleus. For a given
initial mass and charge the shape of the Zb „„d-(M,M„)
correlation is obviously rather insensitive to E. However,
for the two compressibilities shown in Fig. 4, a given
point (Zb, „„d,(MIFF ) ) corresponds to initial excitation
energies which differ significantly. For orientation the
circles connected by dashed lines indicate excitation ener-
gies of 5, 10, and 15 MeV per nucleon. Due to this sensi-
tivity on the spring constant E the mean IMF multiplici-
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FIG. 4. Comparison of the (M&&„)-Zb,„„d correlation ob-
served for Au + Cu reactions (squares) with predictions of the
rapid massive cluster formation model of Friedman using a
spring constant of E = 144 MeV (left) and E =200 MeV (right).
The dashed lines connect points of the same excitation energy
per nucleon. The other lines have the same meaning as in Fig.
3.
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ties calculated for the initial conditions determined by the
BUU simulations differ by about a factor of 2. Whereas
for E =144 MeV the maximum IMF multiplicity is in
reasonable agreement with the experimental data, the cal-
culations with the stiffer equation of state —and hence a
weaker expansion —results in a maximum multiplicity
which is comparable to the GEMINI predictions.

The apparent success of the statistical multifragmenta-
tion models or of the RMCF model using a small spring
constant could be taken as evidence for the formation of
a nuclear system at low density. However, it is important
to realize that the statistical calculations presented in this
work disregard fluctuations and correlations which have
been generated during the early pre-equilibrium stage of
the reaction and which may influence the fragment for-
mation in the decay stage [21,24]. It will, therefore, be
interesting to confront the experimental observations
with calculations which combine, e.g. , quantum molecu-
lar dynamics calculations [25] with the various statistical
decay models in order to address the question whether
these initial —and perhaps nonthermal —correlations are
relevant for the fragmentation process. The strong sensi-
tivity of the fragment multiplicity on the expansion dy-
namics emphasizes the necessity of a complete dynamical
treatment of the decay process. In turn, this feature
raises the hope that these studies —complemented by
more systematic experiments —may lead to a quantita-
tive understanding of the disintegration process.
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