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Search for nuclear excitation by laser-driven electron motion
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It has been proposed that a nucleus may be excited by first exciting the atom's electrons with UV pho-
tons. The incident photons couple to the electrons, which would then couple via a virtual photon to the
nucleus. As a test case, experiments with "U have been performed. A pulsed infrared laser produces
an atomic vapor of "U which is then bombarded by a high-brightness UV laser beam. The resulting

ions are collected. The first excited nuclear state of 'U has a 26-min half-life and decays by internal

conversion, resulting in emission of an atomic electron. These conversion electrons are detected by a
channel electron multiplier. An upper limit of 4.0X 10 has been obtained for the probability of excit-

ing the nucleus of a "'U atom that is in the 248-nm UV beam for 700 fs at an irradiance in the range of
1.0X10"to 2. 5 X 10"%'/cm'.

PACS number(s): 23.20.Nx, 32.80.Wr

I. INTRODUCTION

%'ith current high-brightness lasers the electric field of
the laser beam is the same order of magnitude as the elec-
tric field binding the electrons to the nucleus. Atomic
physics experiments in this new regime have led to obser-
vation of a range of interesting phenomena: production
of very high ionic charge states, "above-threshold ioniza-
tion" where the electron in the continuum picks up the
energy of additional photons, and production of radiation
of very high harmonics of the driving field.

It has been proposed that the nucleus itself, in the
induction-zone field of the laser-excited electrons, may be
excited [1]. Such an excitation would not be a direct ab-
sorption of photons by the nucleus (because the wave-
length of the photons far exceeds the size of the nucleus),
but would be a Coulomb excitation by the excited elec-
trons proceeding via virtual photons exchanged with the
nucleus. The nonlinear spatial and temporal response of
an atom to intense laser fields might lead to arnplification
of the laser field at the nucleus and to fields at the nucleus
of multipolarity higher than one [2). These considera-
tions have been motivated largely by the desire to induce
nuclear transitions of isomeric states, as required for a
gamma-ray laser [3].

For investigating this laser-atomic-nuclear coupling, a
search for excitation of the U nucleus via a high-
brightness ultraviolet (UV) laser has been carried out.
The signature for exciting the nuclear isomeric state is its
delayed nuclear radiation. The nuclear excitation is

sought in a collision-free environment to facilitate inter-
pretation of the results; the nucleus is to be excited only

by electrons of its own atom. The U nucleus was
chosen for our first experiment, as it has an extremely
low first-excited-state energy of 77 eV. The U ground
state has spin and parity —,', the first excited state, —,

'

This excited state, having a 26-min half-life, decays by
internal conversion resulting in emission of an atomic
electron. These conversion electrons have a distribution
of energies up to 77 eV.

This experiment was undertaken simultaneously with
theoretical calculations of the same effect. Early specula-
tions by Biedenharn et al. [1], assuming collective
motions of the electrons, indicated transition probabili-
ties (per laser pulse) of order 0.1 for this U case, for
laser irradiances of order 10' W/cm . In a first paper by
Berger et al. [4], the electrons were treated as a classical
gas acted upon by the electric field of the laser. No bind-

ing by the nucleus and no electron-electron interactions
were included. An upper limit of 10 was obtained for
the U nuclear transition probability in a 300-cycle long
(250-fs) laser pulse of irradiance 7X10' W/cm~ and
wavelength 248 nm. In a second paper by Berger et al.
[5], electron motion in the external sinusoidal field of the
laser was treated quantum mechanically in a model where
the Coulomb field of the nucleus was described by a har-
monic oscillator. No electron-electron interactions were
included. The electron-nucleus interaction was described
perturbatively. This calculation yielded extremely low

transition probabilities: only 10 " per laser pulse of
300-cycle duration even at 10 ' W/cm for the U
multipolarity-3 case. Hartmann et al. [6] have also
modeled the laser-electronic-nuclear interaction, but have
not calculated transition rates for the U case. The
present experiment measures nuclear excitation probabil-
ities at lower laser irradiances, but with a sensitivity
much higher than that required by the Biedenharn 0.1

value, though lower than that required by the values of
Berger et al.

The laser coupling of the present search is fundamen-

tally different from that of the experiment of Izawa and
Yamanaka [7]. In their investigation, a U plasma was

produced by high-power infrared laser bombardment of
solid material, and excitation of the 77-eV isomer was

sought. Izawa and Yamanaka claimed to see this excita-
tion, and the result was interpreted as either inverse
internal electron conversion (IIEC) [8] or as nuclear exci-
tation by electron transition (NEET) [7]. However, this
experiment was repeated by Arutyunyan et al. [9], with a
null result. In the current experiment, a uranium vapor
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was irradiated. The electron density so important to
IIEC or NEET was greatly reduced compared to the
above two experiments, so that neither of these two
e6'ects were measurable.

II. EXPERIMENTAL METHOD

One of the difficulties in performing this experiment
lies in the short range of the very low-energy internal
conversion electrons and the long half-life involved.
After irradiation by the UV laser, the uranium atoms
must be collected on a surface. If the deposit is too thick,
most of the conversion electrons will not exit the surface.
Because it is difficult to make an atomic vapor pulse of
less than a microsecond in duration, whereas the ultra-
violet laser pulse is only 1 ps long, it is necessary to select
only those atoms that have interacted with the UV beam
in order to achieve high sensitivity. In this experiment,
the ions made by the UV beam are swept out of the atom-
ic vapor with an electric field (leaving any neutral atoms
behind, including atoms that have not interacted with the
UV beam). Little loss of yield results, as essentially all of
the atoms that see the intense region of the UV laser
beam lose at least one electron.

The scheme of the experiment is thus to bombard a va-
por of U atoms for about 30 min with a few-Hz high-
field UV laser, collect ions formed, turn off the lasers, and
detect delayed electrons from the nuclear decay. Sys-
tematics of beam parameters and gas densities were
determined by time-of-flight measurements of the various
charge states of uranium and argon. Decay measure-
ments were made with vapors of U and U (as a con-
trol). A schematic diagram of the vacuum chamber (pri-
marily stainless steel sealed by copper gaskets pumped by
turbomolecular and titanium sublimation pumps) is
shown in Fig. 1.

After initial trial runs at the University of Illinois at
Chicago, the experiment was moved to Los Alamos. The
248-nm (5 eV photon energy) high-brightness UV beam
was produced by the Los Alamos Bright Source I KrF
laser system [10]. The pulse energies at the uranium tar-
get were typically 10 mJ, with a range extending from 5
to 15 mJ. Pulses were 700 fs long, as determined by two-
photon ionization in nitric oxide gas, and the repetition
rate was 5 pulses per second. The beam was apertured
down to 29 mm, passed through the vacuum chamber,
and focused back into the interaction region by a 5-cm di-
ameter paraboloid mirror of focal length 5 cm. This mir-
ror was mounted outside the vacuum chamber to protect
it from uranium vapor deposits. The two vacuum
chamber windows were made of calcium fluoride [11] to
reduce two-photon absorption and were antireflection
coated.

The "U vapor was formed by laser vaporization. A
3-mm-diameter, 5-mm-long uranium slug was supported
in a small tantalum collet in vacuum, about 1.2 cm from
the UV beam focal region. Data were acquired with two
slugs, one composed of 93%%uo enriched "U, and one of' U (depleted in ' U). A CO2 laser with a pulse energy
of about 150 mJ and a pulse width of 35 ps was focused
by a lens of focal length 25 cm onto the end of the slug
and was synchronized to trigger just before the UV laser.
The timing between the two laser beams was optimized
by maximizing the number of collected ions. Background
gas pressure was typically 2X 10 " torr.

Two 5-cm by 5-cm electrostatic plates, spaced 3 ~ 3 cm
apart, were centered on the interaction region. Two sets
of ion extraction voltages were used: the first had one
plate biased at +5 kV, the other at +1 kV; the second
had biases of +2.5 and —1.5 kV. The higher-voltage
plate had an aperture of 5 mm diameter. Next to this
aperture was a plate biased at the same potential, that
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FIG. 1. Schematic diagram of the experiment.
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could be moved from outside the vacuum to put any of
several aperture sizes in the ion path (apertures ranging
from 0.1 to 5 mm in diameter). The uranium slug and
collet were biased at a potential half~ay between the two
electrostatic plates. For the uranium bombardment runs,
ions were collected through a 1-mm-diameter aperture
onto a stainless-steel catcher plate of 2.5 cm diameter (at
ground potential), located 1.6 cm from the higher-voltage
plate. The catcher plate was connected to a charge-
sensitive preamplifier and amplifier for charge integra-
tion. This signal was digitized by CAMAC electronics
and recorded with a personal computer. Calibration of
the charge collection system was achieved by measuring
the output voltage when the preamplifier was connected
to a silicon detector looking at alpha particles of known
energy from a radioactive source (in vacuum).

The time of flight of the ions was crudely measured
with the catcher plate electronics. It was possible to
separate three to four charge states of uranium, and to
obtain the absolute numbers of ions with this system. In
addition, to get a better measurement of relative yields of
the high charge states (those of most interest), a micro-
channel plate (MCP) was mounted 60 cm above the in-
teraction region for better time-of-flight separation.
When the catcher plate was removed, the time of flight of
the ions could be determined with high resolution. The
MCP signal was also digitized. Examples of MCP time-
of-flight spectra for argon and uranium, both taken with
a 1-mm-diameter aperture, are shown in Figs. 2 and 3.
All MCP measurements were made with the 1-kV, 5-kV
plate voltages. In making these time-of-flight measure-
rnents, it was necessary to guard against two factors asso-
ciated with the large numbers of ions formed: saturation
of the MCP and space charge effects. Uncertainties from
these sources were controlled by making measurements
at a range of gas densities and by computer modeling of
space charge effects. No attempt was made to measure
absolute ion yields with the MCP. Rather, these data
were used to measure the relative numbers of ions of
different charge states, and absolute yields of low-

charge-state ions were obtained from the catcher plate
charge integration. Systematics of charge states of argon
(bled in while pumping) were also studied. For both ar-
gon and uranium, time-of-flight spectra were acquired
with the MCP and with the catcher plate, as a function of
the position of the paraboloid mirror along the beam
axis. These spectra aided in checking the focal volume
dimensions. As the pressure of argon throughout the
chamber could be measured with an ion gauge, compar-
ison of argon l+ and uranium 3+ yields (the ionization
potentials being about the same for these two cases) gave
an estimate of uranium density; this was required for con-
trolling MCP saturation and space charge effects between
the electrostatic plates. Typical uranium pressures were
3X10 to 6X10 torr. No attempt was made to mea-
sure the spatially and temporally varying uranium densi-
ty directly.

During the laser bombardment period, the channel
electron multiplier (CEM) for later detecting delayed
electrons was physically isolated from the main chamber.
This prevented its being activated by scattered light or by
energetic stray particles produced by the laser beams (a
problem in an earlier setup in which the CEM was in the
same chamber as the bombardment, resulting in high
count rates from excitations decaying with long half-
lives; see the discussion of exoelectrons below). Follow-
ing laser bombardment, the UV and CO2 laser beams
were turned off, and a vacuum-interlocked transfer rod
moved the collected uranium atoms from the target
chamber to the CEM chamber. The catcher was posi-
tioned 7 mm from the front of the 8-mm-diameter cone of
the CEM. This front cone was biased at 300 V, so that
low-energy electrons were accelerated to an energy where
the quantum eSciency of the CEM was maximum. The
bias across the CEM was 2500 V. An electrostatic grid
was mounted in front of the CEM (about 3 mm from the
cone front) to pull the electrons into the CEM. It was
biased at 100 V. To map out the electron decay curve,
the CEM counts were multiscaled using a CAMAC
sealer, beginning about 2 min after the end of the bom-
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FIG. 2. MCP time-of-Aight spectrum for argon, averaged
over 400 laser shots.

FIG. 3. MCP time-of-Aight spectrum for uranium, averaged
over 400 laser shots.
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bardment period (the transfer time).
Before and after the set of laser-based measurements,

the efficiency of the CEM was measured by depositing
U isomers emitted from a Pu source onto the

catcher plate. The source, masked to a 6-mm diameter,
was placed 4 mm from the catcher plate. When the nu-
cleus Pu decays by alpha emission, the U state is
populated 73% of the time. The uranium nucleus recoils
with an energy of 90 keV. These recoiling isomers were
collected for 60 min, both under vacuum (before and
after the laser measurements) and in 130 torr of argon
(after the laser measurements), in the latter case with 200
V applied to the source. In the vacuum case the recoils
were implanted into the catcher plate; in the argon-
collection case the recoils were slowed down before being
collected. Following collection, and pumpout in the ar-
gon case, the catcher plate was placed in front of the
CEM, and conversion electrons were counted in the same
configuration as was used in the laser experiment. The
conversion electron rates before and after the laser mea-
surements agreed to within 10%%uo. The strength of the

Pu source was checked by measuring the alpha-particle
emission rate (in vacuum} with a silicon surface barrier
detector. The Pu source was also used to set the elec-
tronic discriminator threshold and the grid voltage to
maximize the signal-to-noise ratio.

Eight laser bombardments were carried out for the
U target (two at the 5-, 1-kV plate settings and six at

the 2.5-, —1.5-kV settings) and seven for the U target
(five at 5, 1 kV and two at 2.5, —1.5 kV). Durations of
the runs ranged from 30 to 65 min, corresponding to
about 10 ns of laser bombardment. It was often neces-
sary to adjust the COz power to keep the uranium density
constant. Delayed counting extended for about 1000 min
following the bombardment. Before beginning each bom-
bardment, several spectra were acquired: MCP time-of-
Aight spectra for argon and uranium, a U catcher spec-
trum with the CO2 laser turned off, and (in the case of the
+2.5-, —1.5-kV plate settings) a U catcher spectrum
with the focusing mirror removed. Several U catcher
spectra were acquired during the collection of ions.

80 I3'

60-

The absolute yields for the lower charge states were ex-
tracted from the catcher spectra (having poor time reso-
lution) by a nonlinear least-squares fit to the spectra. Be-
fore fitting, a CO2-laser-off spectrum (no uranium vapor)
was subtracted from the spectrum acquired during bom-
bardment. This eliminated noise from the UV laser
firing. For the fits, a line shape was derived from a catch-
er spectrum taken with the mirror moved axially off
center, where mostly 1+ charge states were collected.
The spectra were fitted with the sum of five lines (charge
states 1+ through 5+), where the variables were the five

amplitudes, the width of the line shape after convoluting
it with a Gaussian shape, the slope and intercept of the
fiight-time calibration, a constant background, and (in
the case of the +2.5-, —1.5-kV plate settings) a normali-
zation factor for the amount of focusing-mirror-out back-
ground subtracted (from ions made by the unfocused
beam on the way to the mirror). In the case of the 5-, 1-
kV plate settings, the region between the 1+ and 2+

peaks, where most of the mirror-out background occurs,
was omitted from the fit. An example of a fit for a +2.5-,
—1.5-kV spectrum is shown in Fig. 4. No attempt was
made to use 1+ data, as there was a mirror-out contribu-
tion, and as the 1+ yields were so high that saturation
effects could be present in the MCP data. In analyzing
the catcher data, the areas for 2+ through 5+ were add-
ed, taking into account the charge states in converting
from electrical signal to number of particles. Combining
these results with the MCP ratios gave absolute yields for
the charge states 2+ through 5+. The total number of
ions collected during the six +2.5-, —1.5-kV runs were
8 X 10 (2+), 1 X 10' (3+), 3 X 10 (4+ ), and 5 X 10 (5+).

In Fig. 5 are shown the electron counts in the CEM as
a function of time following start of counting for U iso-
rners produced by decay of Pu, for the sum of the U
laser bombardments, and for the sum of the laser bom-

III. RESULTS

In analyzing the data, the number of collected uranium
ions for the various charge states is determined, and the
number of conversion electrons (or their upper limit) is
extracted. The ratio of these two numbers, taking into
account the efficiency for observing the U decay,
gives the probability that the nucleus is excited. To relate
this probability to a laser beam irradiance, it is necessary
to correlate charge states and irradiances.

The ratios of charge states produced were determined
from the areas of the peaks in the MCP time-of-Bight
spectra. These areas were corrected for MCP gain ac-
cording to the argon data of Hellsing et al. [12], taking
differences in gain as depending on the varying kinetic
energy (3 keV times charge) with which ions of different
charge states hit the MCP. The gains for the various
uranium charge states, divided by that for charge state 3,
were thus taken to be 0.75 (2+ }, 1.20 (4+), and 1.36 (5+).
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FIG. 4. Time-of-flight spectrum for uranium charge integrat-
ed at the catcher plate, averaged over 400 laser shots. The data
(points) have already had CO2-laser-off and focusing-mirror-out
backgrounds subtracted. The solid line shows a fit to the data,
as described in the text, used to extract the area under the 2+
through 5+ charge-state peaks.
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bardments of the control target U. The signature for
U excitation is the existence of a 26-min half-life com-

ponent in the U decay curve, but not in the U decay
curve. For both uranium isotopes it is observed that the
count rate shows a rapid falloff with a decay time of a few

minutes, and some variation at later times.
Much of this structure is attributed to exoelectron

emission [13]. This is emission of electrons from a solid
that is relaxing after having been perturbed, for example,
by mechanical deformation, by irradiation by electromag-
netic radiation, or (as is presumably the case here) by ion
bombardment. This delayed-electron phenomenon has
been known for several decades, but the detailed emission
mechanisms for this complex phenomenon are poorly un-
derstood. It is not known whether the electrons come
from the surface or from the bulk of the solid, as few ul-
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FIG. 5, Decay spectra: (a) conversion-electron decay curve

for "U isomers stopped on the catcher plate after recoiling
into argon gas from a "Pu source, the solid line being a fit to
the data, where the amplitude of a constant background and the

amplitude of an exponential (with half-life constrained to 26
min) were varied; (b) electron decay curve following 'U bom-

bardment (solid points with error bars) summed over all runs;

(c) electron decay curve following ' U bombardment summed

over all runs. In (b), the open circles show a fit with the sum of
a constant background, an exponential of 26-min half-life, and a

normalized short-decay-time component obtained from the U

data. The scatter of these fitted points comes from the statisti-

cal scatter of the U data, as the short-decay-time component
was extracted numerically from those data. (In the actual

analysis, the data were divided into individual runs. )

TABLE I. Electron exit ratios from a Monte Carlo calcula-
tion.

Charge state

2+
3+
4+
5-+

2+
3+
4+
5+

Plate voltages (kv)

5, 1

5, 1

5, 1

5, 1

+2.5, —1.5
+2.5, —1.5
+2.5, —1.5
+2.5, —1.5

Exit ratio

0.62 (0.24—0.96)
0.34 (0.07—0.69)
0.23 (0.03—0.58)
0.17 (0.01—0.52)
3 ~ 50 (2.56—4.06)
2.28 (1.77—2.37)
1.55 (0.90—1.66)
1.33 (0.71—1.48)

trahigh vacuum experiments have been carried out to iso-
late surface phenomena.

The number of electrons depends on the solid and its
past history as well as on the perturbation by, for exam-

ple, incident charged particles. Here it is assumed that
there is no difference in the exoelectron emission rate be-
tween U and U runs. Our experience here shows
that in this type of experiment, and in other U experi-
ments such as that of Izawa and Yamanaka [7], it is im-

portant to perform the experiment for another isotope, in
order to eliminate non-nuclear effects.

To extract the number of conversion-electron counts in
the decay curves, constant backgrounds were subtracted
and an "exoelectron" shape was derived from the U
data by summing the spectra (one shape for the 2.5-,
—1.5-kV data and one for the 5-, 1-kV data). Each U
run (900 min of delayed counting) was then fitted with
the sum of an exponential of 26-min half-life and the "ex-
oelectron" shape, where the amplitudes of the two corn-

ponents were varied. Each U run was fit separately, as
different amounts of charge were collected in different
runs and there were different corrections for decay during
bombardments and before the beginning of counting. In
the case of the +2.5-, —1.5-kV data, the individual
values are scattered more than expected from purely sta-
tistical errors, presumably because the exoelectron contri-
bution is somewhat unpredictable. The errors have been
increased (by about a factor of 5.5) to make the y per de-

gree of freedom unity. In the case of the 1-, 5-kV data,
where there were not enough runs to establish a distribu-
tion, the errors were multiplied by this same factor. For
illustration purposes, all data have been summed in Fig.
5.

The CEM efficiency was determined from the
Pu measurement and from a Monte Carlo calculation

of electron losses in exiting the catcher plate material.
This Monte Carlo calculation is described in the Appen-
dix. The efficiency for detecting an emitted conversion
electron is that measured when collecting recoils from the

Pu source in vacuum (0.0050) multiplied by the exit
ratios given in Table I.

For each run, the number of excited U nuclei were
obtained from the fit results and the CEM efficiency, after
correcting for decay losses during the bombardment and
between the end of bombardment and the beginning of
counting. The ratio to the number of collected ions gives,
for each charge state, an upper limit on the probability
for exciting the U nucleus when the atom is bombard-
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TABLE II. Nuclear excitation probabilities for a range of UV bombardment irradiances.

Charge
State

2+
3+
2+
3+
4+
5+

Plate
Voltages (kV)

5,1

5,1

+2.5,—1.5
+2.5,—1.5
+2.5,—1.5
+2.5,—1.5

CEM
Efficiency

(3.1+1.8) X 10 '
(1.7+1.5) X 10
(1.8+0.4) X 10
(1.1+0.1)X 10
(7.8+1.9) X 10
(6.7+1.9) X 10

P(700 fs)

(—1.1+1.5) X 10
(—1.3+2.0) X 10

(4.5+5.5) X 10-'
(2.9+4.6) X 10
(2. 1+2.9)X10-'
(1.8+2.2) X 10

Irradiance
(W/cm )

(1.8—4.8) X 10'
(4.8-23) X 10"
(1.8—4.8) X 10'
(4.8-23) X 10"
(2.3-10)X 10"
(1.0—2.5) X 10'

ed by a 700-fs-long high-intensity 248-nm laser beam.
Ions are collected from the region of the UV beam fo-

cal waist positioned under the 1-mm aperture in the
lower-voltage electrostatic plate. They have been ex-
posed to a continuum of beam irradiances, determined by
the spatial profile of the laser beam. In a sequential ion-
ization picture, high charge states are produced in the
center of the laser beam waist and lower charge states in
the periphery. As it is required to know the laser beam
irradiance to which the atoms of each charge state were
exposed, it is necessary to know the relationship between
the ionization energy and the beam irradiance required
for ionization, as given by a curve based either on calcu-
lations or on measurements of multiphoton ionization
systematics. This curve was taken from the one-
dimensional Coulombic-barrier model of Augst et al.
[14], in which ionization occurs when the amount of
suppression of the Coulomb potential by the potential of
the laser field is equal to the ionization potential of the
atom or ion. In this tunneling regime, the appearance in-
tensity is given by

I, =cE;,„/128m.e Z

where E;,
„

is the ionization potential, Z is the charge of
the resulting ion, c is the speed of light, and e is the
charge of the electron. This equation describes well the
multiphoton ionization of rare gas ions with 1-pm wave-
length, 1-ps-long laser pulses [14]. It is in qualitative

agreement with the 248-nm ionization data for the heavy
rare gases of Gibson et al. [15], even though those data
would not be expected to be described in the tunneling re-
gime. The regime of the present experiment is the same
as that of Gibson et al. In the present experiment, the
5+ uranium ions are expected to be close to the tunneling
regime, but the lower charge states are further from it.

This tunneling formula is also supported by the num-
bers of argon ions of charge states 1+ through 4+ mea-
sured in the present experiment by MCP time of Aight, as
a function of the position of the paraboloid mirror along
the beam axis. The laser beam is assumed to have a
Gaussian shape [16],given by

8",=8' [1+(M kz/~8' ) ]'

where 8' is the radius defined by 1/e irradiance at posi-
tion z along the beam axis, Wo is the radius at z =0, A, is
the wavelength, and M describes how fast the beam ex-
pands. A nonunity M value describes multimode struc-
ture in the beam. If the pulse length and energy are
known, then the volume in which ions of a given charge
state are made can be calculated for a range of beam radii

Wo and M values (given the irradiance versus ionization
energy curve). A qualitative match to the measured ar-
gon distribution is found for 8'0=1.5 pm and M =3,
which are reasonable values [10,17]. Future experimental
work may yield better estimates of the irradiance versus
ionization potential curve. For the present, in accor-
dance with the formula of Augst et al. , a range of irradi-
ances of 1.8X10' to 4.8X10' W/cm is associated with
charge 2, 4.8X10' to 2.3X10' with charge 3, 2.3X10'
to 1.0X10' with charge 4, and 1.0X10' to 2.5X10'
with charge 5. The ionization potentials used were those
of Carlson et al. [18].

The results are given in Table II for the two plate-
voltage settings. The one-standard-deviation errors are a
quadratic sum of the (fractional) errors in the number of
conversion electrons observed, the efficiency (taken as the
average of the upper and lower errors), and the number
of charges collected (taken as 20%). As conversion-
electron losses are larger (efficiency lower) for the higher
kinetic energy case, the 5-, 1-kV data are less accurate,
and no results are quoted for the 4+ and 5+ cases, as the
lower limits on the efficiencies are very low (see Appen-
dix). The sensitivity of the experiment decreases with in-
creasing laser intensity, as fewer atoms are exposed to the
higher intensities. It is found, for example, that a U
atom in a focal volume where the 248-nm irradiance
ranges from 1.0X10' to 2. 5X10' W/cm (values adopt-
ed for charge state 5) for 700 fs (850 cycles) has an excita-
tion probability P(700 fs) of less than 4.OX 10

IV. CONCLUSIONS

Upper limits have been placed on the nuclear excita-
tion probability at UV laser irradiances up to 2X10'
W/cm . The present experimental limit does not
disagree with the theoretical value of Berger et al. [5],
but does not reach the limit required for a real test. Ex-
periments at higher laser intensities and theory of higher
accuracy, including collective electron motions and
screening of the laser field, are required if this laser-
atomic-nuclear coupling is to be observed and under-
stood.
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APPENDIX: CEM EFFICIENCY FOR
CONVERSION-ELECTRON COUNTING

When Pu source measurements are made with col-
lection in vacuum, the U recoils are implanted into
the stainless-steel catcher plate with an energy of 90 keV
less that lost in exiting the Pu layer. Implantation
depths range from zero up to 15 nm. (The Pu source is
thick enough that only recoils from the outside 40% of
the layer have a chance to exit. ) When the Pu measure-
ment is made with collection in argon, the U recoils
are gently implanted into the surface. When U ions
are collected during the laser bombardment, the implan-
tation depth varies depending on the kinetic energy of the
ion (3 or 0.5 kV times the charge, depending on the plate
voltages) and ranges from 1 to 6 nm for charge states 2
through 5. It is thus necessary to take into account losses
of electrons in the solid in determining the efficiency for a
given charge state and kinetic energy using the Pu
source data. The farther from the surface the conversion
electron is generated, the less likely the electron is to
reach the surface with enought energy to escape after
suffering inelastic scattering energy losses. It is impor-
tant to note that the calculations do not need to yield
correct absolute numbers, but only ratios of numbers
from varying implantation depths. The Pu measure-
ment provides the absolute number.

The electron losses were modeled with a three-
dimensional Monte Carlo code. All heavy-ion energy
losses and ranges were determined from the TRIM89 pro-
gram [19]. For the case of the ' Pu source with collec-
tion in vacuum, the code began by randomly distributing
the alpha decays in depth and angle. Then the energy
loss of the U in exiting the Pu layer (taking into ac-
count the path length dependence on angle) was calculat-
ed. From the remaining energy the range in stainless
steel (approximated as iron) was determined, and thus the
depth of implantation and position of emission of the
conversion electron (again taking the angle into account).
For the case of the Pu source with collection in argon
the depth of implantation was taken to be 0.1 nm. For
the case of the laser bombardment runs, the implantation
depth was calculated from the incident ion kinetic ener-

gy-
The next step was to follow the trajectory of the con-

version electron. Given an initial electron energy (distri-
buted as described below), and an initially random direc-
tion, the electron was moved a distance corresponding to
its mean free path for inelastic scattering [20] and forced
to lose energy in an inelastic scattering event. A random-

ly selected scattering angle and an energy loss were calcu-
lated, and a new energy and new direction cosines were
assigned. A secondary electron may also be produced.

The original electron was then allowed to propagate
another mean-free-path length, and another inelastic
scattering event occurred. The sequence continued until
the electron exited or lost so much energy that it could
not escape the surface. To escape, the momentum projec-
tion on the normal to the surface (relative to the bottom
of the Fermi gas) must be sufficient to overcome that cor-
responding to the sum of the Fermi and work function
energies. Next the secondary electrons were traced in the
same way.

In the calculation, best values were chosen for the ini-

tial conversion-electron energy range, the scattered ener-

gy distribution, the scattering angular distribution, the
Fermi energy, and the work function. In addition, the
code was run for a variety of other values, and the range
of efficiency ratios obtained was used to assign an error to
the value. Included in the error were the values obtained
with no secondary electron production.

For the work function, the value 4.7 eV for iron was
chosen, but a range of 2.7 to 6.7 eV was considered. For
the Fermi energy, the value 7 eV was chosen, again
characteristic of iron, and a range of 5 to 9 eV was in-

cluded in the error analysis. The initial electron energy
was distributed randomly between 57 and 77 eV (relative
to the bottom of the Fermi gas), according to the
conversion-electron energy measurements of Zhudov
et al. [21]. The code was also run for a 37 to 57 eV

range, and the result included in the error. To get the
distribution of scattered electron energies for an inelastic
scattering event, the algorithm of Tougaard [22] was
used. The code was also run for energy losses evenly dis-
tributed from zero up to the incident energy, and for
probabilities increasing linearly with energy loss from
zero up to the incident energy, with the values included
in the error range. The scattering angle of the inelastical-

ly scattered electron (relative to the incident direction) is

expected to be small when the incident energy is large,
and isotropic when the energy is small. Thip angular dis-
tribution was parametrized by a Gaussian distribution in

angle, where the root-mean-square deviation of the angle
(in radians) was expressed by a constant divided by the
square of the incident energy (in eV). The best value of
the constant was taken to be 100, as this value gave
agreement between the ratio of the number of conversion
electrons observed from the Pu measurement in argon
to the number with vacuum collection (the ratio being 9).
In the error analysis, values of the constant from 0 to 400
were included. The momentum of secondary electrons
was calculated as the sum of the momenta of the incident
electron and an electron in the Fermi gas, less the
momentum of the scattered electron. The incident elec-
tron in the Fermi gas was given a random direction and a
magnitude corresponding to a kinetic energy randomly
distributed in the range from zero to the Fermi energy.

The results for the ratios of numbers of electrons exit-

ing from the implantation depth of a given charge state
to the number of electrons exiting when U recoils are
collected in vacuum from a Pu source in our geometry
are given in Table I, where the best values are followed

by numbers in parentheses indicating the range for the
above parameter variation.
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